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Abstract—The issue of privacy is constantly brought to the 

spotlight  since an ever increasing number of  services  collects 
and processes personal information from users. In fact, recent 
advances  in  mobile  communications,  location  and  sensing 
technologies and data processing are boosting the deployment of 
context-aware personalized services and the creation of smart 
environments but, at the same time, they pose a serious risk on 
individuals’ privacy rights. Being situated in the realms of legal 
and  social  studies,  the  notion  of  privacy  is  mainly  left, 
concerning its protection, to legislation and service providers’ 
self-regulation by means of privacy policies. However, all laws 
and codes of conduct are useless without enforcement. Based on 
this concept, this paper presents a framework conceived on the 
basis  of  privacy  legislation.  It  uses  a  semantic  model  for  the 
specification  of  privacy-aware  data  access  rules  and  a 
middleware  system  which  mediates  between  the  service 
providers and the data sources and caters for the enforcement 
of the regulatory provisions.

I. INTRODUCTION

N the Internet, nobody knows you are a dog, according 
to  the famous 1993 Pat  Steiner  cartoon  in The New 

Yorker, which has been very frequently cited in order to em-
phasize the potential for anonymity and privacy that the In-
ternet was supposed to offer. However, the reality seems to 
be rather different; in fact, more than a century after the first 
essay identifying that privacy as a fundamental human right 
was endangered by technological advances [1], never before 
in history the citizens have been more concerned about their 
personal privacy and the threats by the emerging technolo-
gies [2]. 

O

The  potential  impact  of  contemporary  Information  and 
Communication Technologies  on the privacy rights  of  the 
users is regarded as being among their most evident negative 
effects.  The  advances  in  mobile  communications,  location 
estimation and sensing technologies, along with data storage 
and processing technologies,  have expanded  the sphere  of 
electronic services’ provision and digital facilities from the 
Web to pervasive smart environments. They create impres-
sive perspectives of rich, highly personalized and coherent 
services,  information  and  computation  ubiquity  and,  thus, 
spur  an  information  revolution  that  brings  significant  im-
provements of the citizens’ quality of life. On the other hand, 
they pose serious risks on the privacy rights of the data sub-
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jects; the personal data collection scale is augmented, infor-
mation  access,  processing,  aggregation,  combination  and 
linking are facilitated and new, sometimes even more sensi-
tive, types of data are collected. A stream of data about indi-
viduals pours into data warehouses, while personal informa-
tion  is  increasingly  viewed  as  a  valuable  financial  asset 
which is a subject of trading. 

The service providers  usually express  their  practices  by 
means of privacy policies. Privacy policies concern the for-
mal specification of an organization’s business practices re-
garding the collection and the consequent  use of  personal 
data. The privacy policies are supposed to be restricted ac-
cording to fair information principles and to comply with the 
relevant  legal  framework.  Privacy legislation  dictates  how 
personal data should be treated after their provision by the 
data subjects to service providers and other processing enti-
ties,  defining in  essence  the requirements  for  the privacy-
aware management of personal data through their whole life 
cycle. 

The Platform for Privacy Preferences (P3P) W3C specifi-
cation [3] has been the first initiative towards this direction, 
providing a way for a web site to encode its relevant prac-
tices and to communicate them to the users that visit the site. 
Since proposed, P3P has received broad attention from both 
industry and research community, but it has also been sub-
ject  of criticism from the current  technical work, e.g.,  [4]. 
The major issue with P3P is the lack of the mechanisms for 
the enforcement of the specified privacy policies. In essence, 
P3P formalizes privacy promises given to the users for fair 
information practices; nevertheless, after their disclosure to a 
service provider,  there is no guarantee about the fate of a 
user’s  personal  data.  Besides,  there  are  numerous  cases 
where  the  real  practices  contradict  to  well-stated  privacy 
policies, e.g. [5], [6]. 

The challenge of enforcing a privacy policy has been thor-
oughly examined and several  different solutions have been 
proposed, e.g., by IBM [7], OASIS [8] and Hewlett Packard 
[9]. These frameworks mainly focus on enterprise environ-
ments and provide the means for the automation of the pri-
vacy policies enforcement. The means for achieving this is to 
apply privacy-aware access  control  mechanisms which en-
hance traditional Role-Based Access Control (RBAC) mod 
els with additional, privacy-related aspects, such as the pur 
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pose for data collection, retention periods, users’ consents, 
notifications, etc. 

However, all these solutions have their weak points. First, 
although they manage to address the issue of privacy policies 
internal enforcement within an organization to a great extent, 
they fail in providing the necessary guarantees for fair infor-
mation practices to the users. In fact, since an organization 
possesses some personal data, their use or abuse by means of 
processing and  disclosure  are  still  based  on  good  intents. 
Misuse may occur by a malicious employee with legitimate 
access to sensitive data or by any form of direct access to the 
data that bypasses the privacy protecting system. Second, the 
privacy policies specified in the context of these frameworks 
cannot be efficiently audited and verified as far as their regu-
latory compliance and consistency is concerned. Even an or-
ganization with the best intentions may specify a privacy pol-
icy that is not legislation-proof.  Third,  the specification of 
complex  privacy  policies  and  the  continuous  process  of 
keeping  them up-to-date  introduce  significant  economical, 
operational and administrative overhead to an organization. 

In  the  light  of  the  above  issues,  this  paper  proposes  a 
framework for  the enforcement  of  privacy policies  by the 
providers of e-services that are based on the legislation. The 
main concept  behind the framework is  the formal and de-
tailed codification and specification of the regulatory provi-
sions by a Privacy Authority into a single privacy policy doc-
ument and its automatic dissemination to the providers. This 
unique privacy policy constitutes the technical translation of 
the  privacy  principles  and  regulations  and  overrides  any 
other privacy policy defined by a provider. For its enforce-
ment, a middleware architecture is introduced, that acts as a 
three way privacy mediator between the law, the users and 
the  service  providers.  Its  main  component  is  the  D-Core 
Box,  a  privacy  proxy  installed  at  the  service  provider’s 
premises but totally controlled by the Privacy Authority. The 
D-Core Box stores  any personal  data,  keeping them sepa-
rated from the provider. Access to the data is granted based 
on the legislation originated privacy policy,  as well as the 
relevant preferences expressed by the users via an associated 
mechanism that the framework offers. 

The remainder of this paper is structured as follows. Sec-
tion II provides some insights on the legal aspects of privacy; 
it codifies the legal privacy principles that form the require-
ments for the proposed framework. Section III describes the 
Ontology of  Privacy,  the semantic  information model  that 
constitutes the basis of the proposed approach, since it con-
tains the rules stemming from the legislation. In Section IV, 
the means for enabling the users to specify their privacy pref-
erences are outlined. Section V describes the middleware ar-
chitecture that undertakes the task of enforcing the privacy 
rules, both regulations- and user- originated. The paper con-
cludes in Section VI.

II. PERSONAL DATA PROTECTION LEGISLATION

The starting point to obtain a formal modeling of the pri-
vacy legislation and also to design a technology capable of 
being privacy compliant and at the same time ensuring en-
forcement of privacy law provisions is identifying the regula-
tory requirements to be complied with.

A significant milestone in the privacy literature has been 
the codification of the fundamental privacy principles by the 
Organization for Economic Co-operation and Development 
(OECD), in 1980 [10], as this codification lays out the basis 
for the protection of privacy. The OECD principles are re-
flected in the European Directive 95/46/EC [11], which en-
forces a high standard of data protection and it is the most 
influential piece of privacy legislation worldwide, affecting 
many countries outside Europe in enacting similar laws. It is 
particularized and complemented with reference to the elec-
tronic communication sector by the Directives 2002/58/EC 
[12] and 2006/24/EC [13], which impose explicit obligations 
on network and service providers to protect the privacy of 
users’ communications. The European Directives constitute 
the basis for the following summary of the main regulatory 
data protection requirements to be taken into account for the 
specification of the proposed framework.

A. Regulatory Requirements

The following requirements are stemming from the Euro-
pean personal data protection legislation:

Lawfulness of the data processing : The system should be 
able to examine whether the data processing complies with 
applicable laws and regulations. 

Purposes  for  which  data  are  processed :  The  system 
should provide the means for identifying the data processing 
purposes, which must be lawful and made explicit to the data 
subject  (namely  the  subject  whose  data  are  processed). 
Moreover, it should be able to check these purposes to avoid 
that data processed for a purpose may be further processed 
for purposes that are incompatible with these for which data 
have been collected. 

Necessity, adequacy and proportionality of the data pro-
cessed : The system should be able to guarantee that only the 
data  functional,  necessary,  relevant,  proportionate  and  not 
excessive with regard to the sought processing purpose are 
processed. 

Quality of the data processed : The system should provide 
that the data processed are correct, exact and updated. Inac-
curate data must be deleted or rectified; outdated data must 
be deleted or updated. 

Identifiable data : The system should provide the means 
for keeping the data processed in identifiable form only for 
the time necessary to achieve the sought processing purpose. 

Information to the data subjects; consent and rights of the 
data subject : The system should be able to provide for in-
forming the data subject that his data are processed accord-
ing to applicable data protection legislation. Moreover,  the 
system should guarantee that when requested by applicable 
data protection legislation, the data subject’s consent to the 
data processing is required, and that the data processing is 
performed  according  to  the  preferences  expressed  by  the 
data subject. In addition, the system should enable the data 
subject  to  exercise  the  rights  acknowledged  by applicable 
data protection legislation in relation to intervention in the 
data processing (for example the right to access data, to ask 
for data rectification, erasure,  blocking, the right to object 
the data processing, etc.). 
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Data security and confidentiality : The system should be 
secure in order to guarantee the confidentiality, integrity, and 
availability  of  the  data  processed.  Moreover,  the  system 
should provide that  the listening, tapping, storage or  other 
kinds of interception or surveillance of communications and 
the related traffic data may be performed only with the data 
subject’s consent or when allowed by applicable legislation 
for public interest purposes. 

Traffic  data  and  location  data  other  than  traffic  data;  
special categories of data :  The system should be able to 
guarantee that  the processing of special  categories  of data 
(for example traffic or other location data, sensitive and judi-
cial data) is performed in compliance with the specific re-
quirements that the applicable data protection legislation sets 
forth for said categories of data. 

Access limitation : The system should provide for an au-
thorization procedure that entails differentiated levels of ac-
cess to the data and for recording the accesses to the data. 

Data storage : The system should be able to automatically 
delete (or make anonymous) the data when the pursued pro-
cessing purpose is reached or in case of elapse of the data re-
tention periods specified under applicable legislation. 

Notification  and  other  authorizations  from  competent  
Data Protection Authority :  The system should be able to 
monitor  compliance  with  the  notification  requirement  and 
with the provisions on the authorizations of competent Data 
Protection Authority. Moreover,  the system should provide 
for  means that  allow communications  between the  system 
and the competent Data Protection Authority. 

Supervision and sanctions : The competent Data Protec-
tion Authority should be provided with the means for super-
vising and controlling all actions of personal data collection 
and processing. 

Lawful  interception :  The  competent  public  authority 
should be provided with the means to perform interception 
only when this is allowed by applicable laws and regulations 
and according to the conditions therein set forth. The neces-
sary “hooks” for the lawful interception should under no cir-
cumstance  become available  to  other  not  authorized  third 
parties. 

B. The Regulations in a Nutshell

From  the  regulatory  requirements  presented  above,  the 
following facts are extracted:

The role of the users : The users are granted certain rights; 
the right to be informed regarding the collection or process-
ing of personal data, to be asked about their explicit consent, 
to  access  their  data.  Additionally,  they should  be  able  to 
specify their privacy preferences and affect this way the ser-
vice provision procedure, with respect to privacy. 

The  role  of  the  Authorities :  The  legislation  grants  the 
Data Protection Authorities with certain rights and compe-
tences. These include the notification of the Authority,  the 
supervision of the procedures and the means for performing 
Lawful Interception. That is, the Authority should be able to 
interact with the system. 

 The role of semantics: The semantics play a very crucial 
role in what can be characterized as “privacy context”. On 
the one hand, each data item should be treated according to 

its special type. On the other hand, very important is the pur-
pose for which the data are collected and processed. 

Access  control:  The  access  to  the  data  should  be  con-
trolled. Beyond the legacy Role-Based Access Control mod-
els, decisions concerning access to personal data should take 
into consideration the semantics characterizing each privacy 
session.

Complementary actions: Access to the data should be ac-
companied by certain behavioral norms of the system. These 
include the information of the users or the request for their 
explicit consent, the notification of the Authorities, the auto-
matic enforcement of data retention periods, as well as the 
adjustment of the detail level of the data.

Security:  Naturally,  in order  for the personal  data to be 
protected, the means for securing their transmission and stor-
age should be taken; security always constitutes the bottom 
line for privacy protection and this paper takes as granted the 
availability of the corresponding means.

III. SEMANTIC INFORMATION MODEL

The modeling of the privacy legislation is achieved using 
a semantic information model that associates personal data, 
services and actors with explicitly defined regulatory rules. 
In that respect, the approach taken is to express any related 
information by means of an ontology, namely the Ontology 
of Privacy, which is implemented using the W3C Web On-
tology Language (OWL) [14]. The vision is that the ontology 
should  be  as  detailed  as  possible  in  terms  of  the  various 
types of personal data and the types of services, so that the 
widest range of services and situations when personal data 
are  involved  can  be  covered.  This  is  similar  to  what  the 
Common Procurement Vocabulary (CPV) [15] represents for 
public procurement in Europe; it provides an exhaustive –al-
most semantic– list of several thousands of products that can 
constitute subject of public procurement.

In order to associate the personal data with specific pro-
cessing tasks, the identification of the particular type of each 
personal data item is necessary. Moreover, in order to define 
the appropriate rules that will regulate the processing of a 
personal data item with respect to the purpose for which the 
information is provided by the user or requested by the ser-
vice provider,  a similar taxonomy of the provided services 
must be present. These taxonomies constitute separate sub-
graphs of the ontology. Therefore, the Ontology of Privacy 
provides  a  detailed  vocabulary of  personal  data types  and 
services’ types, structured in an hierarchical way with well 
defined inheritance rules, that enables the system to associate 
all  privacy related  decisions  to  semantically specified  no-
tions. An equivalent taxonomy is needed for the involved ac-
tors; however, here we consider a very simple model, com-
prised of three actors: the user, the service provider and the 
Privacy Authority.

Regarding the personal data subgraph, all the types are de-
fined as instances of the  PersonalData OWL class. In-
heritance hierarchies, as well as other relationships between 
personal data are defined using OWL properties. The first hi-
erarchy specifies the inheritance of characteristics, referring 
to  legislation-originating  rules  that  regulate  the  collection 
and processing of personal  data.  The “root” personal  data 
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type is the  AllPersonalData type,  from which all the 
other  data  types  inherit,  while  “first  level”  children  of 
AllPersonalData type  instance  include  Age, 
BillingData,  Contact,  Identity,  etc.  These types 
constitute general  data  types,  in essence categories of per-
sonal data types. This hierarchy is implemented by means of 
the inheritsFromData object OWL property.

The second hierarchy defined inside the PersonalData 
class deals with the detail level of personal data types. For 

this  purpose,  two  properties  are  defined,  lessDe-
tailedThan and  moreDetailedThan,  being the  one 
inverse to the other. In that respect, the ExactAge personal 
data  types  is  moreDetailedThan the  YearOfBirth, 
while the  Country is  lessDetailedThan the  Blue-
toothCellID, with respect to the data subject’s location.

The last relationship between the instances of the  Per-
sonalData class is the one that defines complex types re-
sulting from simpler ones. In that respect, the data subject’s 

Fig 1: Ontology of Privacy – Personal Data Subgraph

Fig 2: Ontology of Privacy – Subgraph of Services
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FullName contains  the  FirstName,  LastName and 
MiddleName data  types.  The  containsType property 
and its inverse isContainedToType implement the cor-
responding relationships.

Fig. 1 illustrates part of the personal data subgraph, along 
with the OWL properties that implement the three types of 
relationships  between  the  personal  data  instances,  as  de-
scribed above.

The different services’ types are organized as a hierarchy 
that  defines  inheritance  of  characteristics.  All  the  defined 
types constitute instances of the Services OWL class. The 
“root” service type is the AllServices type, from which 
all the other services’ types inherit, while “first level” chil-
dren of AllServices type instance include AdultSer-
vices,  Billing,  LawEnforcement,  Location-
Based, etc. These types constitute general services’ types. 
This hierarchy is implemented by means of the inherits-
FromService object OWL property and its inverse one. It 
is noted that multiple inheritance is possible. As an example, 
a  service  can be  location-based,  while targeting adults;  in 
this case,  the service should inherit  from both the  Loca-
tionBased and the AdultServices types. Fig. 2 illus-
trates part of the services' subgraph; the arks represent inher-
itance associations, with the source node inheriting from the 
destination node.

As afore-mentioned, regarding the actors involved in the 
service provision chain, a very simple model has been con-
sidered.  So far,  the  actors  that  have  been  defined  are  the 
DataSubject, the PrivacyAuthority and the Ser-
viceProvider.  However,  this assumption can be easily 
removed with the extension of the Actors class to consti-
tute a very detailed hierarchy of roles and –therefore– render 
the model fully role-based.

Access  control  rules  are  defined  as  instances  of  the 
Rules class of the ontology, in order to regulate the provi-
sion of services.  Every rule is associated with a {personal 
data type, service type, actor} triad, using the corresponding 
refersToData,  refersToService and  refer-
sToActor OWL object properties, and defines one or more 
properties that specify the permitted/forbidden actions of the 
actor over the personal data type, in the context of the pro-
vision of the service type under consideration, possibly along 
with certain complementary actions that must be additionally 
performed by the system.

With the use of OWL Annotation Properties, every rule 
contains the following information:

• DisclosureOfData: it defines whether the data 
of the specified type should be disclosed or not to 
the specified actor in the context of the provision of 
the specified service.

• RetentionPeriod:  it  specifies  the  period  for 
which  the  data  of  the  type  under  consideration 
should be retained.

• ModificationPermission:  it  defines  if  the 
specified actor should be granted with write/modify 
rights on the data of the specified type.

While the information above define the “core” of the rule, 
additional properties specify the complementary actions that 
should be potentially executed:

• DataSubjectInformation:  it  refers  to  the 
right of the user to be informed when the rule is ap-
plied (i.e., when in the context of the specified ser-
vice, the personal data of the specified type are dis-
closed to the specified actor, or their modification 
takes place).

• DataSubjectConsent: it enables the user to be 
asked about explicit consent, prior enforce the body 
of the rule.

• AuthorityNotification: it forces the notifi-
cation of the Authority when the rule is applied.

Finally, a rule may be characterized by certain meta-prop-
erties that serve for resolving conflicts between contradictory 
rules:

• appliesToPersonalDataDescendants: 
this binary property specifies whether the rule is in-
herited to the descendants of the specified data type, 
with respect  to the corresponding subgraph of the 
ontology and the inheritance relationships.

• appliesToServiceDescendants:  similarly 
to the case above, this binary property specifies the 
inheritance of the rule to the service type descen-
dants.

• appliesToActorDescendants:  although  re-
dundant  since  the  corresponding  actors'  subgraph 
has not been defined yet, it refers to the inheritance 
of the rule to the descendants of the actor's type.

• OverrideDataSubjectPreferences:  in 
certain cases, the user may have specified privacy 
preferences that contradict with the rules of the on-
tology; this property serves for defining which rule 
dominates over the other.

In Fig. 3, an example of an access control  rule is illus-
trated. What this rule states is that “when the service under 
consideration is an adult service (AdultServices),  and 
when the service provider (ServiceProvider) requests 
access to the personal data of IsAdult type (a binary data 
type, reflecting whether the data subject is an adult or not), 
the  data  should  be  given  to  the  provider,  while  the  data 
should not be further retained. The rule applies for the de-
scendants  of  the  AdultServices service  type,  while  it 
does not apply for the descendants of the IsAdult personal 
data type and of the ServiceProvider actor type.”

IV. SPECIFICATION OF PRIVACY PREFERENCES 

While  regulations-originated policies  as  specified  in  the 
Ontology of Privacy may determine the access permission to 
data up to some extent, the users should be able to determine 
the fate of their  personal  data.  In  that  respect,  a  technical 
problem to be approached is how to enable the user to that 
direction, i.e., to control the disclosure, storage and process-
ing of personal information, when the information is travel-
ing through the various system and service components. To 
face this issue, it is necessary to associate to the data addi-
tional  information which is communicated and stored with 
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the data and brings information aimed at enforcing the spe-
cific treatment desired for the considered data. 

Therefore,  prior to leaving the user's terminal, the user's 
personal data are encapsulated into a data structure with the 
descriptive name Privacy Lock. The purpose behind its use 
is twofold: to make certain metadata (i.e., the user's prefer-
ences) available along with the respective data and to ensure 
the safe transmission of the data. 

 In  essence,  the Privacy Lock constitutes a secure shell 
that encapsulates the personal data transmitted by the termi-
nal to the D-Core Box and vice versa, along with their meta-
data into an encrypted and optionally digitally signed object 
that ensures the safe communication. Moreover, the Privacy 
Lock can be used for the transmission of metadata solely, 
that express user preferences as far as either already stored 

data  or  data  that  will be  processed  in the future  are  con-
cerned. 

An essential and mandatory attribute that is defined inside 
the Privacy Lock is the data type, which constitutes a critical 
parameter for their treatment in terms of disclosure, retention 
and processing. The type of the data is semantically specified 
with respect to the personal data subgraph of the Ontology of 
Privacy. 

Apart from reflecting the data type, the metadata assigned 
to the data define certain properties for {personal data, ser-
vices} 1 associations. These properties include: 

• Whether the data should be disclosed for the provi-
sion of a certain service. 

• The level of abstraction when the data are disclosed 
for the provision of a specified service. 

•  The expression of the user's preference to be in-
formed or  asked for  consent  whenever some pro-
cessing or  disclosure  of  personal  data  is  about  to 
take place. 

• The determination of the desired retention period. 
• Issues concerning data and metadata administration 

and management. 
The metadata are formally expressed using a proprietary 

XML-based  language,  namely  the  Discreet  Privacy  Lan-
guage (DPL). The DPL is used for the definition of all the 
necessary elements for the specification of all the afore-de-
scribed types of metadata. Additionally, it is used for struc-

1It is noted that the metadata specification is actors-unaware; in fact, it is 
impossible for the user to refer to the internal structure of an organization.

turing the personal data when communicated from the user’s 
terminal  to  a  D-Core  Box  and  vice-versa  into  a  Privacy 
Lock, along with their privacy-related metadata. 

The DPL’s syntax is XML-based and contains the appro-
priate elements for the specification of the personal data at-
tributes.  In  that  respect,  the DPL defines elements for the 
specification of: 

• The  personal  data  types,  data  items  and  service 
types that are regulated by the considered rule. 

• Whether the considered rule is inherited by the per-
sonal data or service type descendants, with respect 
to the Ontology of Privacy. 

• The rules themselves. The different rules’ types de-
fined  include  the  disclosure  level  along  with  the 
corresponding level of precision, the access rights 
to  the personal  data,  the demand for  notifications 
and consents and the retention/validity period of the 
data. 

• Meta-rules for the resolution of conflicts that natu-
rally occur (e.g., contradictory user and regulations 
originated rules, rules overriding, etc.). 

The detailed description of the DPL is beyond the scope 
of this paper; the normative definition of the DPL by means 
of Augmented Backus-Naur Form (ABNF) [16] specification 
is provided in [17]. 

V. MIDDLEWARE ARCHITECTURE 

The privacy protecting system takes the form of a distrib-
uted middleware that regulates the diffusion of personal data 
from the user towards the service provider, using legislative 
input. This “privacy broker” is comprised of three high level 
entities,  each  assigned  to  one of  the three  actors,  i.e.,  the 
users, the service providers and the Privacy Authority. These 
entities  form a  privacy domain,  the  D-Core,  inside  which 
personal data handling is subject to both legislative require-
ments regarding privacy and user privacy preferences. The 
high level entities and the privacy domain they define are il-
lustrated in Fig. 4 . 

The entity that delivers the core system functionality is the 
D-Core Box ( Fig. 5 ). This is an intelligent privacy proxy, 
which, despite the fact that it is logically and physically de-
ployed at the service provider's premises, is being managed 
by the Privacy Authority and not by the service provider. It 
constitutes the “edge” module of the D-Core and the border 
between the service provider’s applications and the D-Core. 

Any personal  data  provided  by the  user  to  the  service 
provider are stored by the D-Core Box inside the Personal 
Data Repository. That is, the personal data are kept isolated 
from the  service  provider,  which  has  no  direct  access  to 
them. The storage may be short-time (e.g., immediate service 
provision) or long-time (e.g., services that require informa-
tion archives). The data are stored together with the associ-
ated privacy preferences of the user, which are either trans-
mitted with the data by means of a Privacy Lock, or defined/
updated at any time through the corresponding interface that 
the D-Core Box offers. The same interface enables user to 
maintain complete control  over the data,  i.e.,  to update or 
delete them. 

Fig 3: Ontology of Privacy – Example of Access Control Rule
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When a service provider submits a request for users' per-
sonal data, the request is evaluated by the D-Core Box. All 
related  decisions  concerning  personal  data  handling  are 
taken by the Policy Engine which uses two sources of rules. 
The first source, the Ontology of Privacy is deployed to the 
D-Core Box by the Privacy Authority and is stored in the 
Regulations Repository. It provides the legislation-originated 
rules that are translated internally into a set of concrete DPL 
rules prior to be provided to the Policy Engine. The second 
source is the set of user defined privacy preferences which 
are provided by the Personal Data Repository, expressed as 
DPL rules. Through this prism, the Policy Engine examines 
the request and decides about the disclosure of the personal 
data and the potential execution of associated actions, such 
as the obfuscation of the data, the information of the user, 
the request for the user's consent, the notification of the Pri-
vacy Authority. 

The key idea for the operation of the D-Core Box is to 
minimize the amount of personal data that are delivered to 
the application, without degrading the service. Moreover, the 
data should be disclosed pseudonymized or anonymized. In 
that  respect,  data  that  identify the user  should not  be dis-
closed,  unless absolutely essential  for  the provision of the 
service. Therefore, in order to further minimize the amount 
of disclosed data, the D-Core Box incorporates modules that 
execute  internally  either  simple  data  processing  tasks  or 
whole services' parts. These are, respectively, the Embedded 
Operators and Embedded Services components. Typical Em-
bedded Operators functionalities are the filtering of the data 
precision prior to their disclosure (e.g., the translation of ex-
act location to more abstract terms, or the transformation of 
the ExactAge data type to the IsAdult one.). Embedded 
Services undertake the execution of standard service compo-
nents internally, mainly involving data that identify the user 
(e.g.,  e-mail  sending  or  service  charging mediation).  This 
way, typical processing procedures that concern critical per-
sonal data, such as someone's identity or credit card number, 
are executed inside the D-Core Box and the need for the re 
spective personal data disclosure is eliminated. The Embed-

ded Operators and Services are invoked by the Session Man-
ager, a “stateful” component of the D-Core Box which or-
chestrates  the  functionality  of  the  other  components  and 
manages every privacy session. 

The D-Core extends at the user side with the User Privacy 
Manager (UPM). The UPM is a privacy agent for the user. It 
manages user identities for different services, it provides a 
console to edit privacy preferences and UIs to insert/edit per-
sonal data inside each identity and it creates Privacy Locks 
when personal data need to be delivered to the D-Core. The 
UPM is the peer entity of the D-Core Box for functions like 
informing the user when a service requests access to a spe-
cific personal data type, requesting user permission for this 
access and when creating and sending Privacy Locks con-
taining personal data along with associated metadata. 

The third entity in the D-Core domain is the Infrastructure 
Network.  This  is  comprised  of  Infrastructure  Components 
that constitute the Privacy Authority’s entry point to the do-
main. It provides to the Privacy Authority the means for the 
management of the Ontology of Privacy, the monitoring, and 
management of the system and the conduction of Lawful In-
terception. When the Ontology of Privacy is updated (e.g., 
due to legislation modification), then the updated version is 
transmitted through the Infrastructure Network to all the D-
Core Boxes in order to consider the new requirements in the 
subsequent personal  data requests.  Regarding system man-
agement and monitoring, each Infrastructure Component un-
dertakes the administrative responsibility regarding a number 
of D-Core Boxes and fulfills typical functions like collecting 
log data, checking status, generating error alarms, etc. 

The  communication  of  the  D-Core  Box  with  the  other 
components of the D-Core domain as well as the applications 
is  performed  through  a  messaging  framework,  based  on 
SOAP. The patterns defined for these interactions are pre-
sented in detail in [17], along with the detailed specification 
of the D-Core, its components and the respective interfaces 
between them and with the providers’ applications. 

VI. CONCLUSION

 In this paper, a framework defining a protection domain 
for personal data was presented. Conceived on the basis of 
the legislation provisions, it provides the means for their en-

Fig 5: The D-Core Box
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forcement  and,  therefore,  the applications’  commitment to 
adhere to privacy requirements.  It  presents two innovative 
features.

The first is the formal modeling of the data protection leg-
islation in terms of the Ontology of Privacy. Using the On-
tology of Privacy as a powerful tool for expressing the re-
spective notions, a mere dictionary of terms is defined and 
shared by all system components and actors, starting from a 
Privacy Authority that specifies and configures the Ontology 
of Privacy on a constant basis and ending in the data subject 
and the service providers that make use of it. In that respect, 
all personal data are semantically marked and their type af-
fects their consequent treatment by all the involved entities. 
Similarly, the specification of each service type provides the 
means for disclosure and processing purposes’ specification 
and binding. The policies inside the ontology not only deter-
mine the necessity of a personal data type for a service’s pro-
vision, but also constitute a complete set of regulations that 
are translated to access rights, services’ flows and other rules 
for the protection of the personal data. 

The second contribution of the proposed framework is the 
explicit  separation  of  the  personal  data  from  the  service 
providers’ applications. With the mediation of D-Core Box, 
a service provider cannot gain access to personal data other 
than the one specified by the legislation and the user’s pref-
erences.  The  incorporation  of  several  privacy-critical  pro-
cessing functionalities in the D-Core Box eliminates further 
the danger of data misuse.
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