Improving Naïve Bayes Models of Insurance Risk by Unsupervised Classification
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Abstract—In the paper application of Naïve Bayes model for evaluation of the risk connected with life insurance of customers, is considered. Clients are classified into groups of different risk evaluation models. There is proposed to improve the efficiency of classification by using cluster analysis in the preprocessing phase. Experiments showed that, however the percentage of correctly qualified instances is satisfactory in case of Naïve Bayes classification, but the use of cluster analysis and building separate models for different groups of clients improve significantly the accuracy of classification. Finally, there is discussed increasing of efficiency by using cluster validation techniques or tolerance threshold that enables obtaining clusters of very good quality.

I. INTRODUCTION

RISK management is one of the most important area of interests in insurance industry. All the activities of insurance companies are usually connected with risk of policy-holders claiming for big damages and the necessity of paying them a large amount of money. The level of the risk became the crucial factor influencing insurance company profits and may even decide on prosperity or failure in the industry. Evaluation of the risk level plays an important role in defining insurance companies’ strategies. Having data of all the clients together with the historical information of damage claiming, insurers can estimate risk connected with the sale of every insurance policy. Building risk evaluation models may help them to make the decision concerning acceptance or rejection of new insurance applications. There exist different analysis methods that may support that process, as the most important there should be mentioned: predictive modeling, risk modeling, scoring or risk level qualification.

In the paper there is considered using of data mining techniques to classify life insurance applications as good or bad from the point of view of risk undertaken by the company. By examining historical data of insurance company, clients with certain characteristic features, may be qualified into the groups of different risk level. We investigate application of Naïve Bayes classifier for predicting the risk and for assigning every new customer into the proper group. Naïve Bayes algorithm is a very simple tool for machine learning and data mining. Despite of the fact that the conditional assumption, on which it is based, is rarely fulfilled in the real world, it ensures high accuracy of obtained results. The superb performance of its classification effects was explained in [1].

We propose to increase the efficiency of the classification by using clustering techniques in the preprocessing phase. The experiments showed that, however results obtained by building Naïve Bayes models, measured by the percentage of correctly qualified instances, were satisfactory, but application of clustering algorithm in the preprocessing stage improved significantly the accuracy of the classification. What is more using cluster validity measurement techniques enables choosing of optimal clustering schema and the further increase of correctness of classification.

The paper is organized as follows. In the next section some research concerning application of data mining algorithms in insurance industry is presented. In Section 3, data preparation process as well as applied algorithms are introduced. Then in Section 4 experiments and their results are described. Section 5 presents discussion and evaluation of obtained results. Finally some concluding remarks and future work are proposed.

II. RELEVANT RESEARCH

Analysis of large historical data sets has been used in actuarial investigations that concerns making optimal underwriting and price decisions for many years [2]. Development of data mining techniques enabled to increase an effectiveness of data analysis in insurance area. The main research focus on building predictive and risk evaluation models, that allow for identifying customers’ behaviours and supporting insurance decision making. Especially data mining techniques were examined for fraud detection, discovering insurance risk or ameliorating customer services (see [3], [4], [5] for example). Examination of different application areas and their technical challenges are presented in [6]. In [7], author described, how the financial situation of the insurance company, may be improved by using such techniques as: decision trees, generalized linear modeling or logistic regression. In [5], there is considered effectiveness of association rules and neural segmentation for analyzing large data sets collected in health insurance information system. Authors considered detecting patterns in ordering pathology services as well as classifying practitioners, and they concluded that data mining techniques allow to obtain the results that are not achievable by conventional methods. Classification trees were examined in the Worker Compensation insurances area in [8], where CART algorithm [9] was used.

978-83-60810-14-9/08/$25.00 © 2008 IEEE 137
to build a model that classifies each claim as “likely to become more serious” or “not to become more serious”. Comparison of examined algorithm with logistic regression showed that CART model guarantees better classification results. In the same paper, there were also considered classification trees and hybrid modeling for building predictive models of hospital costs in health insurance. Decision trees were also used, in [10], to generate a predictive model, that may help insurance companies in the identification of claims which are the most likely to generate cost savings.

Data mining techniques were also investigated in fraud detection in health insurance area, taking into account such methods as k-Nearest Neighbor [11], multi-layer perceptron network [12] as well as heuristics and machine learning [13]. Broad review of application of neural networks, fuzzy logic and genetic algorithms in insurance industry can be found in [14]. An overview of fuzzy logic applications in insurance is presented in [15], where two approaches were studied: fuzzy logic applied separately and its combination with neural networks and genetic algorithms. The author reported application of fuzzy logic techniques in such insurance areas as classification, underwriting, projected liabilities, pricing, asset allocation, and investments. As the main fuzzy logic tool used in risk and claim classification, there was presented c-means clustering [15], which in turn was recognized, by Derrig and Ostaszewski, who classified insurance claim depending on level of fraud, as valuable addition to other methods but not the best technique (see [16] for example) to use separately.

Performance of Naive Bayes models was mainly investigated in fraud detection area (see [17], [18]). Many empirical comparisons between Naive Bayes technique and modern decision trees: C4.5 and C4.4 as well as Support Vector Machine, showed that Naive Bayes predicts equally well [19]. In comparative study presented in [17], authors concluded that smoothed Naive Bayes gave better results than C4.5 decision trees in automobile fraud insurance claims. Experimental study in individual disability income insurance fraud detection [20] showed that Naive Bayes predictive models outperformed decision tree and Multiple Criteria Linear Programming models in terms of classification accuracy.

The accuracy of Naive Bayes classifier was improved by combining it with other methods in several papers (see [21], [22], [23], [24] for example). Naive Bayes classifier was enhanced by application of features selection methods, discretization or using boosting procedures. In [21], authors introduced Selective Bayesian Classifier (SBC), which uses only attributes not removed by C4.5 decision trees. They run C4.5 algorithm on the 10% samples of the all data shuffled together. That action was repeated five times, then the set of attributes was built as an union of those appearing only in the first three levels of the simplified decision trees. Created that way set of selected attributes was taken into account by Naive Bayes classifier. Experiments conducted on the ten data sets showed that SBC learns faster than Naive Bayes classifier on all the data sets, and the obtained results were improved up to 7.9%.

In [23], there were used together: discretization, feature selection and boosting procedures, as techniques for Naive Bayes improvements. Discretization of attributes with continuous values, was done by applying entropy-based method [25]. Features were selected by using filter that computes empirical mutual information between features and discard low-valued features, measured by gain ratio. The gain ratio value of selected attributes were to exceed a fixed threshold. In the proposed algorithm there was included boosting technique AdaBoost introduced in [26]. During each iteration of the algorithm, there is applied entropy discretization technique and redundant attributes are removed by using the gain ratio feature selection method. Such defined algorithm is not as easily interpretable as simple Bayes model, but much more comprehensible than neural networks for example. Experiments conducted on 26 data sets showed that the proposed method was more accurate than Bayes algorithm in 12 cases, with the average error rate of about 20% less than that of simple Bayes algorithm. Another improvement of Naive Bayes model, called hidden Naive Bayes was proposed in [24]. The main idea of the proposed model consists in creating attribute hidden parents, that represent influence of all the other attributes. Experiments done on 36 data sets showed that considered algorithm outperforms Naive Bayes, SBC as well as C4.5 decision trees.

III. Methodology

In considered model risk evaluation is based on classification rules, that may be built by exploring historical data collected in daily activity of insurance companies. Having characteristic features of all customers together with history of their policies and their claims, insurers can determine groups of different risk level. In our research, three groups of clients are distinguished. The first one, containing customers of low insurance risk (the best clients), the second one of medium risk and the third group, that may be characterized by high risk (clients that should be avoided). The main idea consists in classifying each of new customers to one of the groups to predict the insurance risk. On the basis of information about the potential client, insurers can almost automatically estimate risk and refuse or accept potential customer application.

In our investigations two different approaches are considered: in the first one classification is based on all the data contained in the database; in the second one customers’ data are divided into clusters of certain similarities and different classification rules are built for each segment separately. In that approach the new client is firstly assigned to one of the groups by unsupervised classification and then, the decision rule appropriate to considered cluster is applied.

A. Data preparation

In the present study, we will limit our research into life insurance risk evaluation. However, insurance companies are very interested in finding effective risk evaluation models, but they are very sensitive and reluctant in sharing their data publicly, they do not allow for using their data even
for research goal. Problems connected with that fact, and its consequences were described with details in [10], where the author recognized lack of the access to real data as the main reason of limitations in understanding data mining and predictive modeling in insurance area.

We base our research on artificially generated data sets, with different attributes that may play a crucial role in profitability of life insurance. Considered client features, are strictly connected with medical exams that customers are obliged to fulfill. All the attributes, used in the research represent information required in medical exam of Swiss Life Insurance and Pension Company [27]. Some exemplary tests, containing similar questions, may be also found at [28]. All the attributes are presented in Table I. Most of them are of qualitative type, except of the following: “weight”, “age” and “blood pressure”.

For the purpose of Naïve Bayes classification all numerical data should be discretized into ranges partitioned into intervals. In case of the attribute “weight” three ranges defined as underweight, proper weight and overweight, may be distinguished; in case of attribute “age” values may be binned into five ranges and for “blood pressure” we may have three: low, normal and high. Categorical data, in turn, should be binned into meta-classes (for example: region instead of city). This operation is necessary because Naïve Bayes model relies on calculating probability and cardinality of values should be reduced. Since all attributes are used in the classification process, all of them should be binned.

B. Naïve Bayes classifier

Naïve Bayes models are the simplest forms of Bayesian network for general probability estimation, detailed description of their functionality was presented in [29]. Naïve Bayes classifier, assumes conditional independence of input data. This is the strong assumption, that seems to be unrealistic in the insurance domain, but a history of empirical studies shows that even in such cases the method presented good performance [18].

By application of Naïve Bayesian algorithm, we obtain probability distribution of belonging into classes. In uncertain cases objects may not be assigned into any group (reject option) or similarly to fuzzy logic techniques may be allocated into more than one class. Other advantages of classifier probabilistic output, such as changing utility functions, compensating for class imbalance or combining models, were described in [30]. Naïve Bayesian algorithm also naturally deals with missing values, what is difficult to achieve by decision trees or neural networks methods. What is more, obtained models are very easy to understand, without further investigations, that feature is not valid for all methods, to mention neural networks as an example. Comparisons of the performance of Naïve Bayes classifier and other classification techniques, like decision trees, neural networks, kNN, Support Vector Machine or rule-learners, were presented in [31]. As main features, which allow Naïve Bayes technique to outperform other algorithms, there were mentioned: speed of learning and classification, tolerance to missing values, explanation ability as well as model parameter handling. To increase of the classification accuracy, the author suggested application of ensemble methods [31].

Naïve Bayes model is based on maximum likelihood, that uses very well known Bayes’ formula:

\[
P(H_j/A) = \frac{P(A/H_j)P(H_j)}{\sum_{i=1}^{n} P(A/H_i)P(H_i)}, \quad (1)
\]

where \( j \in 1...n \), \( P(A/H_j) \) means conditional probability and is defined as:

\[
P(A/H_j) = \frac{P(A \cap H_j)}{P(H_j)} \quad (2)
\]

\( H_j \) is an event, that means belonging to the group of risk. \( A \) is a vector of customer attributes. \( P(H_j/A) \) is the probability that person described by \( A \) belongs to \( H_j \); \( P(H_j) \) means probability of belonging to group \( H_j \). \( P(A/H_j) \) is the probability that customer from \( H_j \) is described by \( A \).

Algorithm compares features’ vector of a new customer with all records in the database and computes the probability of memberships of all of the groups, then the considered client is assigned into the group of risk, for which probability of belonging is the highest. Efficiency of the algorithm may be evaluated by checking assignments for test set of customers’ data, by comparing of obtained results with real belongings to the group of certain risk level. Assessment of classification accuracy is done by calculating the percentage of correctly classified records. Additional advantage of the technique is that it does not have to use all attributes and can work just with few selected ones. The choice of the attributes that guarantee the most accurate results may be done by the use of training data sets in the preprocessing phase.

C. Clustering

Cluster analysis techniques become very popular in customer segmentation area. One of the main advantage of the clustering technique is that it does not assume any specific distribution on the data. The main disadvantage of the method is the high dependence of experts’ opinions in many cases. There exist many clustering techniques that may be used in
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**TABLE I**
ATTRIBUTES OF LIFE INSURANCE DATABASE

<table>
<thead>
<tr>
<th>No</th>
<th>Attribute name</th>
<th>Attribute type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sex</td>
<td>qualitative</td>
</tr>
<tr>
<td>2</td>
<td>Profession</td>
<td>qualitative</td>
</tr>
<tr>
<td>3</td>
<td>Region</td>
<td>qualitative</td>
</tr>
<tr>
<td>4</td>
<td>Hobby</td>
<td>qualitative</td>
</tr>
<tr>
<td>5</td>
<td>Drinking alcohol</td>
<td>qualitative</td>
</tr>
<tr>
<td>6</td>
<td>Smoking</td>
<td>qualitative</td>
</tr>
<tr>
<td>7</td>
<td>Disease</td>
<td>qualitative</td>
</tr>
<tr>
<td>8</td>
<td>Weight</td>
<td>quantitative</td>
</tr>
<tr>
<td>9</td>
<td>Age</td>
<td>quantitative</td>
</tr>
<tr>
<td>10</td>
<td>Blood pressure</td>
<td>quantitative</td>
</tr>
<tr>
<td>11</td>
<td>Marital status</td>
<td>qualitative</td>
</tr>
</tbody>
</table>
customer grouping, the broad review of the most popular of them is presented in [32]. In the current research, k-means algorithm has been chosen, because of its simplicity and efficiency. This algorithm performed very well in experiments concerning credit risk scoring [33]. However the method depends significantly on the initial assignments, what may entail in not finding the most optimal cluster allocation at the end of the process, but k-means is very efficient for large multidimensional data sets [32].

Segmentation is done according to attributes that may play the most crucial role in life insurance: “Drinking alcohol”, “Smoking”, “Profession”, for different number of required clusters. The distance between two objects is measured by Manhattan function. As optimal clustering schema may differ depending on data sets, validity measurement techniques are used to evaluate obtained clusters and to make the best choice for their numbers.

Different cluster validity indices were introduced to examine quality of grouping results. All of them and their application for different clustering algorithms are broadly investigated in [34]. To find out the best clustering schema, it has been chosen Davies-Bouldin (DB) index because of its simplicity. It is based on dispersion and cluster distance measures, which means taking into account: internal variance and external similarity. Low DB value means that clusters are compact and well separated. DB is defined as follows [34]:

\[
DB = \frac{1}{k} \sum_{i=1}^{k} R_i, \tag{3}
\]

where \( k \) is the number of clusters, \( R_i \) is the ratio of dispersion measures and distance of clusters \( C_i \) and \( C_j \):

\[
R_i = \max \{ R_{ij}, i \neq j \}, \quad R_{ij} = (S_i + S_j)/D_{ij}. \tag{4}
\]

\( D_{ij} \) is measured by the distance between centroids \( \nu_i \) and \( \nu_j \) of \( C_i \) and \( C_j \) respectively, and dispersion measure of cluster \( C_i \) is defined by:

\[
S_i = \left[ \frac{1}{|C_i|} \sum_{x \in C_i} d^p(x, \nu_i) \right]^{1/p}, \quad p > 0,
\]

where \( d(x, y) \) is the distance between \( x \) and \( y \).

IV. EXPERIMENTS

Experiments were done on artificially generated data sets, with attributes presented in Table I. Two databases were filled with values randomly. The first one contains five hundred records with eight attributes: “sex”, “profession”, “region”, “hobby”, “drinking alcohol”, “smoking”, “disease” and “weight”. The second one, of eight hundred records is characterized by eleven attributes, all of them are presented in Table I. The main aim of the experiments was to examine how the use of clustering techniques in the preprocessing stage may influence classification accuracy. There were compared results of classification done by using all the records of considered data sets, with effects obtained on segments of similar customers. It was also examined how the quality of results changes depending on choice of attributes taken into account during classification in different clusters.

Considered databases contain records that characterize people who bought life insurance policies. All the customers, according to their characteristic features were assigned into one of three groups: of high risk—the ones who cause the biggest financial losses for the company; of low risk—the ones who are expected to be rather profitable than harmful; of medium risk—the ones that do not belong neither to first nor to the second group. Finally there are three groups of customers with different level of risk. During experiments, all records from databases were divided into training and test sets. Records of the first ones took part in classification process, while records of the second ones were to check the classification accuracy, by comparing obtained results with real assignments into the groups of risk.

Experiments were divided into three stages. In the first one classification was made on the entire datasets, during the second stage groups of similar customers were found by clustering, and classification was done on each cluster separately. Finally the role of the attributes in obtaining high accuracy is examined.

A. Classification on entire data sets

Results of the classification process, made on entire data sets, were examined taking into account different combinations of attributes. At the beginning, all the attributes were used. The results were rather poor, only 57% of customers were classified correctly in case of the first database (8 attributes) and 59% for the second database (11 attributes). Much better effects were achieved taking into consideration different combinations of parameters. For the first database, the best results of 71% of objects classified correctly were obtained for combination of 5 from among 8 attributes: “weight”, “smoking”, “profession”, “region”, “disease”. For the second database, also combination of 5 from among 11 attributes: “drinking alcohol”, “smoking”, “disease”, “blood pressure”, “age”: gave the best results of 76% correctly assigned clients.

The main reason for such an improvement in case of usage of selected attributes is the fact that Naïve Bayes algorithm, contrarily to decision trees, cannot recognize which of features have more influence in the classification process. One attribute cannot affect membership of the object in any of the groups. During experiments, it was noticed that including some of the attributes into the classification process can even decrease its efficiency. If number of attributes is not so big, like in considered cases, there may be tried different combinations of attributes to choose the best ones. Another possibility is to ask experts.

B. Classification on clusters

In this part of the experiments, all customers were grouped by unsupervised classification, before applying Naïve Bayes models. To maintain the proper balance between the weight of each customer features, different attributes were taken into account in every stage of the classification. During the
investigations, there were examined the influence of different combinations of attributes as well as the required number of clusters on the accuracy of obtained results. For both data sets, clustering was done according to three customer features, while the other attributes were used to classify clients into appropriate groups of risk level. There were considered two different approaches: using the same attributes for all the clusters or distinguishing the choice of attributes depending on clusters.

Some exemplary results for the first database (8 attributes, 500 instances), where clustering was done according to the attributes: “drinking alcohol”, “smoking”, “profession”, for different numbers of clusters, are presented in Table II and Table III. In both of the cases the set of 5 other attributes is used for Naive Bayes classification.

Results for decision rules built on different attributes in each cluster are presented in Table VIII and Table IX. Also in that case, classification effects obtained by using different attributes in each cluster are better. In case of the segmentation into models for each cluster. For example, if the required number of clusters is equal to 3, total accuracy is increased of 17 percentage points. In the case of two clusters the increase was of 10 percentage points. It can be easily noticed that using of two and three clusters gives very similar effects. For three segments, 2 attributes were used for building classification models in each cluster, while for two segments, in both of them, three of five attributes were used. Results presented in the tables were the best from among those obtained in different experiments. In real databases, with greater number of attributes, the opinion of an expert concerning the feature selection may be very useful.

Exemplary results for the second database (11 attributes, 800 instances) are presented in Table VI and Table VII. Similarly to the first database, customers are segmented according to 3 of the following features: “drinking alcohol”, “smoking”, “profession”, with the required number of clusters equal to 2 or 3 and classification models built on the basis of 8 other attributes.

Comparison of values presented in Table II, Table III, Table IV and Table V shows that the quality of obtained results is better when different attributes are used to build
two or three clusters, the situation is the same: classification models built for each cluster separately are less complex than the ones obtained for all the data. In all the cases only 3 attributes were used to build models for each cluster. Values of correctly classified instances presented in Table VIII and Table IX, are significantly higher than the ones presented in Table VI and Table VII, where classifications were done on the basis of all 8 attributes.

C. The choice of attributes

The aim of these investigations, was to check if for all the sets of attributes, segmenting of customers guarantees the improvement of classification results. After several experiments there were indicated attributes: “smoking”, “region”, “disease”, for which results are worse. Table X and Table XI present the effects of classification for the first data set (8 attributes, 500 instances), for clusters built according to those attributes.

It can be easily seen that the results of classification presented in Table X and Table XI are definitely worse than the ones obtained for the entire data set. The accuracy effectively increased after building classification models on different attributes, but it is still worse than the one obtained without using clusters.

V. Evaluation

It was shown in the previous section that classification accuracy depends on the choice of attributes as well as the number of clusters. It may be expected that the results of classification should be more accurate for clusters of better quality. Well constructed clusters should have high internal and low external similarity. Calculating of \( DB \) index defined by (3) allows for choosing the best schema (optimal number of clusters) that will guarantee good quality of obtained clusters. It let us avoid experimental choice of required number of clusters. In considered cases, for the first database Davies Bouldin index is respectively equal to 0.0539 for two clusters and 0.0545 in case of three clusters. Comparisons of Table II and Table III as well as Table IV and Table V show that the effects in both cases are very similar, what is reflected in proximity of \( DB \) values. In the case of second database, \( DB \) value for two clusters is equal to 0.0547, while for three clusters to 0.0534, which should guarantee the better quality of clusters. Indeed, comparing Table VII and Table VIII as well as Table IX and Table X, it can be easily noticed that the choice of three clusters gives better effects in both cases.

The next issue that should be taken into account is a presence of exceptions in data sets. During the segmentation process, such objects, that do not fit into any of the groups, usually are allocated into one of them. Existence of such elements may decrease quality of clusters and efficiency of the classification process. That situation may be avoided by removing the most distant objects from the clusters. The establishing of tolerance thresholds for each cluster may allow to isolate outliers and not to take them into account during classification process. In the current research as the threshold value for each cluster, the maximum distance between two objects in the generation, divided by the number of clusters, is used.

Table XII presents classification results in case of three clusters, for the first database, after application of tolerance threshold. Comparing Table XII and Table IV we can see that accuracy in Cluster 1 did not change, while in Cluster 3, it efficiently increased from 87.5% to 90%. In Cluster 2, however, we can observe a decrease from 78.26 to 69.56%. Similar situation may be noticed in the case of the second database and segmentation into two clusters. The results are presented in Table XIII.

Comparison of Table IX and Table XIII shows that efficiency of classification increased in the first cluster but considerably decreased in the second one. It means that different value of tolerance threshold established for different clusters may give better results. If in the case presented in Table XIII we will use tolerance threshold only in the first cluster, we will obtain results with a general increase in accuracy, what can be seen in Table XIV.
VI. CONCLUSION

In the paper, there is considered application of classification techniques for insurance risk evaluation. The idea is based on dividing clients into three groups of a different risk level. There has been chosen Naive Bayes model as a classifier. Cluster analysis technique is proposed to improve classification accuracy. Experiments conducted on two data sets, characterised by different attributes of different number of records showed that building classification models for each cluster separately, ameliorates the accuracy of obtained results. For the first database number of correctly classified instances increased from 71% in the case of building the same classification model for all the data to 80%, in the case of differentiating classification models according to clusters, while for the second dataset the growth was from 76% to 82%.

The investigations showed that different results may be received for different number of clusters. To avoid determining a number of clusters experimentally, validation technique, which will indicate optimal schema of clusters of the best quality, may be applied. Classification accuracy can be increased by application of restrictions concerning objects in each cluster. However, experiments showed that establishing of a tolerant threshold, may also bring opposite effects. There should be worked out the strategy, that will allow to differentiate threshold values depending on clusters’ properties. The experiments proved that classification process may give much better results by combining Naive Bayes models with cluster analysis. Taking into account the data that insurance companies possess they may easily segment their customers and build risk models for each of the group separately. The experiments were conducted on artificially generated data sets, in the next step obtained results should be verified on the real data of insurance company.

Future research should also consist of development of the proposed model, by using for example SBC instead of Naive Bayes classification, as the most crucial problem and the big challenge for researchers, at the same time, is the choice of the optimal combination of features for building classification models.
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TABLE XIV

<table>
<thead>
<tr>
<th>Data set</th>
<th>Correctly classified</th>
<th>Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster 1</td>
<td>83.33%</td>
<td>weight, disease, age</td>
</tr>
<tr>
<td>Cluster 2</td>
<td>77.5%</td>
<td>hobby, disease, age</td>
</tr>
<tr>
<td>All data</td>
<td>81%</td>
<td>-</td>
</tr>
</tbody>
</table>


