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Abstract — A novel approach for edge detection in noise-free 
and  noisy  images  is  presented  in  this  paper.  The  proposed 
method is based on the number of similar pixels that each pixel 
in the image may have amongst its neighboring in the filtering 
window and within a pre-defined intensity  range.  Simulation 
results show that the new detector performs well in noise-free 
images  but superior in corrupted images  by  salt  and pepper 
impulse noise. Moreover, it is time efficient . 

I. INTRODUCTION

HERE are  many techniques  in  the  literature  used  for 
edge  detection  some  of  them  are  based  on  error 

minimization [1], maximizing an object function [2], fuzzy 
logic  [3],  genetic  algorithms  [4],  neural  network[5],  and 
Bayesian approach[6]. But the most popular approaches are 
the gradient- based filters such as Sobel filter [7], and Canny 
method [8]. However, they show unsatisfactory performance 
in  noisy images.  In  this  paper,  we present  a  new method 
based  on the similarity criteria  by which any pixel  in the 
image has a specific number of similar pixels in the filtering 
window and within a predefined intensity range is labeled as 
an edge point. In this approach, we say that pixel y is similar 
to pixel x if the absolute intensity difference between x and y 
is ≤  D. Where  D is a pre-defined intensity value represents 
the maximum intensity difference between any two similar 
pixels. It  is clear  that, the edge pixel has a large intensity 
differences with its neighboring pixels [9]. Therefore, for a 
pre-defined value of D we find that the similar pixels number 
of an edge pixel is small compared to that of a pixel located 
in a smoothing area. Thus, we can say that the location of 
each pixel in the image is specified by two factors. 1- The 
intensity difference of the pixel with its neighbors.  2- The 
number  N of similar pixel that any pixel in the image may 
have within the intensity range  of  [0,  D].  As a  result,  we 
divide  the  pixel  location  into  two  sectors  the  first  one 
includes  the  edge  pixels  and  the  second  one  contains  the 
smoothing  areas  pixels.  The  general  characteristics  of  the 
pixels in the first division are 1- They are very small number 
compared to the total number of the pixels in the image. 2-
The  intensity  difference  between  the  edge  pixel  and  its 
surrounding ones is high 3-The similar number of the edge 
pixel  is  small.  The  pixels in the second division have the 
following features 1-They are majority, since they represent 
most  of  the  image  pixels.  2-The  intensity  differences 
between them are very small due to the homogeneity among 
them. 3-The numbers of their similar pixels are high. Let us 
look at the following example for pixels in 7x7 window from 
Lena image in Fig.1-a, we find that there are  N=14 similar 
pixels  make  with  the  middle  edge  pixel  x=218  intensity 

T

differences ≤ 20.  N is a small number because  x is located 
between two regions of high intensity variations, but in fig.1-
(b), there are N=48 similar pixels make with x=194 intensity 
differences ≤ 20. N in this case is a large number because x is 
located  among  smoothing  area  pixels.  That  also  is  very 
obvious in Fig.2. It shows that 67.3% of all the Lena image 
pixels have similar pixels number between (45-48] and the 
other  32.7%  remaining pixels  have  similar  pixels  number 
less than or equal to 45 pixels in a 7x7 window.

240  227  207  182  169  159  159 
247  237  217  192  175  158  156
249  239  229  205  185  164  158
251  243  232  218  198  175  165 
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(a)                                                (b) 

Fig 1. 7x7 windows in different regions in Lena image.(a) shows pixels 
in  abrupt areas (b) pixels in smoothing areas. 
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Fig.2 The distribution of similar pixels numbers within a 7×7 window 
size and within an intensity difference ≤ 20 for different images.

Fig.3- a, b, c, and d show the locations of the pixels that 
have similar pixels number  N  ≤ 40 within  D=20,  N ≤  25 
within D=20,  N ≤ 10 within D=10   and N ≤ 5 within D=5, 
respectively for Lena image. It  is obvious that all of those 
pixels are minority pixels and located on the edges of the 
image.  Therefore,  we can  define  a  new parameter  called 

similarity parameter 
N

D
S =  to measure the similarity of a 
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pixel with its surrounding ones in the filtering window within 
an intensity range [0, D] and would give an acceptable edge 
detection results.  It  is  clear  from the  last  example that  at 

1≈S satisfactory performance is obtained. This value can 
be used as a threshold.
 

                      
                          (a)                                                            (b)

                    (c)                                                          (d)  

Fig.3 The locations of the minority pixels in Lena image based on their 
similar pixels number N within an intensity range [0, D ] (a) N ≤ 40, D 
=20 (b) N ≤ 25, D =20, (c) N ≤ 10, D =10, (d) N ≤ 5, D =5. 

II. ALGORITHM DESCRIPTION

Define the filtering window W (pij) of kk × size centered 
at the pixel pi,j and the location (i, j) in the image P. In this 
algorithm each pixel  pij is transformed to a binary value  Lij 

based on a pre-defined value of thS  in each phase r as :
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≥

≤
 means one of the two signs {≥ or≤} . As S decreases 

the  similarity level  increases  and  hence  more  edge  pixels 
detected. Sth is the threshold of the similarity level that helps 
judging if the current pixel  x is an edge pixel or not. The 
proposed  approach  consists  of  two  phases  as  illustrated 
below:

A. Edge Identification Phase

In  this  phase  we  try  to  differentiate  between  the  edge 
pixels and the other  pixels in the image as the following. 
Take  the absolute intensity difference  between the current 
central  pixel  pi,j and each  of  its  surrounding pixels in the 
window as:

d  pi−s , j−t , pi , j =∣pi−s , j−t− pi , j∣ (4)

where {s , t=0±1, .. . ,±
k−1

2
,  s , t ≠0,0 }

Then, count the number C(pij) of the pixels in the filtering 
window that make intensity differences D≤  with pi,j  

C(p ij )= number {d  p i−s , j−t , pi , j ≤D }   (5) 

any pixel pi-s,j-t satisfies (5) is called a similar pixel to pij. The 
pixel pij   is considered as an edge point and replaced by a 
zero in the corresponding location in another binary image U 

if C (pij)≤
thS1 , otherwise it is replaced by 255 as:

 U ui , j ={ 0, C  pi , j ≤S1
th

255 else
 (6) 

Note that, the threshold 11 ≅thS   delivers satisfactory 

results for many images. 

B. Complementary phase:

If the detected image is noise –free image, then we have to 
stop by phase 1. But if the detected image is a noisy image 
then image  U  will contain all the detected edge pixels, the 
noisy  pixels  that  satisfy  the  first  threshold,  and  the 
background white pixels. Note that the noisy pixels in image 
U have a small number of similar pixels compared to that of 
the edge pixels, because the edge pixels are condensed along 
the edge lines; however the line shape, but the noisy pixels 
are  scattered through the background pixels (white pixels) 
which  make  a  large  intensity  differences  with  the  noisy 
pixels. Also, we can increase the similar pixels number for 
the edge pixels by increasing the first threshold. Therefore, 
for extracting the edge points we need to repeat step 1 and 2 

on the image U. Any pixel 0=iju  in U  is considered as an 

edge  point  in  a  binary  image  V if  C(uij) ≥  the  second 

similarity parameter 
thS2 , otherwise it is  replaced by 255 in 

V as the following:

 V  vi , j ={ 0, C u ij ≥S 2
th

255 else
 (7) 

thS2  should be decreased  as  the noise rate  increases  and 

vice versa. In all the simulation experiments we maintain the 
value of D constant and change only the value of N . 

III. SIMULATION RESULTS

To show the performance of the proposed approach we 
apply it on different 8-bit grey-level images and compare the 
results with other  well known methods in the literature as 
Sobel and Canny detectors.  The results are compared sub-
jectively in terms of the edge quality, and computationally in 
terms  of  the  relative processing  time in  seconds  for  the 
different  methods  (measured  by  MATLAB  COMAND 
“etime”). CPU of 1.73GHZ and RAM of 1MB are used in all 
the simulation experiments.7×7 window size is used with the 

proposed detector. Similarity parameter 8.01 ≅thS  is used 
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with the noise-free image and in the 1st phase of the noisy 
images.  The threshold  Th=120 is used with Sobel method 
and  the  ones  that  are  used  with  Canny  approach  are 
Thmax=120, Thmin=70.
 

       (a)                                     (b)                                      (c)

       (d)                                (e)

Fig.4 Edge detection results for different filters on a synthetic image: 
(a) Sobel (t=  2.5 sec ),  Th =120 (b) Canny (t= 5.1 sec ),  Thmax=120, 
Thmin=70(c) EMO (t= 25.1 sec), (d) New (t= 3.9 sec), (D1=20, N1=25), 
(e) original image.

Fig.  4  is  applied  on  a  noise-free  synthetic  image  of 
323×393 size. In  this experiment we compare our method 
with EMO approach  [2]  that  is  proposed  for  uncorrupted 
images, besides Sobel and Canny methods. It is clear that the 

proposed method shows a continuous thin edge line while 
the other methods suffer either from discontinuity in the edge 
line or show a thicker edge. Besides, the processing time of 
the  proposed  detector  is  comparable  to  Canny and  Sobel 
filters while it is faster 6.4 times than the EMO filter, see the 
caption of fig. 4. The slow convergence that shown by the 
EMO method is due to the enormous using of the subtraction 
operations, i.e., it needs 4x18 subtraction operations in each 
window in the four directions.

Fig. 5 and Fig. 6 show the results of different methods for 
edge  detection in corrupted  pepper  and Lena  images with 
20%  and  25%  salt  and  pepper  impulse  noise  rates, 
respectively. Pepper and Lena images are both of 512× 512 
sizes. For appropriate comparison the corrupted images are 
firstly  restored  by using 3  ×3  median  filter  since  it  high 
efficiency in impulse noise removal, and then we apply the 
Sobel and Canny approaches on the restored  images.  It  is 
noticeable  that  the  proposed  method  delivers  better 
performance  than  Canny,  and  Sobel  methods  since  it 
effectively  removes  the  impulse  noise  and  maintains  the 
main  image  features,  while  the  other  methods  are  still 
contain residual noise and miss some of the image details. 
The edge lines that  are  obtained by the new method look 
somewhat thick; the reason is that some of the neighboring 
noisy  pixels  are  able  to  satisfy  the  threshold  criterion. 
However, they illustrate the main feature of the image to be 
used for any higher level image processing task. Moreover, 
the  proposed  detector  is  faster  than the  Sobel  and  Canny 
approaches, respectively. Note that the computational times 

   

(a) (b) (c)

  

(d) (e) (f)

Fig. 5  Edge detection for 20% impulse noise corrupted pepper image: (a) corrupted image, (b) restored version by median filter,(c) Canny after 
restored image, time= 21.3 sec, Th max =120, Th min =70 (d) Sobel after restored image, time= 15.1 sec , Th=120  (e)  proposed filter after corrupted 

image -1 st phase ( 
thN1  =25, D 1 =20) time=7 sec (f) proposed filter-2 nd phase ( 

thN 2  = 20, D 2 =20,), time= 12.3 sec 
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that are obtained after one or more iterations are the same for 
all the methods. In the 2nd phase the edge quality increases as 
the similarity parameter decreases and vice versa. The reason 
is  that,  as  the  noise  rate  increases  the  number  of  similar 
pixels for the residual noise in the 1st phase images increases. 

Therefore,  we have to decreases  S
2
th  by increasing  N2 as 

shown in fig.  5  and 6.  Since  the  edge  pixels  have larger 
number  of  similar  pixels  than  any other  noisy pixels,  we 
expect that most of the original edge pixels will satisfy the 
second similarity parameter threshold.

IV. CONCLUSION 

A high performance edge detection approach based on the 
similarity criteria  is  proposed  in this paper.  In  which,  the 
pixels  that  have  minimum  numbers  of  similar  pixels  is 
consider as edge pixels in free-noise images, and  the pixels 
that have maximum numbers of similar pixels are considered 
as  edge  pixels  in  the  noisy  images.  Simulations  results 
indicate  that  the  proposed  approach  achieves  superior 
performance than other well known methods, particularly in 
images  corrupted  by  impulse  noise.  Moreover,  it  is  time 
efficient method and has a low computational complexity.
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Fig.6  Edge detection for 25% impulse noise corrupted Lena image: (a) corrupted image, (b) restored version by median filter,(c) Canny after restored 
image, time= 21.3 sec, Th max =120, Th min =70 (d) Sobel after restored image , time= 15.1 sec, Th= 120 (e)  proposed filter -1 st phase  after corrupted 

image( 
thN1  =25, D 1 =20) time=7  sec (f) proposed filter-2 nd phase ( 

thN 2  = 25, D 2 =20,), time= 12.3 sec, 


