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Abstract—The aim of this paper is to show that a kind of boundary value problem for second-order ordinary differential equations which reduces to the problem of solving tridiagonal systems of linear equations can be efficiently solved on modern multicore computer architectures. A new method for solving such tridiagonal systems of linear equations, based on recently developed algorithms for solving linear recurrence systems with constant coefficients, can be easily vectorized and parallelized. Further improvements can be achieved when novel data formats for dense matrices are used.

I. INTRODUCTION

Let consider the following boundary value problem which arises in many practical applications [10]:

\[-\frac{d^2 u}{dx^2} = f(x) \quad \forall x \in [0, 1] \tag{1}\]

where

\[u'(0) = 0, \quad u(1) = 0. \tag{2}\]

Numerical solution to the problem (1)–(2) reduces to the problem of solving tridiagonal systems of linear equations. Simple algorithms based on Gaussian elimination achieve poor performance, since they do not fully utilize the underlying hardware, i.e. memory hierarchies, vector extensions and multiple processors, what is essential in case of modern multicore computer architectures [1]. More sophisticated algorithms like cyclic reduction, recursive doubling [3] and Wang’s method [15] lead to a substantial increase in the number of floating-point operations and do not utilize cache memory, what is crucial for achieving reasonable performance of parallel computers with a limited number of processors or modern multicore systems [4], [8], [14]. Following this observation, we have introduced a new fully vectorized version of the Wang’s method devoted for solving linear recurrences with constant coefficients [12], [13] using two-dimensional arrays. In this paper we show how to apply this algorithm for solving tridiagonal systems of linear equations which arise after discretization of (1)–(2) and how to improve its performance using novel data formats for dense matrices [6].

II. SIMPLE SOLUTION

We want to find an approximation of the solution to the problem (1)–(2) in the following grid points

\[0 = x_1 < x_2 < \ldots < x_{n+1} = 1,\]

where \(x_i = (i-1)h, \quad h = 1/n, \quad i = 1, \ldots, n+1.\) Let \(f_i = f(x_i)\) and \(u_i = u(x_i).\) Using the following approximation

\[u''(x_i) \approx \frac{u_{i+1} - 2u_i + u_{i-1}}{h^2} \tag{3}\]

we get

\[-u_{i-1} + 2u_i - u_{i+1} = h^2 f_i \tag{4}\]

for \(i = 2, \ldots, n.\) When we apply the boundary condition \(u_{n+1} = u(1) = 0,\) we get a special case of (4)

\[-u_{n-1} + 2u_n = h^2 f_n. \tag{5}\]

To find an approximation of \(u''(0)\) using the boundary condition \(u'(0) = 0,\) let us observe [5] that

\[u''(0) \approx \frac{u(0 - h) - 2u_1 + u_2}{h^2} \tag{6}\]

and

\[u'(0) \approx \frac{u_2 - u(0 - h)}{2h}. \tag{7}\]

From (7) and \(u'(0) = 0,\) we get \(u(0 - h) \approx u_2,\) thus using (1) and (6) we have

\[u_1 - u_2 = \frac{1}{2} h^2 f_1. \tag{8}\]

Finally, using (8), (4) and (5) respectively, we get the following system of linear equations [10]:

\[Au = d \tag{9}\]

where

\[
A = \begin{pmatrix}
1 & -1 & 0 & \cdots & 0 \\
-1 & 2 & -1 & \cdots & 0 \\
0 & \ddots & \ddots & \ddots & 0 \\
0 & \cdots & -1 & 2 & -1 \\
0 & \cdots & 0 & -1 & 2
\end{pmatrix} \tag{10}
\]

and

\[u = (u_1, \ldots, u_n)^T, \quad d = (d_1, \ldots, d_n)^T \tag{11}\]

with \(d_1 = \frac{1}{4} h^2 f_1\) and \(d_i = h^2 f_i, \quad i = 2, \ldots, n.\) The solution to the system (9) can be found using Gaussian elimination without pivoting. The matrix \(A\) defined by (10) can be
factorized as $A = LR$, where $L$ and $R$ are bidiagonal Toeplitz matrices

$$L = \begin{pmatrix} 1 & -1 & \cdots & -1 \\ -1 & 1 & \cdots & 1 \\ \vdots & \ddots & \ddots & \vdots \\ -1 & -1 & \cdots & 1 \end{pmatrix}$$ (12)

and

$$R = \begin{pmatrix} 1 & -1 \\ -1 & 1 \\ \vdots & \ddots \\ -1 \end{pmatrix}$$ (13)

Thus we have to solve two systems of linear equations

$$L(y_1, \ldots, y_n)^T = d$$ (14)

and then

$$Ru = (y_1, \ldots, y_n)^T.$$ (15)

The first stage (forward reduction) of the algorithm for solving (9), namely finding the solution to the system (14), can be done using

$$\begin{cases} y_1 = d_1 \\ y_i = d_i + y_{i-1} \quad \text{for } i = 2, \ldots, n. \end{cases}$$ (16)

Then (second stage, back substitution) we find the solution to the system (15) using

$$\begin{cases} u_n = y_n \\ u_i = y_i + u_{i+1} \quad \text{for } i = n-1, n-2, \ldots, 1. \end{cases}$$ (17)

Note that there is no need to allocate an array for the elements $y_i$, $i = 1, \ldots, n$. Assuming that initially the array $u$ contains the elements of the vector $d$, namely $u(i) = d_i$, the algorithm based on (16) and (17) can be expressed as the following simple loops

```plaintext
do i=2,n 
  u(i)=u(i)+u(i-1) 
end do
```

do i=n-1,1,-1 
  u(i)=u(i)+u(i+1) 
end do

Unfortunately, this simple algorithm cannot be vectorized or parallelized, so it can utilize only a small fraction of the theoretical peak performance of modern multicore multiprocessors.

III. “DIVIDE AND CONQUER” APPROACH

It is clear that (16) and (17) are the special cases of the following more general problem of solving linear recurrence systems with constant coefficients

$$y_k = \begin{cases} 0 & \text{for } k \leq 0, \\ d_k + \sum_{j=1}^{m} a_j y_{k-j} & \text{for } 1 \leq k \leq n, \end{cases}$$ (18)

where simply $m = 1$, $a_1 = 1$ and in case of (17), the unknowns are calculated from $n$ down to 1. In [12] we introduced a new algorithm based on Level 2 and 3 BLAS routines [3], which is a generalization of our earlier fully vectorized algorithm [13]. It can be efficiently implemented on various shared-memory parallel computers [11]. In this section we present a very brief description of the algorithm applied for $m = 1$, $a_1 = 1$ and show how to improve its performance using novel data formats for dense matrices.

A. Simple 2D-array algorithm

The main idea of the algorithm is to rewrite (18) as a block-bidiagonal system of linear equations [12], [13]. Without loss of generality, let us assume that there exist two positive integers $r$ and $s$ such that $rs \leq n$ and $s > 1$. The method can be used for finding $y_1, \ldots, y_s$. To find $y_{s+1}, \ldots, y_n$, we use (16) directly. Then for $j = 1, \ldots, r$, we define vectors

$$d_j = (d_{(j-1)s+1}, \ldots, d_{js})$$

and find all $y_j$ using the following formula

$$y_j = L^{-1}_s d_j + y_{(j-1)s+1},$$

where $e = (1, \ldots, 1)^T$ and the matrix $L_s \in \mathbb{R}^{sxr}$ is of the same form as $L$ given by (12). However, it is better to find the matrix

$$Y = (y_1, \ldots, y_r) \in \mathbb{R}^{sxr}$$

instead of individual vectors $y_j$, $j = 1, \ldots, r$. Indeed, for $k = 2, \ldots, s$ we perform

$$Y_{k,1:r} \rightarrow Y_{k,1:r} + Y_{k-1,1:r},$$

and this operation (simplified $AXPY$ [3]) can be vectorized and parallelized. Then we use (19) to find the last entry of each vector $y_j$, $j = 2, \ldots, r$, and finally we use (19) to find $s-1$ first entries of these vectors (note that this operation can also be vectorized and parallelized). This approach has one disadvantage: the number of floating-point operations required by the algorithm is twice as many as for the simple algorithm based on (16) (see [12]). Analogously, we can find the solution to (15) using

$$\begin{cases} u_n = R^{-1}_s y_r \\ u_j = R^{-1}_s y_j + u_{js+1} e \quad \text{for } j = r-1, \ldots, 1, \end{cases}$$ (21)

where

$$u_j = (u_{(j-1)s+1}, \ldots, u_{js}) \in \mathbb{R}^s$$

and $R_s \in \mathbb{R}^{sxr}$ is of the same form as $R$ given by (13). Note that there is no need to allocate an array for the matrix $Y$. We can allocate a two-dimensional array $u$ as the storage for the matrix

$$U = \begin{pmatrix} u_{i1} & \cdots & u_{ir} \\ \vdots & \ddots & \vdots \\ u_{s1} & \cdots & u_{sr} \end{pmatrix} \in \mathbb{R}^{sxr}.$$ (22)

and assign $u(i,j) = d_{(i-1)s+j}$, $i = 1, \ldots, s$, $j = 1, \ldots, r$. The leading dimension of the array (LDA for short) can be $LDA = s$, however the performance of the algorithm can be improved by the use of leading dimension padding [9], what
means that we insert unused array elements between columns (Fortran) or rows (C/C++) of a multidimensional array by increasing the leading dimension of the array (Figure 1). Usually, it is sufficient to set $\text{LDA} = M$, where $M \geq s$ and $M$ is not a multiple of a power of two.

The algorithm for solving (9) can be easily parallelized. Each processor can be responsible for computing a block of columns of the matrix $U$. The first stage (forward reduction) proceeds as follows. During the first (parallel) step, for $k = 2, \ldots, s$, each processor applies the operation (20) restricted to its own columns. Then the last entries of all vectors $y_r$ are calculated sequentially. Finally, each processor uses (19) to find $s - 1$ first entries of its columns. Similarly we can parallelize the second stage of the algorithm (back substitution).

The value of the parameter $r$ should be at least $r = vp$, where $p$ is the number of processors and $v$ is the length of vector registers in a vector processor (if applicable). However, the best performance is achieved if $r = O(\sqrt{n})$ and $s = O(\sqrt{n})$ [12]. It should be noticed that sometimes the performance of the algorithm can be unsatisfactory. When the standard column major storage is used, successive elements of vectors $Z_{k,s}$ and $Z_{k-1,s}$ in (20) do not occupy contiguous memory locations, thus may not belong to the same cache line and cache misses may occur [9].

**B. Using novel data formats**

Suppose that we have a $n \times n$ matrix $A$. The matrix can be partitioned as follows

$$A = \begin{pmatrix}
A_{11} & \ldots & A_{1n_b} \\
\vdots & & \vdots \\
A_{m_b1} & \ldots & A_{mn_b}
\end{pmatrix}. \tag{23}
$$

Each block $A_{ij}$ contains a submatrix of $A$ and it is stored as a square $n_b \times n_b$ block which occupies a contiguous block of memory (Figure 2). The value of the blocksize $n_b$ should be chosen to map nicely into L1 cache [6], [7]. Note that when $n \neq n_b$ or $n_b \neq m$, then $A_{1n_b}, \ldots, A_{m_n n_b}$ or $A_{m_b1}, \ldots, A_{mm_{n_b}}$ are not square blocks and some memory will be wasted (‘*’ in Figure 2). As mentioned in [6] the novel data format can be represented by using a four dimensional array where $A(i,j,k,l)$ refers to the $(i,j)$ element within the $(k,l)$ block.

Let us observe that the algorithm introduced in the previous subsection can be implemented using a matrix representation based on the square blocked full data format presented above. The matrix $U$ can be partitioned as (23). Then the algorithm will operate on small $n_b$-vectors within $(n_b \times n_b)$-blocks and the number of cache misses will be substantially reduced.

The first and the third step of the first stage can be done in parallel, while the second is sequential. To reduce the number of cache misses, blocks should be computed in the appropriate order. During the first step, columns of blocks should be computed from right to left and ‘top-down’ within each block column. Then during the second step we update elements in the lower row of blocks and finally (the third step) we update blocks from right to left and ‘bottom-up’ within each column of blocks (see Figure 3).

### IV. RESULTS OF EXPERIMENTS

Let us consider the algorithms described in the previous sections:

- **SEQ** sequential algorithm based on (16) and (17),
- **DC** divide and conquer algorithm based on (19) and (21) using two dimensional arrays,
- **ND** divide and conquer algorithm based on (19) and (21) using the square blocked full data format.

The algorithms have been implemented in Fortran 95 with OpenMP directives [2] and all vector operations have been implemented using array section assignments. The experiments have been carried out on a dual processor Quad-Core Xeon (2.33 GHz, 12 MB L2 cache, 4 GB RAM running under Linux) workstation using the g95 Fortran Compiler.

We have measured the execution time (in seconds), the performance (in megaflops) of the algorithms for various values of $n$, $r$, $s$ and blocksize $n_b$ and the speedup relative to Algorithm SEQ for optimal $n_b$, $r$, $s$ and various numbers of processors to find out how we can improve the performance of the simple scalar code (Algorithm SEQ) by the use of advanced computer hardware. Exemplary results are presented in Figures 4, 5 and Table I. The results of experiments can be summarized as follows.

---

### Figures and Tables

**Fig. 1.** Standard column major storage of a $8 \times 10$ array with LDA=9.

**Fig. 2.** Square blocked full column major order of a $7 \times 10$ matrix with $4 \times 4$ blocks.

**Fig. 3.** The first stage using square blocked data format.
Both introduced algorithms (DC and ND) run faster than Algorithm SEQ. The performance of Algorithm ND depends on the blocksize $n_b$, so it should be chosen carefully. The optimal blocksize is $n_b = 16$ (Figure 5). When the blocksize $n_b$ is too large, the performance of the algorithm decreases dramatically because blocks do not fit into L1 cache and cache misses occur. For the optimal blocksize, the algorithm achieves reasonable speedup relative to Algorithm SEQ. Moreover, in case of the simple algorithm, fast vector instructions cannot be used without manual optimization of the simple scalar code. Although all optimization switches have been turned on, the compiler has produced rather slow output for the scalar code. The values of the parameters $r$ and $s$ should be chosen to minimize the number of flops required by the algorithms, however $r = s$ is rather a good choice in case of Algorithm DC and $r = \sqrt{n}/4$ in case of Algorithm ND. Finally, comparing the performance of the new algorithm which utilizes the novel data format with the performance of the divide and conquer algorithm which uses standard Fortran two-dimensional arrays with the column major storage order, we can observe that Algorithm ND is faster than Algorithm DC.

V. CONCLUSION

We have shown that the performance of the simple algorithm for solving a kind of boundary value problem for second-order ordinary differential equations which reduces to the problem of solving tridiagonal systems of linear equations can be highly improved by the use of the divide and conquer vectorized algorithm which operates on the square blocked full data format for dense matrices. The algorithm can also be parallelized, thus it should be suitable for novel multicore architectures.
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