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Abstract—To ensure that safeguards are implemented to SR
protect against a majority of known threats, industry leade's 5P 800.37 /5P 800534 T e FIPS 200, 5P 80063
are requiring information processing systems to comply wib I monITOR | | oeEcE | seLect l
security standards. The National Institute of Standards awl Security Controls Security Controls
Technology Federal Information Risk Management Framework <P 50037

RISK MANAGEMENT SP 80053 / SP 600-30
AUTHORIZE FRAMEWORK UPPLEMENT

Information System . . Security Control
Security Life Cycle I EIES

(RMF) and the associated suite of guidance documents desoe
the minimum security requirements (controls) for non-national-
security federal information systems mandated by the Feded
Information Security Management Act (FISMA), enacted into oD
law on December 17, 2002, as Title Ill of the E-Government I‘ A A RS =] _woer | g Cocs P l
Act of 2002. The subjective compliance assessment approach Security Controts

described in the RMF guidance, though thorough and repeatale,

lacks the clarity of a standard quantitative metric to desciibe for

an information system the level of compliance with the FISMA Fig. 1. Risk Management Framework (From [3])
required standard. Given subjective RMF assessment datahts

article suggests the use of Pathfinder networks to generate a

guantitative metric suitable to measure, manage, and trackthe

status of information system compliance with FISMA.
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=

SP 800-53A SP 800-18

I. INTRODUCTION

O ENSURE that safeguards are implemented to protdetachieve adequate security [4], [5], [1]. Adequate seglsi
T against a majority of known threats, industry leade@efined by Office of Management and Budget (OMB) Circular
are requiring that information processing systems comyly w A-130 as “security commensurate with the risk and magnitude
specific security standards. The Federal Information Sigcurof harm resulting from the loss, misuse, or unauthorizegssc
Management Act (FISMA) enacted into law on December 10 OF modification of information” [6]. FISMA also requires
2002, as Title 11l of the E-Government Act of 2002 [1] definedn annual assessment of information system compliance with
three security objectives for federal government infororat the required standard [7]. With approximately 100 security
systems: (1) Confidentiality, to preserve authorized igins Controls in the low-impact category to over 300 security
on access and disclosure, with means for protecting persof@ntrols in the high-impact category, the subjective compl
privacy and proprietary information; (2) Integrity, to gda &nce assessment approach described in the RMF guidance,
against improper information modification or destructianiley  though thorough and repeatable, lacks the clarity of a stahd
ensuring information nonrepudiation and authenticityd &8) guantitative metric to describe for an information system
Availability, to ensure timely and reliable access to anel of the level of compliance with the standard. Given the review
information [2]. To achieve these security objectives, s Process outlined by NIST RMF documents, the challenge is
tasked the National Institute of Standards and TechnolofyProvide a quantitative risk analysis metric adequateljo (
(NIST) to develop a set of standards and guidelines, t§ arly describe the status of compliance with the FISMA-
Federal Information Risk Management Framework (RMApQuired standard, (2) track progress toward compliante wi
(Fig. 1), that (1) describe categories for information eyss the FISMA-required standard, (3) direct the allocation &f r
according to risk levels (low, moderate, high), (2) identif SOurces required to meet FISMA minimum requirements, and
types of information systems to be included in each categof§) simplify annual report preparation. The authors prepos
and (3) describe a minimum set of security requiremerg@neratingaquantitative risk analysis metric at the miation

(controls) that must be applied to systems in each categ&stem level, using Pathfinder networks (PFNETS), to measur
manage, and track the status of system security compliance
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TABLE |

Il. THE RMF SECURITY CONTROL CLASSES, FAMILIES, AND IDENTIFIERS(FROM [9])
A. Purpose
- , D] FAMILY [ CLASS |
The RMF, shown in Fig. 1, describes the steps and related -

- : . o AC | Access Control Technical
standards and guidelines for implementing the minimum §et 0— 1T Anareness and Training Operational
controls required to provide adequate security for an mfor AU | Audit and Accountability Technical
tion system and the associated information stored, predess | CA | Certification, Accreditation, and Secy-Managemerit
and transmitted by that system. The framework includeg rity Assessments .
guidance for assuring that controls are properly impleeent | €M | Configuration I\I/Iana_lgement Operat!ona:
and operating as intended to provide the expected securiySP| Contingency Planning Operationa

. . . . IA | Identification and Authentication Technical
benefit. The RMF emphasizes the idea that risk managementzr—ncident Response Operational
is a continuous process [8], [5]. MA | Maintenance Operational

. . MP | Media Protection Operational

B. Federal Information Processing Standard 199 PE | Physical and Environmental ProtectignOperational
Federal Information Processing Standard (FIPS) 199 [4] PL | Planning Management

addresses the first two FISMA mandates, the definition of PS | Personnel Security Operational
information system categories according to risk level drel t gﬁ 2'3" Assesdsrge”t, — ma”ageme”t
identification of system types to include in each categoiSF ystem and Services Acquisition | Management

. . ; ; .|, SC | System and Communications ProtectiprTechnical
199 defines three categories for information systems censig—g; System and Information Integrity Operational

ering the potential impact to organizations and individual
should a breach of confidentiality, integrity, or avail&il

occur: (1) Low, limited adverse effect, (2) Moderate, sesio not used in a particular baseline are marked Not Selected.

adverse effect, and (3_) High, severe or_catastrqphic aelveﬁ]e numbers in parentheses following the control idensfier
effect. FIPS 199_appl|es to all _federal |nfprmat|0n _SySte_”fﬁdicate the control enhancement that applies. The baselin
exqept those desugnatedlas national security as defined in44 intended to be broadly applicable starting points and
United States Code Section 3542(b)(2). may require modification to achieve adequate risk mitigmatio
C. FIPS 200 for a given system [3]. Given the repeatable review process

FIPS 200 [9] addresses the third FISMA mandate %utlined by the NIST RMF documents, the challenge is to
develop minimum information security requirements (cohsl), provide a quantitative risk analysis metric adequate to (1)

for information systems in each category as defined by angarlly describe the status of compliance with thg FISMA'
199. FIPS 200 went into effect when published, March 200 _quwed standard, (2) track progress toward complian wi

Federal agencies are required to be in compliance with t & FISMA-required standard, (3) direct the allocation ®f r

standard no later than 1 year from its effective date. ThereS0Urces required to meet FISMA minimum requirements, and

no provision under FISMA for waivers to FIPS 200. (4) S|mpl|fy annua! re_port_ preparatl_on. The autho_rs prepos
generating a quantitative risk analysis metric at the imfation

D. FISMA-required System Controls system level, using PFNETSs, to measure, manage, and track

As required by FIPS 200, NIST Special Publication (S|j51e status of system security compliance with the FISMA-
800-53, Recommended Security Controls for Federal Infd@quired standard.
mation Systems [3], defines the security controls and pesvid
guidelines for selecting the appropriate set to satisfy the
minimum requirement for adequate security given a systemPFNETSs are the result of an effort by Dearholt and Schvan-
category of low, moderate, or high impact. The control sets develdt [10] to develop network models for proximity data]11
scribed in FIPS 200 cover 17 security-related areas (fag)ili Proximity refers to the measure of relationship (similgrit
As illustrated in Table I, the 17 security control familiesea relatedness, dissimilarity, distance, etc.) between tatities
organized into three classes — management, operatiordl, fi0]. In networks, proximity measures are represented by
technical — to facilitate the selection and specificatioraf- distance, with small values representing similarity or ghhi
trols when evaluating an information system. Two-charactkevel of relatedness, and large values representing dlasity
identifiers are assigned to each control family. A number & a low level of relatedness [10]. Given a dissimilarity mat
appended to the family identifier to uniquely identify caidr resulting from the subjective categorization (mappinggofi-
within each family. Appendix D of SP 800-53 identifies thredies as defined by Dearholt and Schvaneveldt [10], apptioati
minimum sets (baselines) of security controls that cowadp of the Pathfinder algorithm generates a unique quantitative
to the low-, moderate-, and high-impact information systemetwork representation of the proximity data. Any change
categories defined in FIPS 199. Appendix F of SP 800-%3 the subjective categorization of entities—in the case of
provides a detailed description of each security contra amisk analysis, vulnerabilities to threats—changes theltieg
numbered enhancements for each control where applicable.n®twork. Our research indicates that the Pathfinder teakniq
illustrated in Table Il, controls in the Access Control fmi may be suitable for generating quantitative network models

IIl. COMPLIANCE MEASUREMENTUSING PFNETS
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TABLE Il
EXCERPT FROMSECURITY CONTROL BASELINES (FROM [3])

CNTL CONTROL CONTROL BASELINES

NO. NAME LOW | MOD | HIGH
AC-1 | Access Control Policy and Procedures AC-1 AC-1 AC-1
AC-2 | Account Management AC-2 AC-2(1)(2)(3)(4) | AC-2(1)(2)(3)(4)
AC-3 | Access Enforcement AC-3 AC-3(1) AC-3(1)
AC-4 | Information Flow Enforcement Not Selected AC-4 AC-4
AC-5 | Separation of Duties Not Selected AC-5 AC-5
AC-6 | Least Privilege Not Selected AC-6 AC-6
AC-7 | Unsuccessful Login Attempts AC-7 AC-7 AC-7
AC-8 | System Use Notification AC-8 AC-8 AC-8
AC-9 | Previous Logon Notification Not Selected Not Selected Not Selected
AC-10 | Concurrent Session Control Not Selected Not Selected AC-10
AC-11 | Session Lock Not Selected AC-11 AC-11
AC-12 | Session Termination Not Selected AC-12 AC-12(1)
AC-13 | Supervision and Review—Access Control AC-13 AC-13(1) AC-13(1)
AC-14 | Permitted Actions without Identification or Authenticatid AC-14 AC-14(1) AC-14(1)
AC-15 | Automated Marking Not Selected Not Selected AC-15
AC-16 | Automated Labeling Not Selected Not Selected Not Selected
AC-17 | Remote Access AC-17 AC-17(1)(2)(3)(4) | AC-17(1)(2)(3)(4)
AC-18 | Wireless Access Restrictions AC-18 AC-18(1) AC-18(1)(2)
AC-19 | Access Control for Portable and Mobile Devices Not Selected AC-19 AC-19
AC-20 | Use of External Information Systems AC-20 AC-20(1) AC-20(1)

of information security standard controls—more accuyatel As illustrated in Fig. 2, to generate the proposemb¥apliant
the lack thereof—and information system security controfeetric, the researcher must

for comparison using a correlation coefficient)( formula « Define a representative threat set where the threat level

to determing the staius of infprmation system compliance ¢ yetajl i dependent on the stakeholder (e.g., system se-
with a specified standard @mplian). Among the successful ¢, i analyst or FISMA security certifier) requirements.
applications of PFNETs have been in the discovery of salient, Build anopen-riskPENET model of the FISMA-required
Imkg betweer? documents to famhtgte thr_ee—dlmep3|onajal standard security controls. Controls when negated be-
reality modeilm_g of docun:entl_relatllprllsh'ps [12], in autieor come vulnerabilities. Map all vulnerabilities to threat.se
citation analysis to reveal salient linkages between_ g;am‘p Complete the Pathfinder procedure.

related authors to produce interactive author maps inte&- g ild a current-risk PENET model of the information
[13], and in the req_uwemerlltshplhase of software development gyt heing evaluated. Map system current vulnerabili-
projects to d(ejtt(ejrmw;e staxe c()jder (u;ers/, §pondsors, Proje  ties to the threat set—mapping defined by the open-risk
managers, and deve opers) un ersj[an Ing/misun grggaoﬂ model (the standard). Complete the Pathfinder procedure.
specified requirements [14]. At a high level, the buildingaof « Generate current- and open-risk minimum-distance matri-

PFNET involves the following steps [14]: ces from the PFNETs generated. Compare the minimum-
distance matrices usinga formula to generate overall
%similar measures for the models as well as detailed
%similar measures for each entity within the models.

o Subtract the overaltc %similar to open-risk measure
from 1 to generate the @mpliantto closed-risk (no

1) Correlate entities (e.g., vulnerabilities to threats)an
n X n matrix.
2) Build entity co-occurrence groups from entity correla-

tions. .
3) Build similarity matrix from co-occurrence groups. vulnerabilities) measure.
4) Build dissimilarity matrix from similarity matrix. Assuming we are evaluating a Financial Management Sys-
5) Apply Pathfinder algorithm to dissimilarity matrix totem (FMS) that is web-enabled, intranet accessible, and cat
build PFNET. egorized as moderate impact using the NIST criteria, an
6) Build minimum distance matrix from PFNET. example using the Pathfinder technique follows.

7) Assuming steps 1 through 6 are followed to build two
models of the same data entities as perceived by two
different stakeholders, use @ formula to determine =~
the degree of covariance (similarity) between the two Table IIl is a sample list of threats associated with opacati
models—quantitatively measure the similarity betweethe FMS application. The threat categories are taken djrect
two perceptions of the relationship between the same st derived from Ozier [15], Bishop [16], and the Federal
of data entities. Information System Controls Audit Manual (FISCAM) [17].

Define Representative Threat Set
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TABLE IV
FISMA STANDARD CONTROL SUBSET (FROM [3])
FISMA Standard S m Defi P! i i ion S m
Controta Threat Set (ot Implemented L D ] FISMA Control Name |
(Negated = Vulnerabilities) = Vulnerabilities) AC']_ ACCESS Contl’0| Pollcy and PI’OCEdUI’ES
v v v v AC-2 | Account Management

pEST OpenfRisk PPNET Gurrent-Risk AC-3 | Access Enforcement

FISMA Model Application System Model = =

(Vulnerability/Threat) (Vulnerability/Threat) AC-5 | Separation of Duties

AC-7 | Unsuccessful Login Attempts
AC-8 | System Use Notification

Comrerntiom conthoront AC-13 | Supervision and Review—Access Control
(ce) %similar AU-2 | Auditable Events [Access]
AU-6 | Audit Monitoring, Analysis, and Reporting
@ CM-1 | Configuration Management Policy and Procedures
¢ CM-5 | Access Restrictions for Change
Application System CP-4 | Contingency Plan Testing and Exercises
f;:;:;ﬁa;:;:d:sdw\ CP-9 | Information System Backup
CP-10 | Information System Recovery and Reconstitutign

1A-2 User Identification and Authentication
PS-4 | Personnel Termination

Fig. 2. Compliance Measurement Using Pathfinder SA-5 | Information System Documentation [Operations]
SC-2 | Application Partitioning
SC-8 | Transmission Integrity

B. Build open-risk PFNET Model SI-9 | Information Input Restrictions

Table IV contains a subset of the FISMA-required baseline
controls for a moderate-impact system. In Table V, the cisitr
from Table IV are negated to create the vulnerability set for

this example. To build the open-risk model (open standard) TABLE V
for evaluating the FMS system, we assume all 20 vulnera- VULNERABILITY CATEGORIES
bilities (low-level cf'itegorles) exist py mapplng/re_lzgﬂthem Control | Vulnerability Vilnerabiiity
to the 9 t_hr_eats (high-level categories) identified in Telkile D D Category Name
Vulnerabilities may be mapped to more than one threat. TIiSey Vi Inadequate Configuration Managp-
exercise may be done manually, but could become very tedigus ment Policy and Procedures
as the number of vulnerabilities and threats increasesthi®r | CM-5 V2 Inadequate Access Restrictions for
example, a web-based categorization tool written by Kualiky Change
[18] was used to relate the vulnerabilities to threats tesyl | _AC:3 V3 Inadequate Access Enforcement
in the co-occurrence groups shown in Table VI. A-2 va f&%‘;ﬂ%ﬁ;ioﬂser Identification and
The categorization tool [18] automatically builds anx n ACD V5 Inadequate Account Management
similarity matrix of distinct entities categorized. Forigh | AC-8 V6 No System Use Notification
example,n is the sum of 9 threats and 20 vulnerabilites AC-7 V7 No Termination After Maximum
resulting in a29 x 29 similarity matrix for the open-risk co- Unsuccessful Login Attempts
occurrence groups. Similarity matrix entries reflect thenbar | AC-1 ve Inadequate Access Control Poligy
of times grouped entities co-occur. For the standard opg# and Procedures __ :
’ . "TAC-13 V9 Inadequate Supervision and Revigw
risk co-occurrence groups, shown in Table VI, V8 and V4 Access Control
co-occur 4 times. In the open-risk similarity matrix, the-co| PS-4 V10 Inadequate Execution of Personriel
occurrence count at entries (V8, V4) and (V4, V8) would be 4. Termination Procedure
AU-2 Vil Inadequate Access Monitoring
SA-5 V12 No Information System Operations
TABLE 1l Manual
THREAT CATEGORIES CP-9 V13 Insufficient System Backups
CP-10 V14 Inadequate Recovery Mechanisms
[ D ] Threat Category Name | CP-4 V15 No Contingency Plan Testing and
T1 | Introduction of Unapproved Software Exercises
T2 | Software Version Implementation Errofs AU-6 V16 Inadequate Audit Monitoring, Anal
T3 | Sabotage of Software ysis, and Reporting
T4 | Theft of Software SC-8 V17 Integrity of Transmitted Data nof
T5 | Sabotage of Data/Information Protected
T6 | Theft of Data/Information/Goods AC-5 V18 Inadequate Separation of Duties
T7 | Destruction of Data/Information SC-2 V19 Inadequate Application Partitioning
T8 | Disruption of Service SI-9 V20 Inadequate Information Input Re-
T9 | Accountability Data Loss strictions
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TABLE VI
STANDARD OPEN-RISK CO-OCCURRENCEGROUPS
(T1, V1)
(T2, V1)
(T3, V2)
(T4, V2)

(T5, V18, V17, V10, V8, V4, V3, V1)
(T6, V18, V10, V8, V4, V3, V1)

(T7, V20, V19, V10, V8, V4, V3, V1)
(T8, V15, V14, V13, V12, V3, V1)

(T9, V16, V11, V9, V8, V7, V6, V5, V4)

Higher co-occurrence counts indicate greater similafitye
categorization tool [18] automatically builds a dissimitia
matrix from the similarity matrix of categorized entiti€Bhe
vulnerability-to-threat relationships in this example aym-
metric. Therefore an open-risk dissimilarity matrix (uppré

TABLE VI
CO-OCCURRENCEGROUPS

803

Standard Open Risk

FMS System Current Risk

(7L, VI)

(T2, Vi)

(T3, V2)

(T4, V2)

(T5, V18, V17, V10, V8, V4,
V3, V1)

(T5, V18, V17, V10, V8, V4)

(T6, V18, V10, V8, V4, V3,
V1)

(T6, V18, VIO, V8, V4)

(T7, V20, V19, V10, V8, V4,
V3, V1)

(T7, V20, V19, V10, V8, V4)

(T8, V15, V14, Vi3, Viz,
V3, V1)

(T8, V15, V14, V13, V12)

(T9, V16, V11, V9, V8, V7,
V6, V5, V4)

(T9, V16, V11, V9, V8, V7,
V6, V4)

angular portion only) is generated from the open-risk @nity V18, V19, and V20 (see Table V). To build the current-
matrix by subtracting each co-occurrence count entry fitoen trisk PFNET model, map the FMS vulnerabilities to threats
maximum co-occurrence count entry plus one to prevent & dictated by the vulnerability mappings in the open-risk
value dissimilarity matrix entries. Lower co-occurrenceiots standard model to generate the co-occurrence groups stmown i
indicate greater similarity. Table VIl under “FMS System Current Risk.” (Note: the Stan-
A Unix-based PFNET generation tool, written by Kuruglard Open Risk and FMS System Current Risk co-occurrence
[19] applying the Dearholt and Schvaneveldt algorithm, wagoups in Table VIl are the initial entries in Table VIII.)
used to generate the open-risk PENET from the dissimilarity Using the procedure described in Section III-B

matrix. The tool requires as input the number of nodes=( . A similarity matrix is generated from the FMS system

29), the upper triangular portion of the dissimilarity matran
r-metric (o, input as—1), and ag parameters — 1 = 28).
A path will exist between node pajft, j) in PENET (r, q) if
and only if there is no shorter alternate path betwéen),

current-risk co-occurrence groups.
« A dissimilarity matrix is generated from the similarity

matrix.

o The PFNET algorithm is applied to the dissimilarity

wherer is the Minkowskir-metric calculation of path weight, matrix to generate the current-risk PENET model.

for paths with number of links< g. The PFNET generated from the current-risk dissimilarity

The distance between two nodes not directly linked i§ayix is a mathematical model of the FMS system current
computed using the Minkowski-metric. For pathP with o

weightswy, we, . . ., wy, the Minkowski distance is [10], [14]
D. Compare Minimum Distance Matrices

A Unix-based PFNET correlation tool, written by
Kudikyala [21], was used to generate minimum distance matri
ces from the standard open-risk and FMS system current-risk
Whenr = 1, path weight is calculated by summing the linkENETSs using Floyd's algorithm for shortest path [22]. Path
weights along the path [10], [14]. Calculating path weighjistances for the minimum distance matrices are calcuthted
this way assumes ratio-scale data where each weight vajugjitional way, by adding link weights along paths between
is presumed to be within a multiplicative constant of thgodes. The correlation tool was also used to compare the

“correct” value [10]. When link values are obtained fronppen- and current-risk minimum distance matrices using the
empirical data, computing path weight this way may ngi. formula that follows:

be justifiable [20]. For generating PFNETSs, where only the _ -
; . i . : . S (a—a)(b—0b)

ordinal relationships between link weights and path weight cc = _ 2

are important; should be set tao [10]. Whenr = oo, the VY (a—a)?2 ) (b—b)>

path weight is the same as the maximum weight associatgflereq is the value of an element in the distance vector of

with any link along the path [10], [14]. the open-risk minimum distance matrix,is the mean of all
The PFENET generated from the open-risk dissimilaritthe elements in the open-risk distance vector (upper orHowe

matrix is a mathematical model of standard open risk.  triangular values)p is the value of a corresponding element

) _ in the distance vector of the system current-risk minimum

C. Build current-risk PENET Model distance matrix, and is the mean of all elements in the
Assume these vulnerabilities exist in the FMS system: V4urrent-risk distance vector. Normally therange is—1, +1],

V6, V7, V8, V9, V10, V11, V12, V13, V14, V15, V16, V17, where—1 represents no similarity angt1 represents perfect

& 1/r
w(P) = (Z wg'> wherer > 1,w; > 0 for all i. (1)
i=1
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TABLE VI
Risk MODEL CO-OCCURRENCEGROUPS

Open Risk: (T1V1) (T2, V1)

See Table VII | (T3,V2) (T4V2)
(T5,v18,v17,V10,V8,v4y3,V1) (T6,v18,V10,V8,v4V3,V1)
(T7,v20,v19,V10,V8,V4y3,V1) (T8,v15V14,V13,V12y/3,V1)
(T9,V16,V11,V9,V8,V7,V6Y5,V4)

FMS Model 1 | (T5,V18V17,V10,V8V4) (T6,V18,V10,V8V4)

See Table VII | (T7,V20,V19,V10,V8y4) (T8,Vv15,V14,V13,V12)
(T9,V16,V11,V9,V8,V7,V6y4)

FMS Model 2 | (T5,V18,V10,V8) (T6,v18,v10,V8)
(T7,v20,v19,V10,V8) (T8,vV15,V14,V13,V12)
(T9,V16,V11,V9,V8,V7,V6)

FMS Model 3 | (T5,V10,V8) (T6,V10,V8)
(T7V10,V8) (T8,V15,V14,Vi3 V12)
(T9,V16,V11,V9,V8,V7,V6)

FMS Model 4 | (T5,V8) (T6,V8)

(T7,v8) (T8,v15,V14,V13,V12)
(T9,V16,v11,V9,V8\V7,V6)

FMS Model 5 | (T5,V8) (T6,V8)

(T7,V8) (T8,V15,V14,VIi3y12)
(T9,v9,v8,V6)

FMS Model 6 | (T5,V8) (T6,V8)

(T7,v8) (T8,V15VV14,V13)
(T9,V8,V6)

FMS Model 7 | (T5,V8) (T6,V8)

(T7,V8) (T9,V8,V6)

FMS Model 8 | (T9,V6)

Closed Risk (No Vulnerabilities)

Note: Vulnerabilities in bold type assumed corrected irofeing model

similarity between models [14], [23]. Because of the apphoaeach FMS model, the Pathfinder procedure was applied to
taken in this research to compare current system stategenerate a minimum distance matrix for comparison with the
a standard perception of adequate security, dheange is open-risk model minimum distance matrix. Table IX shows the
narrowed from—1, +1] to [0, +1]—no comparison beyond aoverall path distancec, node path distance (detailee), and
perfect match. %compliantvalues for the FMS models as vulnerabilities are
removed and the FMS models are compared with the open-risk
model.

The correlation tool [21] generates an overallvalue that Using the distance vectors for each ent|ty in the mini-
indicates the degree of covariance (similarity) betwees thnum distance matrices for the open- and current-risk models
standard open-risk model and the system current-risk mogkailed cc values are generated that indicate how a single
- S|m|lar|ty to Unacceptable riSk; a." Vulnerab”ities E{XIThe ent|ty in each model relates to a" Others_how a Single ﬁnut
goal for the FMS system is ac of 0, i.e., no similarity to contributes to the similarity between models. An analysis o
the open-risk model. Subtracting the overallvalue from1 the detailedce values for models compared should provide

yields a value (%omplian) that indicates how close the FMSsome insight with regard to choosing an efficient mitigation
system is to standard compliance as defined by the closed-iath to reaching compliance with standard.

model—no vulnerabilities exist. Comparing the FMS system

current-risk model 1 to the open-risk model results iecaf IV. CONCLUSION

0.45 (see Table I1X,“Overall Path Distanece” for FMS 1). The Technical Topic Area 3 (TTA 3), Cyber Security Metrics,
FMS 1 current-risk model in this example exhibits percent of the Department of Homeland Security Broad Agency
similarity to the open-risk model. Subtractiigi5 from 1.0 Announcement (BAA), Cyber Security Research and Devel-
(open-risk) yields a value that indicates the FMS systefibis opment (BAAO7-09) [24], describes security metrics as “a
percent compliant to closed-risk (see Table IXc¢®mpliant  difficult, long-standing problem.” TTA 3 cites the fact ththe

for FMS 1). The more existing vulnerabilities identified irsecurity metrics problem is listed on the INFOSEC Research
the FMS system, the closer the resultingvalue will be to Council (IRC) Hard Problems List [25] as evidence of the
1.0 (open-risk). As vulnerabilities are removed, thevalue importance of research in this area. Good security metrics
moves closer td).0 (closed-risk). Table VIII shows sampleare required to direct the allocation of security resources
FMS risk model co-occurrence groups. The vulnerabilitres to improve the security status of government information
bold type are removed in each successive FMS model. FRystems, to demonstrate compliance with FISMA-required

E. Generate %ompliantMeasure
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TABLE IX
RISk MODEL COMPARISONS
Open FMS FMS FMS FMS FMS FMS FMS FMS | Closed
Risk 1 2 3 4 5 6 7 8 Risk

% compliant | 0.00 0.55 0.59 0.66 0.69 0.77 0.82 0.87 0.95 1.00
Overall Path

Distancecc | 1.00 | 045 |041 |034 |031 ]023 |018 ]0.13 [0.05 | 0.00
Node Path

Distance cc

V1 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
V2 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
V3 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
V4 1.00 0.70 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
V5 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
V6 1.00 0.43 0.46 0.45 0.62 0.41 0.33 0.33 0.23 0.00
V7 1.00 0.43 0.46 0.45 0.62 0.00 0.00 0.00 0.00 0.00
V8 1.00 0.70 0.43 0.35 0.13 0.10 0.09 0.09 0.00 0.00
V9 1.00 0.43 0.46 0.45 0.63 0.41 0.00 0.00 0.00 0.00
V10 1.00 0.75 0.54 0.43 0.00 0.00 0.00 0.00 0.00 0.00
V11 1.00 0.43 0.46 0.45 0.63 0.00 0.00 0.00 0.00 0.00
V12 1.00 0.56 0.56 0.56 0.56 0.56 0.00 0.00 0.00 0.00
V13 1.00 0.56 0.56 0.56 0.56 0.56 0.48 0.00 0.00 0.00
V14 1.00 0.56 0.56 0.56 0.56 0.56 0.48 0.00 0.00 0.00
V15 1.00 0.56 0.56 0.56 0.56 0.56 0.48 0.00 0.00 0.00
V16 1.00 0.43 0.46 0.45 0.62 0.00 0.00 0.00 0.00 0.00
V17 1.00 0.66 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
V18 1.00 0.74 0.69 0.00 0.00 0.00 0.00 0.00 0.00 0.00
V19 1.00 0.65 0.62 0.00 0.00 0.00 0.00 0.00 0.00 0.00
V20 1.00 0.65 0.62 0.00 0.00 0.00 0.00 0.00 0.00 0.00
T1 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
T2 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
T3 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
T4 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
T5 1.00 0.66 0.64 0.54 0.29 0.29 0.29 0.29 0.00 0.00
T6 1.00 0.64 0.61 0.51 0.31 0.31 0.31 0.31 0.00 0.00
T7 1.00 0.64 0.62 0.55 0.29 0.29 0.29 0.29 0.00 0.00
T8 1.00 0.56 0.56 0.56 0.56 0.56 0.48 0.00 0.00 0.00
T9 1.00 0.43 0.46 0.45 0.62 0.41 0.33 0.33 0.23 0.00

security control standards, and to simplify the annual FASM ACKNOWLEDGEMENT

reporting requirement. TTA 3 advises that “the lack of sound g Hylitt and Dr. R.B. Vaughn thank Marsha Gay for her
and practical security metrics is severely hampering msgr expert editing of this article.

both in research and engineering of secure systems” [24].

The proposed approach is unique in that it offers @fb-
pliant metric at the information system level. The propo
approach in combination with NIST RMF guidance provi
for producing consistent quantitative results. Detaitedsal-
ues should indicate vulnerability groups where targetest

(1]

seq]
des

co

benefit analysis may be applied to determine an effectivi]

approach for eliminating vulnerabilities contributing stdo
the noncompliant state of the system being evaluated.

guantitative %6ompliantmetric should allow for the discussion
of system compliance with FISMA-required standards in &erm

The
[4]

easily understood by participants at various levels of an

organization without requiring all to have detailed knoside

(5]

of the internals of the security standard or the system being

evaluated.
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