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Abstract—The paper deals with the problem of designing
business rules (BR) for the business process modeling (BPM). It
shows the role of knowledge in BPM and points out the issues that
arise from the link between knowledge and the BPM. It presents
the challenges of BR modeling, shows some disadvantages of
existing and commonly used methods. As a solution, a method
based on the XTT approach is outlined and discussed.
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I. K NOWLEDGE IN BUSINESSPROCESSMANAGEMENT

L ET US begin with a definition ofBusiness Process Man-
agement(BPM for short). In [1] we find the following

one: "supporting business processes using methods, techniques
and software to design, enact, control and analyze operational
processes involving humans, organizations, applications, doc-
uments and other sources of information". This definition is
of extremely high importance, because while analyzing it, one
can immediately see the main issues or problems connected
with BPM. These are the questions of incorporating human
knowledge into BPM systems, knowledge representation, and
mining knowledge from BPM systems.

Therefore, BPM is strictly linked with such areas of Ar-
tificial Intelligence (AI) as Knowledge Management (KM),
Knowledge Engineering (KE) and Business Intelligence (BI).
Knowledge is an essential factor in practical BPM. Knowl-
edge related issues include: acquisition, representation, eval-
uation, and processing. Knowledge representation methods
need proper syntax, visual representation, and formal foun-
dations. These issues have been extensively studied in the
field of Knowledge Engineering. Before applying any of the
knowledge representation techniques, knowledge on processes
has to be gathered and acquired both from existing systems
and people. While the first task is not very complicated, the
second one is not trivial. Most of employees’ knowledge is a
tacit one [2], not easy to be expressed. It may nevertheless
not be omitted, as knowledge and business processes are
integrated and should be evaluated as a whole. Processes
involve collaboration between individuals and/or groups to
achieve a goal [3] – in BPM there is a need for recognizing the
involvement of humans in the execution of business processes
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to properly model them. Business processes can be therefore
seen as social constructs [3].

The above remarks show the link between BPM and KM.
There is also an approach to support users in managing
process execution quality. This issue forms a link between
BPM and BI. Analyzing logging information about business
processes may provide important knowledge on high and low-
quality processes in the past. This knowledge may be used
for explanation and for predicting potential problems [4].
Knowledge engineering is strictly linked with the above issues.

In AI, rules are probably the most popular choice for
building knowledge-based systems (KBS), that is the so-called
rule-based expert systems [5], [6]. Rule-based systems (RBS)
are used extensively in practical applications, especially in
domains such as automatic control, decision support, and
system diagnosis. They constitute today one of the most
important classes of KBS. Practical construction of a rule-
based knowledge base, also referred to as therulebaseinvolves
number of important steps. These include rule attribute speci-
fication, rules design, rulebase evaluation, possibly a practical
implementation using an inference mechanism.

Recently, a new approach to practical knowledge represen-
tation based on rules, has been gaining popularity. This is the
so-calledBusiness Rules Approach(BR). As stated in [7], "a
business rule is a statement that defines or constraints some
aspect of the business. It is intended to assert business structure
or to control or influence the behavior of the business".

The focus of the paper is on the design and modeling of
BR in the BPM (see Sect. II). The paper is dedicated to the
discussion of the most important issues concerning practical
design of business rules (see Sect. III), found in the BPM. In
the paper a new design method is described, using an example
business rulebase described in Sect. IV. This example has
been originally designed using the BPMN (Business Process
Modeling Notation) [8], and accompanied with business rules.
The method presented in this paper, is centered around the
XTT approach, developed within the HeKatE project presented
in Sect. V. In Sect. VI it is discussed, how applications of these
methods could improve aspects of BPM. The paper ends with
concluding remarks in Sect. VII.
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II. BUSINESSPROCESSMODELLING

The main aims ofbusiness process modelingare as follows:
descriptive– what happens during a business process? In what
way the process has been performed? What improvements
have to be made?;prescriptive– allows for a definition of
a business process and how a process should be performed,
it lays down rules, guidelines and behavior patterns;explana-
tory – links processes with the requirements that are to be
fulfilled, explains the rationale of business processes.

These aims lead to the formulation of the requirements that
a business process model has to fulfill. First of all, a model has
to provide a holistic approach dealing with organizationaland
technical issues [9]. Next, BP models should have a strong
formal foundation. It is so because formal models: a) are
unambiguous, b) increase the potential for analysis [1].

These are the basic requirements for a good BP model.
Other may be formulated as well; e.g. according to [7]
and [10]) a BP model should possess the following features

• unified model execution and manipulation,
• state management,
• time-based exception management,
• robust process monitoring and analysis,
• nested model support,
• concurrent model support,
• standards based,
• high scalability and reliability,
• explicit expression of business rules,
• coherent representation,
• evolutionary extension,
• declarative nature.

There are several techniques for BP model specifications.
Some are based on Petri nets [1], others use the UML notation.
It must be nevertheless pointed out that UML, although widely
used and adopted, is not designed to map to business execution
languages. Two important new approaches to business process
modeling are theBusiness Rules Project[7] and theBusiness
Process Modeling Notation[8], [11].

The BPMN is presented by its authors as a new standard for
modeling both business processes and web service processes.
It consists of one diagram, the so-called Business Process
Diagram (BPD), composed of several groups of visual el-
ements, namely: Activities, Events, Gateways, Connections,
Artifacts, and Swimlanes. As the authors of the technique
claim, BPD is easy to use and understand, allows to model
very complex business processes, and can be naturally mapped
to business execution languages. Nevertheless it is not free
from disadvantages whet it comes to a practical application.

The most important limitation of this method is its high
abstraction level, which makes creating an execution environ-
ment for BPMN challanging. In most cases the process are
mapped in theService-Oriented Architecture(SOA) [12], [13],
with low-level execution delegated to third party environmnts.
However, this approch makes formalization and evaluation of
such a transition from conceptual process specification to the
executable form very difficult.

III. B USINESSRULES APPROACH

A. Business Rules Concepts

Business Rules (BR) approach [14], [15] is based on con-
cepts borrowed from knowledge engineering and rule-based
systems. It is becoming an important approach in business
application development, especially on the Java platform.

A classic description of the main principles of the approach
is given in [14]. According to it, rules should be: written
and made explicit, expressed in plain language, motivated by
identifiable and important business factors, single sourced,
specified directly by people who have relevant knowledge,
managed, and built on facts. Rules should also exist indepen-
dent of procedures and workflows.

There are number ofrule types identified in the BR ap-
proach, such as: reactive rules (event-condition-action rules),
transformation rules (functional-equational rules), derivation
rules (implicational-inference rules), also ones restricted to
facts (“premiseless” derivation rules) and queries (“conclu-
sionless” derivation rules), as well as integrity-constraints
(consistency-maintenance rules).

Business rules design uses some establishedvisual repre-
sentations. Depending on the design approach these are some
classic tools such as simple propositional decision tables, or
some high-level conceptual tools such as URML [16]. There
are attempts to officially define main aspects of the approach.
A good example is theemantics of Business Vocabulary a
Business Rules Specification(SBVR), see [17].

From the point of view of formal knowledge engineering,
some major issues can be pointed out. They are related to:
a) logical foundations, b) visual representation, and c) formal
analysis and verification of BR systems.

The first problemconcerns thelogical foundationsof BR
systems. From a point of view of classical KE, a rule-based
expert system consists of a knowledge base and an inference
engine. The KE process aims at designing and evaluating the
knowledge base, and implementing a proper inference engine.
The process of building the knowledge base involves the
selection of a knowledge representation method, knowledge
acquisition, and possibly low-level knowledge encoding. In
order to create an inference engine a reasoning technique must
be selected, and the engine has to be programmed. In the
formal analysis of RBS [6] some important aspects of the
design and implementation are identified:

1) rulebase design, including: the formal logical language
of the representation, formal syntax of the representation
method, representation expressiveness, which is often a
function of the expressiveness of the underlying logic,
and particular rule syntax.

2) inference engine implementation, including: inference
strategy, interpreter model, including rule matching
method, conflict resolution algorithm.

Unfortunately it can be observed, that common approaches to
BR tend to mix these formal aspects. The concept of “business
rules types” is both misleading and imprecise. A proper formal
analysis of BR should provide a more adequate classification.
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The second problemis related to thevisual representation
used in the design of BR systems. Visual representations used,
have scalability problems (it’s easy to draw diagrams of several
rules, but it becomes very difficult to cope with tens of rules).
Lack of well-defined formal foundations of these representa-
tions leads to problems with automatic transformation of visual
model to the logical one.

The third problemconcerns theformal analysis end verifi-
cation of BR systems. As the number of rules exceeds even
relatively very low quantities, it is hard to keep the rule-
base consistent, complete, and correct. These problems are
related to knowledge-base verification, validation, and testing.
The selection of appropriate software tools and programming
languages is non-trivial either.

These issues are very rarely considered in the BR design.
It seems that analysis (where issues such as verification,
validation, and evaluation are even not properly separated) is
simply considered testing. So the analysis of theknowledge
base is implicitly substituted by testing of theimplementa-
tion. However, in the KE approach, a proper analysis of the
knowledge base minimizes the need for testing.

B. Computer Tools for Business Rules

There has been a very active development of computer tools
for BR in recent years. Today, there are number of BR-related
solutions available. For overview of these tools see [18], [19].
While these developments aim at improving the design process
of BR applications, it seems that they fail to provide effective
solutions. There seem to be two main problems.

The first one is unsuitable knowledge representation used
during the design. The basic representation, such as simple
decision tables, is then used in a design tool which is often
inefficient (such as Excel). What is even more important is
the fact, that these tools do not try to overcome the so-called
semantic gap[20] between declarative design and procedural
implementation. Tools like Drools (www.drools.org) provide a
kind of rule meta-language embedded in the implementation
language (e.g. Java). This does not seem to be an efficient
solution, since it mixes two different semantics.

The second one concerns analysis and verification of BR.
It is bizarre that there are virtually no specialized evaluation
tools. Some simple testing or syntax checking features during
the design (which are not even present in case of Excel-based
solutions) are a step backwards, compared to evaluation and
analysis tools developed several years ago (e.g. see [21]).

IV. PRACTICAL BUSINESSRULEBASE DESIGN EXAMPLE

Let us consider a classic illustrative BR example. It has
been presented on the Business Rules Forum in 2005 [22].
The example concerns the UServ Financial Services Company,
which provides a full service portfolio of financial products,
including: Insurance, and Banking. UServ plays a balancing
act between rewarding their best clients and managing the
risk inherent in providing on-going service to clients whose
portfolios are profitable, but violate the eligibility rules of
individual products. The business rules address eligibility,

pricing and cancellation policies at both the individual product
and portfolio level. The case study [22] focuses on UServ’s
vehicle insurance products, but differentiates the basic business
rules from those that apply to preferred and elite clients. In
the BR rulebase three groups of rules are identified: Client
Segmentation Business Rules, Eligibility Business Rules,and
Pricing Business Rules.

Fig. 1. The BPM of Application Processing

The practical design of the system presented in [22] has
been carried out using theBusiness Process Modeling Nota-
tion [8] (BPMN). This is the main notation used in the BPM.
The main process of the vehicle insurance policy processing
can be observed in Fig. 1. In this process a subprocess “Process
Policy” is used. It uses the scoring of the policy delegated to
a subprocess shown in Fig. 2.

Fig. 2. The BPM of Policy Scoring

This model is accompanied with business rules specific to
the activities. Every activity in the diagram includes number
of rules. For example „Driver Eligibility Rules” include the
assessment of the „Driver Age Category”:

If the driver is male and is under the age of 25,
then young driver.

If the driver is female and is under the age of 20,
then young driver.

If young driver and driver has training certification,
then eligible driver.

If the driver is over the age of 70,
then senior driver.

If senior driver and driver has training certification,
then eligible driver.
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In this case the BR approach is being integrated on a low-
level with use of rules as the way of expressing activities in
given contexts. The main structure of the process is modeled
using the BPMN.

In the following section an alternative way of integration
is proposed. It consists in using an advanced rule design and
implementation process. The process is centered around the
XTT visual and logical design method for RBS. XTT has a
rich semantics, which allows for designing number of systems,
including business-related. The process is transparent and co-
herent, offering design methods that allow for both high-level
conceptual design, as well as low-level rule implementation.

V. THE XTT A PPROACH

The HeKatE project (see hekate.ia.agh.edu.pl) aims at pro-
viding an integrated methodology for the design, implemen-
tation, and analysis of rule-based systems [23], [6]. The main
principles of the project are based on a critical analysis of
the state-of-the art of the rule-based systems design, see [24].
These are: Formal Language for Knowledge Representation,
Internal Knowledge Base Structure, and Systematic Hierar-
chical Design Procedure. A complete, well-founded design
process that covers all of the main phases of the system life-
cycle, from the initial conceptual design, through the logical
formulation, all the way to the physical implementation is
proposed. A constant verification of the model w.r.t. critical
formal properties, such as completeness is provided.

HeKatE introduces a formalized language for rule rep-
resentation [24]. Instead of simple propositional formulas,
the language uses expressions in the so-calledattributive
logic [6]. This calculus has a stronger expressiveness than
the propositional logic, while providing tractable inference
procedures for extended decision tables. The current version of
the rule language is called XTT2 [25]. The current version of
the logic, adopted for the XTT2 language, is called ALSV(FD)
(Attributive Logic with Set Values over Finite Domains).

Based on the logic, a rule language called XTT is pro-
vided [26], [25]. XTT stands foreXtended Tabular Trees. The
language is focused not only on providing an extended syntax
for single rules, but also allows for an explicit structurization
of the rule base. This solution allows for identifying system
contexts during the rule base design. XTT introduces explicit
inference control solutions, allowing for a fine grained and
more optimized rule inference than in the classic Rete-like
solutions. XTT has been introduced with the visual design
support in mind. The representation has a compact and trans-
parent visual representation suitable for visual editors.

HeKatE also provides a complete hierarchical design pro-
cess for the creation of the XTT-based rules. The main phase
of the XTT rule design is called thelogical design. The
logical rule design process may be supported by a preceding
conceptual designphase. In this phase the rule prototypes are
built with the use of the so-calledAttribute Relationship Dia-
grams. The ARD method has been introduced in [27], and later
refined in [6]. The principal idea is to build a graph, modelling
functional dependencies between attributes on which the XTT

rules are built. The version used in HeKatE is called ARD+ as
discussed in [28]. The practical implementation on the XTT
rule base is performed in the physical design phase. In this
stage the visual XTT model is transformed into an algebraic
presentation syntax called HMR. A custom inference engine,
HeaRT runs the XTT model described in HMR.

The HeKatE design process is supported by a set of tools
called HaDEs. They support the visual design and the auto-
mated implementation of rule-based systems (see https://ai.ia.
agh.edu.pl/wiki/hekate:hades).HJEdvisual editor supports the
ARD design process implemented in Java.VARDA is a pro-
totype semi-visual editor for the ARD diagrams implemented
in Prolog, with an on-line model visualization with Graphviz.
Once created, the ARD model can be saved in a XML-based
HML (HeKatE Markup Language) file. The file can be then
imported by the HQEd design tools supporting the logical
design.HQEd provides support for the logical design with
XTT. In the figure some additional decision tables to input
attribute values are present. It is able to import a HML file with
the ARD model and generate the XTT prototype. The editor
is integrated with a custom inference engine for XTT2 called
HeaRT.HeaRT(HeKatE Run Time) is a dedicated inference
engine for the XTT2 rule bases. It is implemented in Prolog
in order to directly interpret the HMR representation whichis
generated by HQEd. HMR (HeKatE Meta Representation) is
a textual representation of the XTT2 logic designed by HQEd.
HalVA (HeKatE Verification and Analysis) is a modularized
verification framework provided by HeaRT. So far several
plugins are available, including completeness, determinism
and redundancy checks. The plugins can be run form the
interpreter or from HQEd using the communication protocol.

Let us now show, how the UServ example can be designed
using this approach.

VI. V ISUAL BUSINESSRULES DESIGN WITH XTT

The conceptual design with ARD [27] is based on the idea
of the full input/output specification of the object attributes
involved in the business process. In this case these would be:
policy (for the car), client (that buys the policy), score and
premium. In the this design phase a complete specification of
system attributes has been formulated. The complete design
diagram can be observed in Fig. 3. ARD provides a hierar-
chical model. At the top-mostLevel 0, the most basic relation
between some general input and output attributes is visualized.
At every subsequent level, this relation is becoming more
specific. At the last level the diagram gives full specification
of relations between physical system attributes. For example
the level 2 diagram (third from the top) means: „Client, Policy
and Premium depend on the PolicyScore attribute”. In the next
level this attribute is in fact specified to three more detailed
attributes. For more details on syntax and semantics of ARD
see [27], [28].

During the ARD design, two classes of attributes are used:
conceptualand physical. The so-calledconceptualattributes,
or thegeneralizedattributes, get specified, during the concep-
tual design, into the physical ones, present in the final rules.
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Fig. 3. ARD Conceptual Design for the XTT model

Thephysicalattribute specification in the XTT/ARD contains:
• attribute names e.g.
aPotentialOccupantInjuryRating,

• abbreviated attribute names, more suitable for compact
Prolog implementation, e.g.aPOIRt,

• attribute types, e.g.symbolic, and
• specification of attribute value domains, e.g.
[Low,Moderate,High].

The last level of the ARD is atable scheme specificationfor
the XTT logical design method. During this phase, rules are
built using specific attribute values. Using the results of the
conceptual analysis, the design of the rule base is put forward,
using the XTT representation method [29], [30]. In this method
the rule base is visualized using tables grouping rules operating
in the same context (on the same attributes) into a tree-like
structure. The compact representation is based on a expressive
attributive language, with use ofnon-atomicvalues.

The XTT logical design involves using the bottom level
of ARD design, as a base for tables containing rules. The

lowest ARD level includes all of the physical attributes present
in rules. In a general case, the inference process is non-
monotonic, since XTT allows for dynamic modification of
the knowledge base. The XTT structure corresponds to the
structure of the decision process involved in the business
process. XTT is automatically transformed into an executable
Prolog-based representation [29], [30].

The automatic transformation of XTT to Prolog, which
can be done at any stage of the logical design, allows for
an on-line evaluation of the rule base. HeaRT provides a
number of Prolog-based verification plugins. They verify some
important formal properties of the system, such as redundancy,
completeness, or determinism. What is important in this case,
is the possibility offormal analysis,during the design. The
details of the evaluation procedure are out of scope of this
paper. They have been presented in [31], [30].

Compared to the BPMN representation and design, the
XTT/ARD model is complete and transparent. It offers a hi-
erarchical representation of the whole knowledge base. While
the ARD could be compared to BPMN design, the XTT allows
for direct rule modeling, and the Prolog transformation gives
an executable prototype. Both BPMN and the XTT approaches
have strong formal foundations. Yet some features of the latter
solution make it a more advanced approach to the BPM. These
include automatic translation of the design specification into
a low-level code, a well-defined system semantics and the
possibility of on-line system verification.

VII. C ONCLUDING REMARKS

The goal of any business process management solution is
to build a better business. Process design and automation
technologies are being increasingly used to improve quality
and efficiency of business processes, and – in consequence – to
deliver services rapidly and reliably. As any business process is
built (sometimes implicitly) of business rules, the problem of
designing and modeling the business rules is the core question
in the BPM. Many solutions to this problem have been
proposed and used so far, each them having both advantages
and disadvantages. In the paper, the role of knowledge in
the BPM, which leads to the question of proper knowledge
representation in the form of business rules, is pointed out.

The Business Rules Approach was outlined, and the main
disadvantages of common approaches to BR design and
modeling were pointed out, as well as the most important
problems to be solved. As a solution to these problems, the
XTT approach was proposed. Broadly speaking, this approach
fulfills most of the requirements for BR design and modeling
tools, that were pointed out in Section II. In particular, itallows
for a direct model execution and manipulation, and provides
a coherent representation of rules, yielding a single formal
representation of all aspects of an enterprise’s structureand
operations. The possibility of on-line evaluation of the rule
base, provided by the XTT approach assures correctness of
the system being built. XTT is developed within theHeKatE
project (see hekate.ia.agh.edu.pl) that aims at providingan



170 PROCEEDINGS OF THE IMCSIT. VOLUME 4, 2009

integrated methodology for the design, implementation, and
analysis of rule-based systems.

Keeping in mind these important features of the proposed
approach, it may be then claimed that the XTT solution
improves a very important aspect of the BPM – namely the
design and modeling of BR, leading to a complete, transparent
and elegant representation of the rule base. As it has been
pointed out, the more proper and accurate knowledge repre-
sentation, the more possibilities for the BPM. Some issues that
were not addressed in this paper still need to be elaborated.
These are e.g. knowledge evaluation questions and knowledge
mining, as well es extended design of the rule-based business
processes. Future research directions are therefore twofold:
first, to focus on the on-line evaluation of the rule base in
the process of BR design, second, comparing the XTT and
BPMN approaches as a source for knowledge discovery.
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[24] G. J. Nalepa and A. Ligęza, “Hekate methodology, hybrid engineering
of intelligent systems,”International Journal of Applied Mathematics
and Computer Science, 2009, accepted for publication.

[25] ——, “Xtt+ rule design using the alsv(fd),” inECAI 2008: 18th
European Conference on Artificial Intelligence: 2nd East European
Workshop on Rule-based applications, RuleApps2008: Patras, 22 July
2008, A. Giurca, A. Analyti, and G. Wagner, Eds. Patras: University
of Patras, 2008, pp. 11–15.

[26] ——, “A graphical tabular model for rule-based logic programming and
verification,” Systems Science, vol. 31, no. 2, pp. 89–95, 2005.

[27] ——, “Conceptual modelling and automated implementation of rule-
based systems,” inSoftware engineering : evolution and emerging
technologies, ser. Frontiers in Artificial Intelligence and Applications,
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