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Abstract—An experimental research with a goal to automati-
cally detect prominent words in Russian speech is presented in
this paper. The proposed automatic prominent word detection
system could be further used as a module of an automatic
speech recognition system or as a tool to highlight prominent
words within a speech corpus for unit selection text-to-speech
synthesis. The detection procedure is based on the use of prosodic
features such as speech signal intensity, fundamental frequency
and speech segment duration. A large corpus of Russian speech
of over 200 000 running words was used to evaluate the
proposed prosodic features and statistical method of speech data
processing. The proposed system is speaker-independent and
achieves an efficiency of 84.2 %.

I. INTRODUCTION

T
HE SOLUTION of the prominent word detection task is

to be used within the field of speech technologies while

developing automatic speech recognition, unit-selection text-

to-speech synthesis, spoken term detection, video and audio

data indexing. For example, natural speech understanding

systems need to know not only "what" has been said, but also

"how" it has been pronounced. Intonation prominence is very

important linguistic information for speech understanding, i.e.

[1] showed that the use of word prominence degree helped to

disambiguate the meaning of utterances.

The procedures of speech signal processing, prosodic fea-

tures extraction and statistical speech data processing were

developed during a series of investigations. The experiments

used the data of CORPRES speech corpus created at the

Department of Phonetics of Saint Petersburg State University

[6]. The paper contains the experimental results and efficiency

evaluation of the developed automatic prominent word detec-

tion system.

II. PROSODIC FEATURES OF WORD PROMINENCE

A speaker prosodically emphasizes a word in an utterance

to make it stand out of the surrounding words. The most

common cure for doing that is a pitch accent that is acous-

tically expressed by the increase of local pitch maxima and

minima. Intonational prominence reflects different aspects of

pragmatics. It can express attitudes such as doubt, uncertainty

and surprise, demonstrate anaphora references, the location of
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rheme and theme in the utterance, as well as show whether the

utterance is a question or statement. Recently many research

efforts have been dedicated to prominence detection due to

its importance in such fields as natural speech understanding

and emotion recognition in spontaneous speech. Almost all

researchers assume that relative syllable and sound length,

melody and loudness are highly connected with prominence

[2]. The first research goal was to find the most efficient

acoustic features for automatic prominent word detection.

A. Relative syllables and sounds length

The relative length of syllables and sounds is an obvious

prominence feature. The speaker usually stretches a word if

s/he wants to emphasize it. As there is no reliable algorithm

of syllable detection for Russian and there is no syllable

transcription in CORPRES, the speech corpus of Russian

speech used in the present experiment, relative syllable length

was not used. Two temporal features were used. The first

feature is total word length in milliseconds. The second one is

relative sound length within a current word that is expressed by

the ratio of sound length within a current word and the length

mean for the sound. The means were calculated for sound

samples within the speech corpus. These features are possible

to calculate as there is phonetic transcription with precise

speech sound boundaries and orthographic transcription with

precise word boundaries in CORPRES. Thus, there is no

need to detect speech segment boundaries automatically, but it

should be done by means of the automatic speech recognition

in real-life applications.

B. Melodic features

The majority of researchers support the idea that melodic

features are the most crucial for speech prominence, i.e. see

[8]. In present research, the melodic contour of every word was

examined separately. An original recently developed method

of melody processing [6] was used. This method showed its

efficiency in the system of automatic interpretation of tone

unit prosody.

The melodic features were extracted from a preprocessed

and smoothed melodic contour. The melodic contour is

achieved as a result of automatic pitch detection system that

has been developed earlier at the Department of Phonetics of

Saint-Petersburg State University. The goal of preprocessing
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is to eliminate microprosodic events and to get a smoothed

melodic contour. This allows to get rid of calculation errors

occurring within microprosodic events. Automatic melody

preprocessing consists of the following four steps:

1) detection of voiced parts of the speech signal;

2) pitch detection within voiced parts;

3) microprosody and laryngalization rule-based processing;

4) melodic contour smoothing based on the algorithm of

moving average.

The following melodic features were selected for promi-

nence detection based on the analysis of other research and

solutions as well as a series of experiments: maximum,

minimum, mean and standard deviation of the fundamental

frequency within a word. The rate of fundamental frequency

change is also taken into account to model not only the

fundamental frequency itself but the extent of its change as

well. Thus, maximum, minimum, mean and standard deviation

of the fundamental frequency change within a word were

applied for this purpose. These features are applied based on

the idea that the change of fundamental frequency is higher

within a prominent word.

C. Intensity of speech signal and its spectrum

Speech loudness also correlates with prominence. Speech

loudness corresponds with speech signal intensity or, more

precisely, with its spectrum intensity. Meanwhile there are two

main ways of modeling speech loudness. The first one is a cal-

culation of spectrum intensity within certain, most significant

frequency bands. The second is a calculation of speech signal

intensity. The latter does not require FFT calculation that leads

to much faster feature extraction. It is worth saying that the

efficiency of signal based features is equal to the efficiency

of spectrum based ones. The following features were used

to express word loudness: maximum, minimum, mean and

standard deviation of speech signal intensity within a current

word.

The discrete extraction of signal intensity features is used.

The speech signal within a word is divided into processing

windows. Window length is 10 ms and window step is also

10 ms, that is windows do not overlap. The signal intensity

within a processing window is a mean of signal amplitude

values within the window. Thus, we calculate a single signal

intensity value every 10 ms. This value array is used to obtain

the features listed above.

D. D. General overview of proposed acoustic features

The acoustic features described above express three different

aspects of speech prosody: melodic, dynamic and temporal

description of prosody. They are independent at the first

glance, that is changing one of them does not influence the

others. But that is not really true. Changing one of them will

influence the perception of the others. The perceptual char-

acteristics of speech are more important than its real acoustic

characteristics when one considers speech prominence. That is

why all the features should be taken into account. For example,

an increase in signal intensity leads to an increase in perceived

pitch and an increase in fundamental frequency leads to an

increase in perceived loudness [3]. It is quite obvious how to

extract temporal and dynamic information. The task of key

melodic feature extraction still requires a solution because it

is not obvious what melodic features are the most important

for automatic prosody interpretation. However, to make the

feature extraction process consistent, it was decided to use the

following list of features to model word prominence:

1) total word length, relative sounds length;

2) maximum, minimum, mean and standard deviation of

the fundamental frequency within a word;

3) maximum, minimum, mean and standard deviation of

the fundamental frequency change within a word;

4) maximum, minimum, mean and standard deviation of

the speech signal intensity within a word.

The use of these acoustic features is based on the following

reasons. First of all, it is well known that short words are

rarely prominent, but the melodic contour within them usually

changes greatly and rate of F0 change is a correlate of

prominence. Thus, the use of word length as an acoustic

feature helps to detect such words as non-prominent. The

melodic and dynamic features are designed following the same

principles: maximum, minimum, mean and standard deviation

are calculated. This allows to estimate the range and variance

of prosodic features. On the other hand, it allows to examine

how words differ from each other, especially by statistical

measures such as mean and standard deviation. These prosodic

features are essential and almost all other features are based

on them.

III. STATISTICAL PROCESSING OF PROSODIC DATA

The choice of statistical data processing and acoustic mod-

eling method that allows to achieve the best efficiency of

automatic prominent word detection is no less crucial than

the choice of acoustic features. The main statistical framework

applied in speech technology at the moment is hidden Markov

models (HMM) that would be perfect for the solution of this

task within an automatic speech recognition system. HMM is

the best choice when one needs to reveal a context dependency

of objects or a dependency of certain objects appearing next

to preceding objects. The solution of current task does not

require this; it is possible to make an assumption about context

independence of word prominence from the prominence of

preceding words. Thus it was decided to use another method.

It seems reasonable to use classification and regression trees

(CART) to detect prominent words as it was done in [5]. CART

is an effective classification method when classified objects

are independent from each other. Besides that, CART allows

to define a relative significance of features for a classification

task. It is especially valuable from scientific point of view

and allows us to develop, test and apply acoustic features

that are more and more effective and reliable for a task of

modeling and detecting prominent words. Usually the entropy

is used as a splitting criterion in a CART framework. However,

it has been decided to use probability of prominent words

as a splitting criterion in the current system. There are two
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TABLE I
THE EVALUTION RESULTS WITH DIFFERENT SETUPS

Experiment Efficiency Precision Recall

SpInd 84,2 83.3 79.1

SpDep 77.1 81.2 73.4

Male Voices 89.7 90.4 80.1

Female Voices 87.3 88.2 78.8

reasons for that. The first one is the fact that when entropy is

calculated all classes are supposed to be equally probable, but

the number of prominent words is 4 times smaller than the

number of non-prominent words. In case of using entropy this

could lead to the situation when there are objects of different

classes in all CART leafs: many non-prominent words and

several prominent words. The other reason is that there are

just two classes in this case: prominent and non-prominent

words. Thus, uncertainty degree is unambiguously defined by a

probability of one class. The experimental results showed that

the probability of prominent words is a much more efficient

splitting criterion than entropy.

IV. EXPERIMENTS

A. Experimental Data Description

All the experiments were carried out with the CORPRES

(Corpus of Russian Professionally Read Speech) corpus. It

consists of recordings from 8 speakers, four men and four

women. It contains 25 hours of fully annotated speech [7],

three hours per each speaker. The corpus contains the follow-

ing annotation levels:

1) pitch marks – boundaries of fundamental frequency

periods;

2) phonetic events labeling – boundaries and labels of

phonetic events;

3) phonetic transcription – boundaries and labels of speech

sounds;

4) orthographic transcription – boundaries and labels of

words;

5) prosodic transcription – boundaries and labels of tone

units and pauses.

There are 211 383 running words in the fully annotated

part of the speech corpus and 40 547 of them were labeled by

experts as prominent.

B. Experimental Results

Cross-validation has been applied for efficiency measure-

ment during experiments. This method is widely used in cases

of lack of data and non-uniform data. Prominent words are

non-uniformly distributed over the speech corpus and non-

prominent words would be considered as a more probable

class. The cross-validation allows to avoid that. It has been

decided to use the same efficiency metrics as the ones used

in search tasks for the task of prominent word detection can

be considered a search task. These are error-rate, precision

and recall. A series of experiments was held to estimate the

efficiency of automatic detection of prominent words using the

above mentioned prosodic features and statistical classifier.

A series of experiments was held:

1. Speaker Independent (SpInd): All data were uniformly

devided into 10 parts, i.e. the recordings of every speaker were

divided into 10 parts. Nine parts were used as training data

and one part was used as test data, thus there were about 22.5

hours of training data and 2.5 hours of test data.

2. Speaker Dependent (SpDep): The purpose of the exper-

iment was to evaluate the efficiency of the system when the

recordings of one speaker are used as training data and the

recordings of other speakers are used as test data. The data

were divided in the following way: the data from 7 speakers

(about 22 hours) were used for training and the data from 1

speaker (about 3 hours) were used for evaluation.

3. The last experiment was intended to evaluate the system

with gender dependent data. First of all, data from male

speakers were separated from data from female speakers. Each

part of the data was divided into training data ( 9/10 of data,

about 11.25 hours) and test data (1/10 of data, about 1.25

hours). Thus, four different experiments were held and the

results are presented in Table I. The results in the table show

several interesting tendencies. The results are much better for

the gender dependent system then for gender independent. It

might be caused by the significant differences in pitch between

female and male voices. This proves the concept that pitch

plays a major role in prominence detection.

Another conclusion is that SpInd yields better results then

SpDep. This is probably due to the fact that training and test

data within SpInd experiment included data from all speakers,

while in SpInd experiment training data exluded the data of

the test speaker. This shows that the data from seven speakers

was not enough to train a speaker independent system and to

predict the excluded speaker efficiently.

An overall efficiency of 84.2 % was achieved for speaker

independent task. Table II shows the comparison of this result

against the results achieved by other researchers in speaker

independent systems.

The empty cells in the table mean that the authors did not

present precision and recall results in their papers. As one can

see, the efficiency of the current system is not the best one,

but not the worst. However, it is worth highlighting that an

amount of experimental data is by two orders of magnitude

greater than the amount of data used to test other systems.

Thus, the experimental results can be considered as positive

and efficient enough to be a baseline for further research in

the field of automatic detection of prominent words.
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TABLE II
THE EFFICIENCY OF THE AUTOMATIC PROMINENT WORD DETECTION AS COMPARED TO SIMILAR RESULTS ACHIEVED BY OTHER RESEARCHERS

Research Language Amount of Data Efficiency Precision Recall

Brenier et. al. [2] English 2906 words 87,1

Kroul [4] Czech 2160 words 91.1

Tamburini [9] Italian 4780 syllables 82.5 75.6 77.9

Wang and Narayanan [10] English 3247 words 76.2 82.1 73.4

Current System Russian 211383 words 84.2 83.3 79.1

V. CONCLUSION

The paper presented results of the research dedicated to au-

tomatic detection of prominent words. Algorithms of prosodic

features extraction were developed during this research. Three

types of prosodic features were used: melodic, dynamic and

temporal. CART with modified splitting criterion was used as

a statistical classifier. The efficiency of the developed system

was tested in a series of experiments. The efficiency of 84.2 %

was achieved, that which is comparable to other research in

this field. The undisputable advantage of this system is that it

is the first such system of the kind that has been developed

for the Russian language and it could undoubtedly be used

within automated annotation of speech corpora modules and

automatic speech recognition systems.
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