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Abstract-This paper describes a proposition of the method
for optimal adjustment parameters of the adaptive filter with
LMS algorithm in the practical application of suppression of
additive noise in a speech signal for voice communication with
the control system. By the proposed method, the optimal values
of parameters of adaptive filter are calculated with guarantees
the stability and convergence of the LMS algorithm. The DTW
criterion is used for the quality assessment of speech signal pro-
cessing obtained from output of adaptive filter with LMS algo-
rithm. In the experimental section is described the way of veri-
fication of the proposed method on the structure of the adap-
tive filter with LMS algorithm and on the structure of the
adaptive filter with LMS algorithm in application of suppress-
ing noise from speech signal by simulations in MATLAB soft-
ware and implementation on DSK TMS320C6713.

Keywords-LMS adaptive filter (Least Mean Square), DTW
criterion (Dynamic Time Warping), noise canceller.

I. INTRODUCTION

FOR optimum settings of a step size parameter i and the
length M of the adaptive filter with the LMS algorithm
is necessary ensuring the stability and convergence of the
LMS algorithm. As a result of appropriate setting of the
adaptive filter parameters is correct speech signal processing
and subsequent correct the isolate words recognition through
the use of the DTW criterion.

II. Tue Apaptive Firter WitH LMS ALGoritam

A. LMS algorithm
Least mean — square (LMS) algorithm was developed by
Widrow and Hoff in 1960. This algorithm is a member of
stochastic gradient algorithms [2]. The LMS algorithm is a
linear adaptive filtering algorithm, which, in general, con-
sists of two basic processes:
a) filtering process, which involves
e Computing the output y(n) of adaptive filter in response to
vector input signal x(n) (1),
¢ Generating an estimation error e(n) (Fig.5) by comparing
this output y(n) with desired response d(n) (Fig.2) (2),

b) An adaptive process (3), which involves the automatic

adjustment of the parameters w(n+1) of the filter in accor-
dance with the estimation error e(n) [3], [1]
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Fig. 1 FIR LMS adaptive filter realization [2].

B. Settings of a step size parameter U

a) Calculating of a step size parameter U to ensure the
stability of adaptive filter with the LMS algorithm.

For determination, when the LMS algorithm remains sta-
ble is necessary find the upper bound of ., that guarantees
stability of LMS algorithm (4) [1]

1
max < 4
2 3R] “4)
tr[R] trace of R, which mean sum of the diagonal elements

of R,
R Toeplitz autocorrelation matrix calculated from vector of
input signal x(n), size Ris M x M.
Toeplitz autocorrelation matrix R is calculated by equa-
tion (5)[2]

R =Hx{n)x (n)]. (5)
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Fig. 2 Waveform, spectrogram (frequency time analysis) and periodogram
of power spectral density estimate of desired speech signal d(n) of isolated
czech word "jeden" to the input of adaptive filter with LMS algorithm.

The significance of the upper bound of , which is pro-
vided by (4), is that it can easily be calculated from the filter
input samples. Range of u that is provided by (4) is suffi-
cient for the stability the LMS algorithm, but is not neces-
sary [1].

b) Calculating of a step size parameter U to ensure the
convergence of adaptive filter with the LMS algorithm

Convergence behaviour of LMS algorithm is directly
linked to the eigenvalue spread of the autocorrelation matrix
R and the power spectrum of x(7). Convergence of the LMS
algorithm is directly related to the flatness in the spectral
content of the underlying input process. E[v(n)] converges
to zero when 4 remains within the range of formula (6).
E[v(n)] is expectation of weight — error vector v(n) = w(n) —
Wo.

ll"COﬁVS

1
T (6)
)'fnax
maximum eigenvalue of autocorrelation matrix R of
the input vector x(n).

/lmax

The above range does not necessarily guarantee stability
of LMS algorithm. The convergence of LMS algorithm re-
quires convergence of the mean of w(n) towards w, and also
convergence of the variance of the elements of w(n) to some
limited values [1]. Vector wy is calculated by Wiener — Hopf
equation and the superscript “;” indicates the optimum
Wiener solution for the Wiener filter [2].

¢) Calculating of optimal value of a step size parameter
Uop of adaptive filter with the LMS algorithm

Determination of a step size parameter U o value is im-
portant to conduct an algorithm LMS. When selecting pa-
rameter [y terms of a compromise between the two aspects.
On the one hand, large values u can leads quickly to the op-
timal settings the LMS algorithm for speech signal process-
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ing. On the other hand, may increase the value u of a mis-
take in the speech signal processing in further steps. Small
value 4, on the contrary, ensure the stability and the conver-
gence of LMS algorithm [1].

As a result small value u is the slowdown in the conver-
gence of LMS algorithm and, consequently, increasing the
inaccuracies in the filtration non-stationary signals [9]. For
the optimal value of the parameter i o, is the following
equation (7) [1]

M
:Llopt = ( (7)

1+ M).tfR]’

tr[R]trace of R, which mean sum of the diagonal elements
ofR, M parameter misadjustment.

Parameter misadjustment M is defined as ratio of the

Table I.
CALCULATED VALUES OF A STEP SIZE PARAMETERS Uopt, Himax, Meonv OF LMS
ADAPTIVE FILTER FOR INPUT SIGNAL X(1) WITH DIFFERENT SSNR  VALUES.

SSNR. = SSNRy= SSNR..= SSNR,:=
6,731(dB) 18,187(dB) 3,119(dB) ~1,783(dB)
Hinax=3,25.10 Hnax=3,54.107 nax=2,99.107 Hinax=2,25.10
2 2
( M:m%) ( leﬂ%)

( M:IO%) ( M:IO%)
Meon=1,21 Meom=1,221 Heom=1,239 Meonv=1,168
( M =10%) ( M =10%) ( M =10%) ( M =10%)
Uon=5,9.10" | p1op=6,4.10° Uop=5,4.107 | 11y=4,09.10°
( M:IU%) ( M:IU%) ( leo%) ( leo%)
Uop=1,08.10" | pop=1,18.107 Hop=1.102 Uop=7,5.10"

: ( M =20%) ( M =20%) ( M =20%)
( M =20%)
Mop=14,99.1 Hop=1,63.107 Hop=1,38.102 Hop=1,04.107
-3
0 ( M =30%) ( M =30%) ( M =30%)
( M =30%)

steady — state value of the excess mean-square error (MSE)

Eoxcess t0 the minimum mean square (MSE) error &yin.

M — gexcess

gmin

= utfR].

®)

The misadjustment Ml is a dimensionless parameter that
provides a measure of how close the LMS algorithm is to
optimality in the mean - square — sense.

The smaller M is compared with unity, the more accu-
rate is the adaptive filtering action being performed by the
LMS algorithm. Values of misadjustment M are usually
the 10%, 20% and 30% (Tab.I), (Tab.III), (Tab.V), (Tab.VI
), (Tab.VII) [1].

A value of M = 10% means, that the adaptive system

has an MSE only 10 percent greater than & [8].
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II1. DETERMINATION OF THE LMS ADAPTIVE FILTER LENGTH M BY
wAY OF WIDROW METHOD [8]

Time constant T is calculating
- 1 M
T 4uA AutfR]’

A eigenvalue of autocorrelation matrix R of the input vec-
tor x(n),

tr[R]trace of R, which mean sum of the diagonal elements
of R.

When the eigenvalues A are sufficiently similar for the
learning curve to be approximately, fitted by a single expo-
nential, its time constant 7., may be applied to (9) to give an
approximate value of M [8].

Values of order M LMS adaptive filter can be calculated
from input signal x(n) to adaptive filter (Tab.III)

m =R
P

)

(10)

IV. Using DTW CRITERION FOR DETERMINATION OF THE ADAPTIVE
FILTER LENGTH M

The correct determination of the adaptive filter length M
is very important. When the length M of the adaptive filter is
low, the speech signal processing as a result of a small num-
ber of parameters of the adaptive filter is inaccurate. High
value of the adaptive filter length M lead to inaccurate
speech signal processing by influence of the estimator vari-
ance increase. In draft method in this work was used DTW
criterion for determining value of length M of the LMS
adaptive filter.

By way of DTW criterion is compare two sequences of
vectors: reference vector P = [p(1), . . . p(P)] of the length P
and test vector O =[o(1), . . . o(T)] of the length T [6].

Value of the LMS adaptive filter order M is determined
by setting values of the order M in interval {0 to 150} and
calculating of the minimum distance d (similarity) between
the reference vector P (desired signal d(n) (Fig.2)) and the
test sequence vector O (error signal e(n) (Fig.5)). Words are
almost never represented by the sequence of the same length
P# T. The distance d between the sequences O and P is

given as minimum distance over the set of all possible paths
(all possible lengths, all possible courses) [4]. When the dis-
tance d was d<0,2, the word was recognized. This value
d<0,2 was determined empirically from the measured results
of implemented experiments (Tab.Il), (Tab.Ill), (Tab.V),
(Tab.VI), (Tab.VII), (Tab.VIII).

Minimum distance computation

D(O,P) = min D, (O,P) (11)

is simple, when normalization factor &V, is no function of
path and is possible write N=N for 7/

Ke
D(O,P):%I‘Tg?kzl d [o[t,(B)], plr (K] W (k) (12)

V. USING OF THE ADDITIVE NOISE IN EXPERIMENTS WITH SPEECH
SIGNAL

For implementation of experiments are used additive
noises with calculated segmental SNR (Signal to Noise Ra-
tio) — SSNR (Tab.IV) for speech signal processing [5]

1 L-1
SSNR=—Y SNRV4D, (13),
K3
L is the number of segments of speech signal,
K the number of segments in speech activity,

VAD; is information about speech activity (values 1
and 0) in i-th segment, SNR; is local (short term) SNR.

TasLe II.

THE VALUES OF DISTANCE d ARE CALCULATED BY COMPARING OF THE CZECH
ISOLATED WORDS "JEDEN" (ONE) WITH THE WORDS "DVA" (TWO) FOR UP TO
"PET" (FIVE) AND COMPARED THE WORD "DVA" (TWO) WITH THE WORDS
"JEDEN"(ONE), "TRI" (THREE) FOR UP TO "PET"(FIVE).

jeden— jeden—dva jeden—tii jeden—Ctyfi jeden—pét
jeden
d=0 d=0,713 d=1,218 d=1415 d=0,552
dva—jeden dva—dva dva—tii dva—Ctyfi dva—pét
d=0,713 d=0 d=0,406 d=0,568 d=0,373

Table III.

THE VALUES OF ORDER M OF ADAPTIVE FILTER AND DISTANCE d BETWEEN DESIRED SPEECH SIGNAL d(71) TO ADAPTIVE FILTER AND ERROR SIGNAL e(17) FROM ADAPTIVE
FILTER CALCULATED BY WAY OF WIDROW METHODS (SIMULATED IN MATLAB).

SSNR.=6,731(dB) SSNRw1=18,187(dB) SSNR,,=3,119(dB) SSNR,;;=—1,783(dB)
Widrow 1=5,9.10"; M=19 1=6,4.10%; M=17 1h=5,4.10%; M=21 11=4,09.107; M=26
Ml=10 d=9,919.10* d=1,697.10" d=2,919.10" d=2,908.10""
%
Widrow 1£=1,08.10% M=19 1=1,18.10% M=17 1=1.10%; M=21 1=7,5.10%; M=26
Ml =20 d=1,181.10" d=2,54.10" d=4,152.10"" d=4,011.10"
%
Widrow 14=14,996.107; M=19 14=1,63.10% M=17 14=1,38.10% M=21 145=1,04.10% M=26
Ml=30 d=1,357.10" d=3,194.10" d=4,907.10"" d=4,645.10""
%
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In the paper were used following additive noises for
compare of the results of the proposed methods:

e Additive noise n.(n) (Fig.3) with the ratio of the desired
signal d(n) (Fig.2) of isolated czech words "jeden" to noise
ny(n) SSNR,=6,731(dB) (Tab.IV).

e White noise ny:(n) with the ratio of the desired signal d(n)
(Fig.2) of isolated czech words "jeden" to noise nyi(n) SS-
NR.=18,187(dB) (Tab.IV).

® White noise n4(7) the ratio of the speech signal of isolated
words "jeden" (Fig.2) to noise nw.(n) SSNRy,=3,119(dB)
(Tab.IV).

aditive noise
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Fig. 3 Waveform, spectrogram (frequency time analysis) and periodogram

of power spectral density estimate of desired speech signal d(n) of additive
noise n,(n) with SSNR.=6,731(dB).

TasLE IV.
SEGMENTAL SIGNAL TO NOISE RATIO VALUES CALCULATED FOR THE SPEECH
SIGNAL WORD "JEDEN" (FIG.1) TO ADDITIVE NOISE AND TO ADDITIVE WHITE
NOISE.

Calculated values of ratio
signal to noise

Noise signification

additive noise n.(n)

SSNR,=6,731(dB)

additive white noise 1 nyi(n)
additive white noise 2 ny.(n)

additive white noise 3 nws(n)

SSNR,=18,187(dB)
SSNR.»=3,119(dB)
SSNR,s=—1,783(dB)
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e White noise n3(n) the ratio of the speech signal of isolated
words "jeden" (Fig.2) to noise nw3(n) SSNR,;=-1,783(dB)
(Tab.IV).

VI. Drartr DTW METHOD

Draft method for optimal adjustment of a step size param-
eter Loy and the length M of the LMS adaptive filter was ap-
plied in next steps [7]:

1. Calculation of a step size parameter [, optimal value

(7) from input signal x(n) (with SSNR) to the LMS adaptive
filter ( MI=10%, M=20%, M=30%) (Tab.I).

2. For reference vector P is used desired signal d(n)
(Fig. 2) to the LMS adaptive filter.

3. As a test vector O was chosen error signal e(n) (Fig.5).

4. Next was calculated the distance d (11), (12) between
the signals d(n) and e(n) for sets values of LMS adaptive fil-
ter lengths M in interval {1 to 150}.

5. As the optimal value of the LMS adaptive filter order
M was chosen value of the adaptive filter length M for mini-

mum distance d (Fig.4) between two compared signals d(n)
and e(n).

Calculated value of order M of adaptive filter
with LMS algorithm

02F B

D1J\I\W\ 4

distance & between e(#) and d(#)

0 ey 100 150
lengths M of adaptive filter

Fig. 4 Calculated values M=31 and d=9,61.10? of the LMS adaptive filter
(4=5,9.10%, SSNR=6,731(dB), M =10%).

LMS ADAPTIVE FILTER CALCULATED BY WAY OF DRAFT METHOD WITH DTW cRITERION (SIMULATED IN MATLAB).

TaBLE V.
THE VALUES OF ORDER M OF ADAPTIVE FILTER AND DISTANCE d BETWEEN DESIRED SPEECH SIGNAL d(n1) TO LMS ADAPTIVE FILTER AND ERROR SIGNAL e(7) FROM

SSNR,=6,731(dB) SSNR,;=18,187(dB) | SSNR,,=3,119(dB) SSNR,;=—1,783(dB)

M-=10 10=5,9.10% M=31 W=6,4.10% M=16 w=5,4.10%; M=17 0=4,09.10%; M=88
% d=9,61.10 d=1,691.10" d=2,902.10" d=2,784.10"

M =20 1=1,08.10% M=12 1=1,18.10%; M=16 1=1.10% M=107 16=7,5.10%; M=88
% d=1,124.10" d=2,517.10" d=3,996.10" d=3,877.10"

M=30 | 1=14996.10" M=12 | w=1,63.10%M=37 | u:=138.10% M=107 14:=1,04.107%; M=88
% d=1,249.10" d=3,142.10" d=4,614.10" d=4,463.10"
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Fig. 5 Waveform, spectrogram (frequency time analysis) and periodogram
of power spectral density estimate of error signal e(n) (LMS adaptive filter

— first iteration, M=31, 4=5,9.107, simulated in MATLAB) [7].

In Table V can be seen, that the speech signal e(n) at the
output of the LMS adaptive filter was recognized (d<0,2)
from first iteration for SSNR,=6,731(dB) (1,=5,9.107;
M=31, M=10%), (1=1,08.10% M=12, M=20%),
(4=14,996.103, M=12, M=30%) and for SSNR.
wi=18,187(dB) (1:=6,4.103; M=16, IM=10%). When the
additive noise values SSNR,, in speech signal were higher,
the speech signal was not recognized.

VII. UsiNG oF THE DrAFT METHOD WiTH DTW CRITERION FOR
LMS ApAPTIVE NoOISE CANCELING FROM SPEECH SIGNAL

B. Matlab simulation

The draft method with DTW criterion was used for the
LMS adaptive noise canceling from speech signal, simulated
in MATLAB in two channel structure of the adaptive filter
with LMS algorithm in an application for the suppression of
additive noise (Fig.6). A primary input contains desired sig-
nal d(n), and an additive noise n(n). A noise reference input
is assumed to be available containing » ”(n), which is corre-
lated with the original corrupting noise n(n). As shown fig-

ure 6 the LMS adaptive filter receives the reference noise,
filters it, and subtracts the result from the primary input.
From the point of view of the adaptive filter, the primary in-
put (d(n)+n(n)) acts as its desired response and the system
output acts as its error. The noise canceller output e(n)
(Fig.7) is obtained by subtracting the filtered reference noise
n(n) from the primary input. Adaptive noise canceling gen-
erally performs better, than the classical approach since the
noise is subtracted out rather than filtered out [8].

. System
e e e L LT T = oupu
. d(n)+ n(x) 2 (7
Signal 1
sonce -"’"Z._-D-D T —L’l
] J
1 ]
3 f 1
- oi(m) P
Noise D L | Adaptive
source 1 filter :
Reference |
input 7 :
1 Error 2 (%) ]
L |

Adaptive noise canceler

Fig. 6 Separation of signal d(n) and noise n(n) LMS adaptive noise-cancel-
ing approach [8].
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Fig. 7 Waveform, spectrogram (frequency time analysis) and periodogram
of power spectral density estimate of error signal e(n) (LMS adaptive noise

canceller — first iteration, M=17, 4=5,9.107, simulated in MATLAB) [7].
The draft DTW method was used for optimal settings val-

ues of the adaptive filter length M and a step size factor i of

Table VI.
THE OPTIMAL VALUES OF ORDER M OF FILTER AND DISTANCE d BETWEEN DESIRED SPEECH SIGNAL d(77) AND ERROR SIGNAL e(11) FROM LMS aDAPTIVE NoOISE
CANCELLER CALCULATED BY WAY OF DRAFT METHOD WITH DTW cRITERION (stMULATED IN MATLAB).

SSNR,=6,731(dB)

SSNR,,=18,187(dB)

SSNR,,;=3,119(dB) SSNR,;=-1,783(dB)

M-=10 0=5,9.10%; M=17 =6,4.10"; M=43 W=5,4.10%; M=149 10=4,09.10%; M=74
% d=9.9.10* d=5,421.10" d=9,142.10" d=1,473

M =0 | w=1,08.10% M=10 1=1,18.107%; M=99 1:=1.10% M=103 1:=7,5.10°; M=74
% d=9.8.10* d=5,409.10" d=1,127 d=1,42

M =30 | w=14996.10%M=7 | p=1,63.105M=99 | w=138.10%M=103 | :=1,04.10% M=74
% d=9.87.10* d=5,405.10" d=1,111 d=1,374

771
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the adaptive filter with LMS algorithm in the application of
the suppression of additive noise from the speech signal.
Calculated optimal values — the order M of the LMS adap-
tive noise canceller and distance d between desired speech
signal d(n) (Fig.2) and error signal e(n) (Fig.7) from the
LMS adaptive noise canceller are calculated in Table VL
The speech error signal e(n) from the output of LMS
adaptive noise canceller was recognized (4<0,2) from first
iteration only for the SSNR,=6,731(dB) (1,=5,9.103; M=17,
M =10%), (1-=1,08.102, M=10, M =20%),
(11=14,996.10°, M=7, M =30%).

When additive noise values SSNRy, in speech signal are
higher, speech signal was not recognized.

C. Implementation LMS adaptive noise canceller on DSK
TMS 320C6713
The draft method with DTW criterion for determining of
the order M of the adaptive filter with LMS algorithm was
used in an application to suppressing noise n(n) from the
speech signal x(n) in implementation of two channel struc-
ture of LMS adaptive noise canceller on DSP (Digital Signal
Processor) Starter Kit (DSK) TMS320C67113 (Fig.10) [11].
Input signal x(n) (Fig.8) is composed from desired signal
d(n) (Fig.2) + additive noise n(n). The segmental signal to
noise ratio of input signal x(n) (Fig.8) is SSNR=6,676(dB).
Input signal x ()

o1 02 03 04 05 06 07
t[s]

01 02 03 04 05 06 07

! [liiﬁ]

Fig. 8 Waveform, spectrogram (frequency time analysis) and periodogram
of power spectral density estimate of input signal x(n) (desired signal d(n) +
additive noise n(n) - SSNR=6,676(dB)) to LMS adaptive filter in an appli-
cation to suppress noise from the speech signal — first iteration, implement-
ed on DSK TMS320C6713 ) [7].

Applications of the draft method with DTW criterion was
carried out in several steps:

1. step - calculation of a step size parameters u ( M
=10%, M =20%, M =30%) (Tab.VIl) with guarantees
the stability and convergence of the LMS algorithm by using
of input signal x(n) (Fig.8) SSNR=6,6756(dB) to LMS adap-
tive noise canceller (simulated in MATLAB).

2. step - the calculation values of the LMS adaptive filter
order M (Tab.VII) for sets a step size parameters u ( M

PROCEEDINGS OF THE IMCSIT. VOLUME 5, 2010

=10%, M =20%, M =30%) by using of input signal x(n)
(Fig.8) SSNR=6,6756(dB) to the LMS adaptive noise can-
celler (simulated in MATLAB).

In the Table VII are calculated values d between output
signal e(n) (Fig.9) from adaptive filter with LMS algorithm
and desired signal d(n) (Fig.2) for the values parameters set
of the LMS adaptive filter order M.

The calculated values of distance d (Tab.VII) in MAT-
LAB shows, that an isolated word "jeden" (Fig.9) from
adaptive filter output was recognized d=0,184 (d<0,2),
when optimal set parameters of adaptive filter with LMS al-
gorithm are M=21, 1,=0,103 for M =10%.

TasLe VIIL.
THE CALCULATION VALUES OF DISTANCE d, LENGTH M AND A STEP SIZE

PARAMETER [ OF THE LMS ADAPTIVE NOISE CANCELLER FOR ( M =10%,

M =20%, M =30%) SSNR=6,676(dB), (SIMULATED IN

MATLAB).
M M =10% M =20% M =30%
u 14=0,103 1:=0,188 1:=0,26
M M=21 M=40 M=99
D d=0,184 d=0,265 d=0,307

3. step - empirically was found, that the parameter ¢ for
the LMS adaptive noise canceller, implemented on the DSK
TMS320C6713 allow set only in the range u=1.10"to
4=1.10""2. The length M of the LMS adaptive noise can-
celler can be set only in the range M=16 to M=52.

Optimal settings values of a parameter ¢ and the order M
was M=21 and u=1.10"* for the LMS adaptive noise can-
celler implemented on the DSK TMS320C6713 (Tab.VIII).

The speech error signal e(n) from the output of LMS
adaptive noise canceller (implemented on DSK
TMS320C6713) was recognized (d<0,2) from first iteration
for the SSNR,=6,676(dB) (u=1.10"%; M=21).

TasLe VIII.
THE CALCULATION VALUES OF DISTANCE d FOR SETTINGS OF LENGTH M=21

AND PARAMETERS U (x(n) (Fig.8) withH SSNR=6,676(dB)) (LMS
ADAPTIVE NOISE CANCELLER WAS IMPLEMENTED oN DSK TMS320C6713).

Settings of u=1.10" u=1.10" p=1.10"%
parametery
Caleulated value 4 766,101 d=3475.10"  d=8,97.10°

of d

VIII. Using LMS ADAPTIVE NOISE CANCELLER IN VOICE
COMMUNICATION WITH CONTROL BUS system NikoBUS

The draft method with DTW criterion was used for opti-
mal settings parameters of LMS adaptive noise canceller,
implemented on DSK TMS320C6713, applied in voice com-
munications with control BUS system NIKOBUS (Fig.10).
System NIKOBUS was implemented in simulation of visu-
alization operational control of the technical features of the
building through visualization software Promotic. For
speech recognition in voice communication with control
BUS system has been used software My Voice (Fig.10)
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Fig. 9 Waveform, spectrogram (frequency time analysis) and periodogram
of power spectral density estimate of error signal e(n) (LMS adaptive
Noise Canceling from the speech signal — first iteration, M=21, t=1.10",
implemented on the DSK TMS320C6713) [7].
linked with software Promotic. By using of software My
Voice is done voice control of operational technical func-
tions in the buildings.

speaker DSK TMS320C6713 My Voice
i ©@Y NIC N Promotic
— ‘] LEFT d (n)+n(n)
MIC IN
RIGHT
D)o
|
: Additive ﬁllll(sosgjtsem
o i
;/5)\. noise

Fig. 10 Implementation of the LMS adaptive noise canceller for voice com-
munications with control system NIKOBUS (Xcomfort) [7].

The aim of the experiment was to determine the success
of the detection of selected voice commands. A microphone
for capturing speech was located at a distance of about 5 cm
from the mouth, according to the manufacturer's instruc-
tions. The second microphone was directed to the source of
additive noise.

As source of additive noise were used the blower noise
and loud radio on (radio station in D major, with classical
music). The fan was placed in a distance of 25cm from the
microphone. Radio speakers were placed approximately 70
cm from the microphone.

One order was one-word command "boiler" (wash-boiler)
is for switching on and off the boiler.

Conditions for the experiment were the following (Fig. 11):

1. 100 x spoken command “boiler” without the LMS
adaptive noise canceller:

* Measure 1 without additive noise — 99% successfully
speech recognition.

* Measure 2 with additive noise — 81% successfully speech
recognition.

2. 100 x spoken command “boiler” with the LMS adap-
tive noise canceller implemented on DSK TMS320C6713:
* Measure 3 without additive noise — 99% successfully
speech recognition.
* Measurement of 4 with additive interference — 99% suc-
cessfully speech recognition.

]
99% 99% 99%

81%

100%
0%
0% q
TO0%
B0% q
S0%
40%
30% q
20% 1
10% q

0%
measurement measurement
1 mea 51112‘6111e11t 3 mea SIH‘ement

recognition

Fig. 11 Evaluation of recognition of isolated czech word - the command
"boiler" (wash - boiler) by way of recognition software MyVoice.

CONCLUSION

In this paper was described the way of verification of the
proposed method on the structure of adaptive filter with
LMS algorithm in application of suppressing noise from
speech signal by way of simulation in MATLAB software.

Through the use of DTW criterion was obtained a tool for
determining the quality of speech signal processing using in
optimal settings step size parameter ¢ and order M of the
LMS adaptive filter or the LMS adaptive noise canceller

The proposed method was verified by way of the practical
realization of the structure of the LMS adaptive noise can-
celler in the application for suppressing additive noise from
speech signal by implementation on the DSK TM-
S320C6713 (Fig.12). This implementation was used for
voice communication with control BUS system NIKOBUS
for simulation controlling of operating technical functions in
buildings.

Fig. 12 Experimental workplace with DSK TMS 320C6713 and control
panel with BUS system NIKOBUS.
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