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b) Back-projection onto the image - a transformation 

from the RGB color space to HSV color space and 

a quantization of the HSV color space at 166 colors

is performed for each segmented image.

c) Thresholding and labeling image - insignificant

color information is reduced and the significant 

color regions are evidentiated, followed by the 

generation, in automatic way, of the regions of a 

single color, of the two colors, of three colors. 

In the implementation of the color set back-projection 

algorithm that can be found it in [1] [13]. After processing 

the global histogram of the image, and the color set are 

provided. The process of regions extraction is using the 

filtered matrix and it is a depth – first traversal described in 

pseudo-cod in the following way:

Procedure FindRegions (Image I, colorset C) 

1) InitStack(S)

2) Visited = �

3) for *each node P in the I do

4) if *color of P is in C then

5)     PUSH(P)

6)     Visited m Visited � {P}

7)     while not Empty(S) do

8)        CrtPoint mPOP()

9)        Visited m Visited � {CrtPoint}

10)        For *each unvisited neighbor S of CrtPoint do

11)          if *color of S is in C then

       12)             Visited m Visited � {S}

       13)             PUSH(S)

       14)        end 

       15)      end 

       16)    end 

      17) *Output detected region

       18)    end

       19) end 

The total running time for a call of the procedure 

FindRegions (Image I, colorset C) is )n*O(m 22 where m is 

the width and n is the height of the image [1][13].

III. LOCAL VARIATION ALGORITHM

This algorithm described in [6] is using a graph based 

approach for the image segmentation process. The pixels are 

considered the graph nodes so in this way it is possible to 

define an undirected graph G = (V, E) where the vertices   

iv from V represent the set of elements to be segmented. 

Each edge )v,v( ji belonging to E has associated a 

corresponding weight )v,v(w ji calculated based on color, 

which is a measure of the dissimilarity between neighboring 

elements iv and jv . 

A minimum spanning tree is obtained using Kruskal’s 

algorithm. The connected components that are obtained 

represent image’s regions. It is supposed that the graph has 

m edges and n vertices. This algorithm is described also in 

[14] where it has four major steps that are presented below:

1) Sort  )e,...,e(E m1= such that 'ttee 'tt <ò<

2) Let }){},...,({= 1 n
o xxS be each initial cluster 
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The existence of a boundary between two components in 

segmentation is based on a predicate D. This predicate is 

measuring the dissimilarity between elements along the 

boundary of the two components relative to a measure of the 

dissimilarity among neighboring elements within each of the 

two components. The internal difference of a component C 

C V was defined as the largest weight in the minimum 

spanning tree of a component MST(C, E): 

)e(wmax)C(Int )E,C(MSTeå= . The difference between 

two components VC,C ç21 is defined as the minimum 

weight edge connecting the two components:

    ))v,v(wmin()C,C(Dif ji=21

                         E)v,v(,Cv,Cv jiji ååå 21

A threshold function is used to control the degree to 

which the difference between components must be larger 

than minimum internal difference. The pair wise comparison 

predicate is defined as:         

     
),(>),(

21
2121{=),(
CCMIntCCDififtrue

otherwisefalseCCD                                                   

where the minimum internal difference Mint is defined as:

))C(R)C(Int),C(R)C(Intmin()C,C(MInt 221121 ++= .

The threshold function was defined based on the size of 

the component: C/k)C(R = .The k value is set taking into 

account the size of the image. The algorithm for creating the 

minimum spanning tree can be implemented to run in 

)mlogm(O where m is the number of edges in the graph. 

IV. IMAGE SEGMENTATION USING A HEXAGONAL STRUCTURE 

DEFINED ON THE SET OF PIXELS

The technique is based on a new and original utilization of 

pixels from the image that are integrated into a network type 

graph [2]. The hexagonal network structure on the image 

pixels, as presented in figure 1 was selected to improve the 
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running time required by the algorithms used for 

segmentation and contour detection. 

The hexagonal structure represents a grid-graph and for 

each hexagon h in this structure there exist 6-hexagons that 

are neighbors in a 6-connected sense. The time complexity 

of the algorithms is reduced by using hexagons instead of 

pixels as elementary piece of information. The index of each 

hexagon is stored in a vector of numbers ]..1[ N , where N, 

the number of hexagons, is calculated using the formula [2]:

)1-
2

4mod-
(*

2

1-
=

widthwidthheight
N

where height and width represent the height and the width of 

the image.

Fig.1. Hexagonal structure constructed on the image pixels

With each hexagon two important attributes are

associated: 

a) The dominant color - eight pixels contained in a 

hexagon are used: six pixels from the frontier and 

two from interior

b) The gravity center

The pixels of image are split into two sets, the set of pixels 

representing the vertices of hexagons and the set of 

complementary pixels. These two lists are used as inputs for 

the segmentation algorithm. 

Based on the algorithms proposed in [2] the list of salient 

regions is obtained from the input image using the hexagonal 

network and the distance between two colors in HSV space 

color. The color of a hexagon is obtained using a procedure 

called sameVertexColour. The execution time of this 

procedure is constant because all calls are constant in time 

processing. The color information is used by the procedure 

expandColorArea to find the list of hexagons that have the 

same color. To expand the current region it is used a 

procedure containing as input:

a) The current hexagon ih , 

b) 1L and 2L lists, 

c) The list of hexagons V

d) The current region index indexCrtRegion

e) The current color index indexCrtColor. 

The output is represented by a list of hexagons with the 

same color crtRegionItem. The running time of the 

procedure expandColourArea is )(nO where n is the number 

of hexagons from a region with the same color.

The list of regions is obtained using the listRegions

procedure The input of this procedure contains:

a) The vector V representing the list of hexagons

b) The lists 1L and 2L

The output is represented by a list of colors pixels and a list 

of regions for each color.

Procedure listRegions ( 21 ,, LLV )
1) colourNb á0;
2) for i á1 to n do

3) initialize crtRegionItem;

4) if not(visit( ih )) then

5) crtColorHexagon ásameVertexColour ( ihLL ,, 21 );

6) if crtColorHexagon.sameColor then

7) k áfindColor(crtColorHexagon.color);

8) if k < 0 then

9)      add new color ccolourNb to list C;

10)      k ácolourNb++;

11)      indexCrtRegion á0;

12) else

13)      indexCrtColor ák;

14)      indexCrtRegionáfindLastIndexRegion(index   

CrtColor);

15)    indexCrtRegion++;

16) End

17) hi.indexRegion áindexCrtRegion;

18) hi.indexColor ák;

19) add ih to crtRegionItem;

20) expandColourArea( VLLh ,,, 211 ,indexCrtRegion, 

indexCrtColor; crtRegionItem);

21) add new region crtRegionItem to list of element k 

from C

22) end

23) end

24) end

The running time of the procedure list Regions is )( 2nO , 

where n is the number of the hexagons network [2].

V.SEGMENTATION ERROR MEASURES

To evaluate a segmentation algorithm it is needed to 

measure the accuracy, the precision and the performance. 

When multiple segmentation algorithms are evaluated some 

metrics are needed to establish which algorithm produce 

better results.

In [3] are proposed two metrics tolerant to refinement that 

can be used to evaluate the consistency of a pair of 

segmentations. A segmentation error measure takes two 

segmentations 1S and 2S as input, and produces a real 

valued output in the range ]1..0[ where zero signifies no 

error. For a given pixel ip two segments 1S and 2S containing

that pixel, are considered. If one segment is a proper subset 

of the other, then the pixel lies in an area of refinement, and 

the local error should be zero. If there is no subset 

relationship, then the two regions overlap in an inconsistent 
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manner. In this case, the local error should be non-zero. Let \

denote set difference, and x the cardinality of set x. If 

),( ipSR is the set of pixels corresponding to the region in 

segmentation S that contains pixel ip , the local refinement 

error is defined in [3] as:

),(

),(\),(
=),,(

1

21
21

i

ii
i

pSR

pSRpSR
pSSE

This local error measure is not symmetric and it encodes a 

measure of refinement in one direction only. Given this local 

refinement error in each direction at each pixel, there are two 

natural ways to combine the values into an error measure for 

the entire image. Global Consistency Error (GCE) forces all 

local refinements to be in the same direction. Local 

Consistency Error (LCE) allows refinement in different 

directions in different parts of the image. Let n be the 

number of pixels [3]:

)},,(,É ),,(min{
1

=),( 122121 ii i pSSEpSSE
n

SSGCE

É )),,(),,,(min(
1

=),( 122121 i ii pSSEpSSE
n

SSLCE

GCELCE � for any two segmentations and it is clear that 

GCE is a tougher measure than LCE. In [3] are shown that, 

as expected, when pairs of human segmentations of the same 

image are compared, both the GCE and the LCE are low; 

conversely, when random pairs of human segmentations are 

compared, the resulting GCE and LCE are high. If the pixel 

wise minimum is replaced by a maximum it is obtained a 

new measure named Bidirectional Consistency Error (BCE) 

that is not tolerating the refinement. This measure is 

evaluated using 

Éi ii pSSEpSSE
n

SSBCE )),,(),,,(max(
1

=),( 122121 .

If an image is interpreted as a set O of pixels and the 

segmentation as a clustering of O we can apply measures for 

comparing clusters. As described in [17] we can have two 

types of distances available for clusters: the distance 

between clusters evaluated by counting pairs and the 

distance between clusters evaluated using set matching.  For 

the first case are assumed two clusters 1C and 2C belonging 

to a set O of objects and also all pairs of distinct objects 

( ji oo , ) from OxO.

Each pair can be found into one of the four categories:

a) in the same cluster under both 1C and 2C (the total 

number of these pairs is represented by N11) 

b) in different clusters under both 1C and 2C (N00),

c) in the same cluster under 1C but not 2C (N10),

d) in the same cluster under 2C but not 1C (N01).

Based on these assumptions the following statement is 

obtained: 2/)1-(=+++ 01100011 nnNNNN .

Based on these numbers multiple distances of the first type 

were defined. One of the distances described in [18] is the 

Rand index evaluated as 
2/)1-(

+
-1=),( 0011

21
nn

NN
CCR .

A perfect matching between two clusters is implied by a 0 

value. Another index called the Jacard index [19] is 

evaluated as 
011011

11
21

++
-1=),(

NNN

N
CCJ

For the second type the comparison criteria is based on the 

following term jiCci Ccj ccCCa ìÉ max=),(
1 2å å21 .

This term measures the matching degree between 1C and 

2C has a value of n when the two clusters are equal. The 

Dongan index [20] is evaluated as 

),(-),(-2=),( 122121 CCaCCanCCD .

VI. EXPERIMENTAL RESULTS

For each image three major steps are required in order to 

calculate GCE, LCE, BCE, Dongen index and Rand index 

values:

a) Obtain the image regions by applying segmentation 

algorithms (color set back-projection – CS, the 

algorithm based on the hexagonal structure – HS, the 

local variation algorithm – LV) and the regions 

manually segmented -MS

b) Store the information obtained for each region in the 

database 

c) Use a graphical interface to easily calculate GCE 

and LCE values and to store them in the database for 

later statistics

All algorithms are using a configurable threshold value to 

keep only the regions that have a number of pixels greater 

than this value. In this way only representative regions are 

saved in the database and used later in the experiments. 

The experiments were made on a working set containing 

300 images selected from IAPR-TC12 [15] and Berkeley 

[16] segmentation datasets. All values were calculated using 

the graphical interface presented in figure 1.

This application is offering to the user a list containing the 

name of all images that were segmented and that have 

regions stored in the database. After selecting from the list 

the name of an image the user needs to press GetInfo button 

to retrieve de information stored in the database for that 

image. In that moment the text boxes containing the number 

of regions obtained with each algorithm are filled. 

For each algorithm a button named ViewRegions is 

available. By pressing this button a new form is shown

containing the obtained regions as presented in image 2. 

This form helps the user to view the regions detected by 

each algorithm and to make an empirical evaluation of the 

performance. Because this evaluation is subjective we need a 

numerical evaluation.

Since the information about regions is available the user 

can press Calculate button. In this moment the error 
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measures will be calculated and shown to the user. If the 

user decides that these values are needed later he can choose 

to store them in the database by pressing Store results

button. To compare the obtained results with previous results 

stored in the database View stored results button should be 

pressed. In this way it is possible to evaluate what algorithm 

is producing better results.

Fig.1. The graphical interface used for errors calculation

  

Fig.2. The form containg image regions

In table 1 are presented the images for which we will 

present some experimental results.

TABLE I. IMAGES USED IN EXPERIMENTS

Images

1 2
3

4 5

6 

In table 2 can be seen the number of regions resulted 

from the application of the segmentation algorithms.

TABLE II .THE NUMBER OF REGIONS DETECTED FOR EACH ALGORITHM

Img.No CS HS LV MS

1 4 3 6 5

2 5 4 7 6

3 5 3 5 3

4 6 4 6 3

5 4 2 5 2

6 5 2 6 3

In table 3 are presented the GCE values calculated for 

each algorithm.

TABLE III .GCE VALUES CALCULATED FOR EACH  ALGORITHM 

Img.No GCE - CS GCE-HS GCE - LV

1 0.18 0.09 0.24

2 0.36 0.10 0.28

3 0.18 0.09 0.11

4 0.10 0.09 0.09

5 0.11 0.09 0.10

6 0.04 0.02 0.03

In table 4 are presented the LCE values calculated for 

each algorithm.

TABLE  IV. LCE VALUES CALCULATED  FOR EAC H ALGORITHM

Img.No. LCE-CS LCE-HS LCE -LV

1 0.11 0.07 0.15

2 0.18 0.12 0.17

3 0.17 0.07 0.08

4 0.09 0.11 0.09

5 0.05 0.08 0.10

6 0.04 0.02 0.02

Bellow is presented the regions obtained for the third 

image after applying manual segmentation and the three 

algorithms presented above. 

Fig.3. Regions from manual segmentation

Fig.4.Regions from the color set back-projection algorithm
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