


Abstract—In this paper, a hybrid two-level algorithm of the 
original  changes  in  diagnostic  signals  received from multiple 
technical devices is presented. Research are aimed at identifica-
tion of the changes, deviations or patters (events), through con-
current diagnostic signals processing, which occur in one select-
ed signal  (proposed algorithm is  adjusted to omit concurrent 
and time-lagged changes). In the first stage, detection is based 
on  non-stationarity  detection  with  the  short-term prediction 
comparison. In the second stage,  dedicated distance-like mea-
sure is employed. Detection results obtained for sample random 
signals including simulated large deviations are presented.

I. INTRODUCTION

ECHNICAL systems, for example Intelligent buildings 

ones, are often consist of technical networked devices 

supervised by a central  unit or controller.  Efficient system 

working depends on the reliable installed devices operation 

which may be successfully provided by the diagnostic signals 

concurrent monitoring. Such processing of available set of 

diagnostic signals, in particular in real time systems, may in-

dicate the work status of devices or results in alarm notifica-

tion resulting from defective device work, faults, power in-

stability, loss of network security or generated signal reliabil-

ity. On the other hand, selected signals may contain random, 

temporary changes, statistically insignificant, being response 

to the irrelevant devices interferences, networked and super-

vised by a central unit. Such changes can trigger false alarms 

or can directly influence the work of other connected devices 

(provide incorrect input signal) thus endanger unstable oper-

ation of the whole system.          

T

Event detection from diagnostic signals is usually based 

on implementation of a detection algorithm capable of iden-

tify the well-defined, expected unusual behavior of the pro-

cessed signal (short or long-term non-stationarities) [5]. De-

tection algorithms are often based on a statistical  and fre-

quency domain data characterization [2], [21], [8], adapted 

to sampling frequency and consistency of available dataset. 

In such cases, complex system monitoring is based on the in-

dividual signal processing which is not sufficient to identify 

coincidence of events in other analyzed time-series.
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Considering diagnostic signals produced by multiple sys-

tem devices, a reliable detection requires the use of dedicat-

ed algorithms based on concurrent or parallel processing of 

all  available  signals  to  capture  non-random  and  relevant 

changes  in  selected  (real-time monitored)  one,  strictly in-

cluding time lags between occurring events as a possible ef-

fect of transmission delays, data queuing, assumed real-time 

regime disturbances. 

The aim of this paper is to describe and present research 

progress on detection algorithms dedicated to capture origi-

nal changes, deviations, or patterns, i.e. which are not an ef-

fect of the same external factors, thus occurring in the only 

one diagnostic signal – including time-delays between possi-

ble changes (avoiding changes presented in both signals – 

concurred or lagged). In the paper, a hybrid detection algo-

rithm is presented, based on concurring processing of pairs 

of signals in a moving window of a fixed length where detec-

tion task splits into two levels: (1) a non-stationarity detec-

tion  and  (2)  its  confirmation  with  distance-like  similarity 

method.  Proposed  approach  is  focused  on  reducing  false 

alarms and early efficient detection of emergency situations 

in multiple diagnostic signal sets. 

This  idea  is  a  development  of  earlier  work  aimed  at 

the significant event detection from time series based on sta-

tistical signal analysis [5], distance-like methods [6], short-

term  prediction  efficiency  comparison  [16],[18],[15],  im-

mune paradigm employed to event detection support  [17], 

[20],  [10],  [22]  and  two-level  algorithms  dedicated  to 

process signals in real time systems [19].

II. EVENT DETECTION FROM SIGNALS RECEIVED FROM MULTIPLE 
DEVICES

Event detection from time series is based on the process-

ing of subsequent samples to identify an unusual process be-

havior, i. e. non-stationarities caused by external non-random 

factors.  To  achieve  reliable  results,  the  signal  analyzes 

should be performed in a moving window of a fixed length 

[3], [5], [4] depending on intended impact of historical data. 

Event detection may be viewed as the unsupervised classifi-

cation task where one class is described (one–class classifi-

cation)  and  a  formal  method  dedicated  to  distinguish  be-

tween normal and anomaly class [10], [19]. 
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Assuming that signals are generated by technical devices 

(for example intelligent building ones), during “normal” sys-

tem behavior stationary is identified (lack of long-term and 

short-term abrupt changes of the mean value or variance); 

an appearance of non-stationarity may be recognized as the 

alarm signal or a specific event, i.e. pattern or unexpected 

change. Such sequences of changes may be visible as the de-

viations  from  the  short/long  term  mean  value  exceeding 

a fixed threshold as the standard deviation multiplicity of ar-

bitrary selected  value.  Depending on event  detection task, 

changes of the same sign (positive or negative ones), differ-

ent sign (or its absolute values) or patters – i.e. original con-

figuration of deviations are tested (lack of changes between 

series of deviations of fixed length is often assumed). 

To detect short and long-term changes in a selected diag-

nostic signal, one may use classical, robust procedures (for 

example, Page-Hinkley one [1]) which reasonable employing 

is often limited by the computation time or a need of long 

data  sets  processing which results  in  usually unacceptable 

time-delays [14]. Implementation of the detection algorithm 

strongly depends on the signal  characterization (statistical, 

frequency),  properties  (dimensionality,  completeness),  at-

tributes of possible events (amplitude, duration, periodicity, 

delay) or the assumed detection error [19].

Change detection from one signal is produced with imple-

mentation of the detection algorithm and usually it is suffi-

cient for a short-tem changes identification, especially when 

one diagnostic signal from one device is obtained. For multi-

ple signals, such approach may results in a number of false 

alarms  or  undetected  events  as  a  result  of  random signal 

changes (for example, short-term power differences, time de-

lays during wire/wireless data transmission) or  inability to 

identify a complex alarm situation (i.e. to detect a real device 

damage, multiple signals are often needed – temperature, in-

put/output, revolutions per minute of central processing unit 

fan etc.). Moreover, significant changes may be announced 

by the short-term deviations in another signal. Thus, process-

ing of a diagnostic series sets seems to be a promising way to 

capture such changes, deviations or patterns in a target sig-

nal. 

Event detection from a selected diagnostic signal from the 

large  available  signals  set  (including  heterogeneous  ones) 

can based on the concurrent, parallel or distributed time-se-

ries processing, to identify both single changes and depen-

dencies  between  events  detected  from  individual  signals 

(with suitable algorithms). Such complex processing may be 

a way to faster detection through the short–term "announc-

ing"  events  recognition  which  can  precede  long-term 

changes of time series the statistical properties [14].

There  is  a  number  of  methods  dedicated  to  time series 

quantitative analyzes [19], like the statistical analysis of the 

frequency of events [12],  trends,  deviants and outliers, the 

patterns and characteristics similarity comparison [14]. Algo-

rithms based on neural networks [7], genetic algorithms [13] 

and other data mining techniques including similarity mea-

sures and distance ones [23], [9] also may be employed [8], 

[12]. Although such results can provide the reliable detec-

tion; their efficiency depends on dimensionality of the set of 

signals, the estimation of statistical parameters (mean value, 

standard  deviations,  trend  parameters),  dynamics  [21]  and 

for selected ones – the learning period [17], [19].

For  specific,  not  well-defined  changes  or  patterns,  pro-

cessing of the set of signals with such standard algorithms 

are often not sufficient because of existing different signal 

properties, attributes of events, time-delays between changes 

in different signals and dependencies between them. More-

over, in many cases the aim is to detect only changes in one 

selected signal, excluding the synchronous changes in other 

signals  and  time-lagged ones.  Such situations are  encoun-

tered – for example – when reported statuses from the moni-

tored devices don’t match.

III. A HYBRID EVENT DETECTION ALGORITHM

In this paper,  a hybrid event detection algorithm is pro-

posed. It is based on the processing of pair of signals in two 

levels (see listing 1): first – the preliminary non-stationarity 

detection in individual signals, and then – the second one – 

the confirmation with distance-like similarity method, com-

puted for both signals. Such approach relies on an the as-

sumption that  all  signals  of  available  dataset  (or  some of 

them) can be paired. Thus, summarized detection results (at 

a time instant) will indicate the complex dependencies within 

data set. Moreover, such computation is suitable for the dis-

tributing and employing one of many computational intelli-

gence paradigms (like multi-agent systems).

In the first level (for sample n) the non-stationarity is iden-

tified with the short-term prediction errors comparison ob-

tained  from  the  one-step-ahead  zero-order-prediction 

(ZOP)/zero-order-hold (ZOH) model [2], [15] and the adap-

tive  Holt  predictor  [11]  in  a  moving window of  constant 

length, suitable for non-stationary data analysis (in particu-

lar,  trended time series). This preliminary detection proce-

dure is suitable for time series which consist of the non-ran-

dom components [19].

When short-term non-stationarity is recognized for a fixed 

number of samples (arbitrary adjusted threshold value), the 

second level detection is triggered (see listing 1, lines 9-15). 

To  confirm change initial  signal,  the distance-like method 

is proposed. 

The distance-like detection method – denoted as measure 

Z (or dZ) and first mentioned in [6] – is dedicated to two sig-

nals  similarity monitoring.  It  is  based  on the synchronous 

processing of two signals (denoted as x and y) of fixed length 

in a moving window. For both signals x and y, the mean val-

ues of sub-sequences of absolute deviation values are calcu-

lated (the positive (xpm, ypm) and the negative (xnm, ynm) signs). 

The deviation is recognized when the absolute value exceeds 

a fixed threshold ρzd at the time-instant. For deviations small-

er  then threshold,  zero value is assumed. As a result,  two 

pairs of the positive values (xpm,  ypm) and negative (xnm,  ynm) 

are obtained.

1 n = 1

2 REPEAT 

3 // level 1

4 perform ZOH prediction for both 

signals
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5 perform Holt prediction for both 

signals

6 produce and compare short-term 

prediction errors

7 IF(short-term non-stationarity 

recognized)

8 {

9 // level 2

10 calculate dZ 

11 IF(dZ is greater than fixed 

threshold)

12 {

13 // change detected 

14 alert/raport the user/system

15 }

16 }

17 UNTIL n = N
Listing 1. Pseudo-code of the proposed event-detection hybrid algorithm 

for two signals of the length N. A fixed threshold ρZ value is assumed.

The temporary similarity dZ is calculated as follows:

d Z=√ (x
pm

−y
pm

)2+(x
nm

− y
nm

)2 (1)

Processed data received from technical devices may con-

tain the phased (time-lagged) events. To avoid such time de-

lays between events/changes, during computing a final value 

of the measure dZ, a tolerance (denoted as  Ltol) is assumed. 

Such tolerance may be viewed as a permissible time delay 

between occurring changes in both signals. For each subse-

quent sample n, to compute dZn a Ltol number of the measures 

dZt is calculated in a moving window (t = n – Ltol + 1...n) giv-

ing a set of the dZ values. Finally, dZn is chosen as the small-

est dZt value between two sub-series:

d Z n=mint=n−L tol+1...n d Zt (2)

“Distance measure” term is used (instead of “distance” or 

“metric”) [19] because all formal definition of metric condi-

tions are not satisfied (i.a. symmetry condition).

IV. CALCULATION RESULTS

To verify the effectiveness of the proposed hybrid detec-

tion procedure, the algorithm was implemented and tested on 

the random-simulated data. Signals were generated as time 

series  of  the length 144 containing pseudo-random values 

drawn from the standard  normal  distribution  N(0;1).  Such 

relatively short length of the signal allows for a reliable anal-

ysis of the algorithm efficiency using data visualization.

To obtain data sets similar to real diagnostic signals (i.a. 

avoid negative values), a constant c = 30 was added to each 

sample. In the next step, diagnostic signals were modified by 

adding the simulated changes for random generated time in-

stants  (randomly  selected  samples  were  increased).  The 

length of simulated change was fixed to 5 in an experimen-

tally way.

In this paper, presented detection results are chosen from 

among many possible ones, and they are depended on arbi-

trary parameter adjusting. In particular, in the first stage (the 

short-term prediction comparison computed for differences 

between adjacent elements of processed series), the moving 

window width was fixed to 22. The second detection stage is 

triggered after recognition of series of – at least – three con-

secutive samples for which the non-stationary was found. To 

process the data in the same order of magnitude, signals were 

unified with their dispersions (in the moving window). 

In the presented case, it was assumed that the preliminary 

detection performing in the first stage causes no need to use 

of the threshold value of the method dZ. Therefore, event de-

tection is based on choosing the final dZ value from the set 

of length Ltol which was fixed to 5. 

In the paper, four sample diagnostic signals are examined 

(see fig.  1-4) representing different event sets illustrated in 

the appropriate parts of the figures 1-16.
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Fig.  1. Random-generated signals – part 1 (depicted with the solid and 
dotted lines), containing four simulated changes – the input (original) 
data (upper large sub-figures) and the differences between adjacent ele-
ments of the processed signals (2nd and 3rd sub-figure rows).
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Fig.  2. Random-generated signals – part 2.  Description of the symbols 
and lines – see Fig. 1.
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Fig.  3. Random-generated signals – part 3.  Description of the symbols 
and lines – see Fig. 1.
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Fig.  4. Random-generated signals – part 4.  Description of the symbols 
and lines – see Fig. 1.

It may be seen in fig. 5-8 that employing the detection per-

formed in the first  step results in the identification of the 

large deviations.

Fig.  9-12 illustrate the dZ value changes in the moving 

window. The basic assumption of the method is illustrated – 

especially – in fig. 10 (100-120th sample) where the dZ val-

ue is strongly depend on the samples included in the moving 

window. If changes in both signals are covered, the dZ value 

is near to zero; otherwise, abrupt dZ changes are visible.

Fig. 5. Detection results obtained with the short-term prediction compari-
son (part 1) depicted in the row 2 and 3. Single non-stationarity detec-
tion (advantage Holt over ZOH) is denoted as black ‘dots’.

Fig. 6. Detection results obtained with the short-term prediction compari-
son (part 2). Description of the symbols and lines – see Fig. 5.

Fig. 7. Detection results obtained with the short-term prediction compari-
son (part 3). Description of the symbols and lines – see Fig. 5.
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Fig. 8. Detection results obtained with the short-term prediction compari-
son (part 4). Description of the symbols and lines – see Fig. 5.
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Fig. 9. Change detection performed with the proposed event-based simi-
larity method dZ (part 1). Changed detected with short prediction com-
parison depicted as ‘circles’ and ‘asterisk’.
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Fig. 10. Change detection performed with the proposed event-based simi-
larity method dZ (part 2).  Additional description – see Fig. 9

5 0 6 0 7 0 8 0 9 0 1 0 0 1 1 0 1 2 0 1 3 0 1 4 0

0

0 . 1

0 . 2

0 . 3

0 . 4

0 . 5

0 . 6

d Z
( 1 , 2 )

5 0 6 0 7 0 8 0 9 0 1 0 0 1 1 0 1 2 0 1 3 0 1 4 0

0

0 . 2

0 . 4

0 . 6

0 . 8

1

d Z
( 2 , 1 )

Fig. 11. Change detection performed with the proposed event-based simi-
larity method dZ (part 3).  Additional description – see Fig. 9
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Fig. 12. Change detection performed with the proposed event-based simi-
larity method dZ (part 4).  Additional description – see Fig. 9
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Fig. 13. Change detection from processed signals (part 1): 1 (depicted in 
the upper subfigure with solid line) and 2 (dotted line, the lower sub-
figure). Description of used symbols: detected non-stationarities from 
signal no. 1 confirmed with dZ1 (H1/dZ1) denoted as ‘cross’, confirmed 

with dZ2 (H1/dZ2) depicted as ‘dot’;  detected non-stationarities from 

signal no.  2 confirmed with dZ1 (H2/dZ1) denoted as ‘asterisk’,  con-

firmed with dZ2 (H2/dZ2) – as ‘circle’.
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Fig. 14. Change detection from processed signals (part 2). Extended de-
scription – see Fig. 13.
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Fig. 15. Change detection from processed signals (part 3). Extended de-
scription – see Fig. 13.
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Fig. 16. Change detection from processed signals (part 4). Extended de-
scription – see Fig. 13.

As mentioned in the earlier part of this paper, research are 

aimed at  detection of the original changes in the one pro-

cessed signal. Figures 13-16 show such event selection. Pro-

posed hybrid algorithm is capable of detecting large, single 

changes (see fig.  13 – for about 60th and 80th sample; in 

fig. 14 – about 100th sample, fig.  15 – about 95th sample). 

Notice,  that  few detection  results  may be  viewed as  false 

alarms (for example – fig.  16, about 100th sample), never-

theless,  in  such cases  the interpretation  will  be  connected 

with the analysis of small deviations that may be invisible in 

assumed figure resolutions. 

V. CONCLUSIONS

Event detection from signals received from computer sys-

tems can be focused on – depending on detection task – the 

independent signal processing (the identification of short and 

long-term changes in signals separately) or the available di-

agnostic signals set processing – which is more complex and 

allows to identify the changes in the analyzed (target) signal 

environment, including implicit events. The proposed detec-

tion idea is related to the second detection approach and it is 

a part of wide (realized and planned) research on event de-

tection from time series through concurrent and parallel en-

vironment of analyzed signal monitoring. Summarized detec-

tion  results  will  indicate  the  significant  and  insignificant 

changes and the dependencies within processed data set.

In this paper it was shown that proposed two-level algo-

rithm is suitable to detect the changes in diagnostic signals 

which occur in the one signal only. The procedure efficiency 

was tested on the random generated signals containing simu-

lated  changes,  however,  for  real  signals,  peer  analysis  of 

available signals set may be valuable. 

The intention was to show the most relevant properties of 

the  hybrid  algorithm  rather  than  data  acquisition  process 

mapping and further processing according to the real com-

puting conditions and limitations.

Presented  detection results  are  obtained  using the algo-

rithm whose parameters were adjusted in an experimentally 

way. Therefore, the parameters adapting is a promising way 

to effectiveness  improvement.  Further  research  will be fo-

cused on algorithm adaptation (corresponding to processed 

signals properties) and the stage 2 modifications towards the 

elimination of the false alarms (in particular, changes of the 

moving window width will effect in the detection resolution). 

The proposed idea of multiple signal processing can be 

developed (especially taking into account the detection task 

complexity when processing large datasets) with the distrib-

uted  processing of  signals  from networked  devices  as  i.e. 

multi-agent systems or artificial immune systems (such para-

digm appears to be helpful for detection viewed as an unsu-

pervised classification, especially for  signals contain many 

random and non-random components).
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