
Abstract—Over the  last  decades  has  the  research on Data 
Mining made a great progress. Also the Computerized Patient 
Records (CPR) as part of Hospital Information Systems have 
improved in terms of usability, content coverage, and diffusion 
rate. The number of Health Care Organizations using the CPR 
is growing. Causally determined is the need for techniques and 
models to provide solutions for decision making based on the 
data stored from different sources in CPR. This paper provides 
an overview on the current research trends and shows the im-
pact on the medical domain with the CPR.

I. INTRODUCTION

NTERNATIONALLY the Computerized Patient Records 

(CPR) became growingly more important for health care 

institutions. The number of institutions changing over from 

the paper based patient files to the CPR are increasing. This 

evolutionary development  will  increase  with the  establish-

ment of Data Mining (DM) and the associated  techniques 

and applications.  Before DM the CPR has been known as 

centralized data storage for patient data with limited the pos-

sibilities to analyze, to process, and to use the data for other 

questions except for some simple cases. This is the reason 

for  using  the  word  CPR  instead  of  Electronic  Patient 

Records which represents the limited analyzability of the pa-

tients data in the past.

I

The amount of medical and patient oriented data stored in 

CPR has grown strong progressive. The CPR contains medi-

cal data, laboratory data, and images from different modali-

ties and organizational data from different sources with the 

purpose of patients care. DM is the key technology to evalu-

ate,  interpret  and  link information of  the  large  amount  of 

data. DM improves the value of CPR to support the process 

of decision-making and medical diagnosis [1]. 

In the context of medical data DM uses algorithms, tools, 

lifecycles of knowledge,  and formalizations to extract  pat-

terns,  information  and  knowledge  from data  stored  in  the 

CPR. DM transforms transactional data in the CPR from tac-

it knowledge into explicit knowledge [2]. In this context it is 

important to mention the link of DM to Knowledge Manage-

ment (KM). KM is the system and managerial approach to 

the gathering, management, use, analysis, sharing, and dis-

covery of knowledge [3]. KM deals with eliciting, represent-

ing, and storing explicit data. DM is a subfield of KM and is 

used as part  of the knowledge discovery process.  KM and 

DM have the same fundamental  issues  and must be  com-

bined in the decision making process. Especially in medical 

applications the interaction and integration of DM and KM is 

essential [4]-[6]. 

DM is becoming an area of great interest for clinical prac-

tice and research as medical decisions must always be sup-

ported by arguments, and the explanation of decisions and 

predictions should be mandatory for an effective deployment 

of DM models. DM and KM are the most important tech-

nologies for enabling Evidence Based Medicine, which pro-

poses  strategies  to  apply  evidence  gained  from scientific 

studies for the care of individual patients [7]. 

There are some scientific research projects with the pur-

pose  of  merging  clinical  and  research  objectives  like  the 

I2B2 project at the Harvard University [8].

DM is the essential part of futures CPR. The objective of 

this paper is to give an overview of current research trends of 

DM in CPR. Firstly the Computerized Patient Record with 

its  characteristics  is  described.  DM  is  especially  in  CRP 

valuable and essentially necessary.  Also the basic tasks of 

DM will be described in the paper. The following DM mod-

els of sophisticated machine learning models will be focused 

with their impacts on CPR in a separate section: Symbolic 

Learning vs. Rule induction, Case Based Reasoning, Natural 

Language  Processing,  Artificial  Neuronal  Networks, 

Bayesian Networks, and Fuzzy Models.

Not in scope of this paper is the view on aspects of techni-

cal systems, special tools for the DM techniques, description 

of underlying methodologies, legal issues, data privacy, and 

data security.

II.  CHARACTERISTICS OF COMPUTERIZED PATIENT RECORDS 

The CPR is a collection of data in a database or reposito-

ry,  which is managed by application programs. It  is a key 

part  of hospital information systems. All relevant data and 

the investigations and interventions for  one patient  in one 

health care institute are collected in a structured manner and 

without redundancy in the electronic patient record. The data 

is stored on digital media and are always available electroni-

cally. The difference to data files in other segments like eco-

nomical data of a customer is based on the complexity of 

medical data of patients [1], [4], [9]. 

The electronic patient file contains data from different ar-

eas [10]-[13] like personal details, billing information, case 

or medical history, clinical test results, diagnoses from dif-
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ferent specialists, therapy information, digital pictures from 

various modalities, pictorial archiving of historical patholog-

ic findings, important treatment data and results of control 

tests, representation of specific content for the single special-

ists (Anesthesiology, Radiology, Pathology, Cardiology, En-

docrinology,  Pharmacology,  Odontology,  Accident 

Medicine, …), and nursing measures.

The complexity is not only based on the broad range and 

variety of data in the CPR, but also evolved from the input 

from many different sources of the data. Different sources of 

technical systems as well as the multiple groups inserting and 

extracting data in the CPR give a good impression of  the 

complexity of CPR data.

Another  characteristic  for  CPR  is  the  huge  amount  of 

medical  data.  Pictures  made with different  modalities  like 

Computer  Tomography (CT)  or  Magnetic  Resonance  To-

mography (MRT) as well as the measurement of laboratory 

and pathological reports produce a very large and storage in-

tensive amount of data for each single patient. Having this in 

mind it is understandable that data in CPR reach many Giga-

Bytes. The trend is rising as the sophisticated technical pos-

sibilities  are  growing  and  going  much and  creating  more 

data.

The  CPR  provides  a  multidisciplinary  information  ex-

change for communication between the different stakehold-

ers  in  health  care  institutions like  medical  doctors,  physi-

cians, laboratories, nurses, other members of the health care 

team and the administration and controlling staff [14].

The purpose of the CPR is divided into following priori-

tized areas [11]:

1. Patient care: The CPR provides the documented 

basis for planning care and treatment.

2. Communication: All stakeholders have the same 

information on a patient. This allows the commu-

nication  with  each  other  with  the  same  actual 

data basis on a patient.

3. Legal  documentation:  Documentation  of  the 

treatment as well as the legal forms signed by the 

patient.

4. Billing and reimbursement: Coded treatment with 

e.g.  International  Classification  of  Diseases 

(ICD-10) or Diagnosis-related groups (DRG)

5. Research

6. Quality Management

The characteristics of DM in CPR and the uniqueness of 

medical data are the challenge in this field [4] are the volume 

and complexity of  medical  data,  the importance  of  physi-

cians interpretation, the sensitivity and specificity analysis, 

poor  mathematical  characterization  of  medical  data,  the 

canonical  form, and  ethical,  legal  as  well  as  social  issues 

(Data ownership, privacy and security)

III. DATA MINING IN CONTEXT WITH KNOWLEDGE 
MANAGEMENT

Data Mining extracts patterns, explicit knowledge and in-

formation from data.  The objective of  data mining in this 

context is to support the medical doctor and the health care 

institution in decision making. 

Data mining analyzes data and extracts models that allow 

the interpretation and transformation of the raw data in the 

CPR into knowledge. This is the entry point for knowledge 

management to create tacit knowledge. KM is the system and 

managerial  approach  to  the  gathering,  management,  use, 

analysis, sharing, and discovery of knowledge [3], [15]. KM 

deals with eliciting, representing, and storing explicit data. 

DM is a subfield of KM and is used as part of the knowledge 

discovery process. KM and DM have the same fundamental 

issues and must be combined in the decision making process. 

Especially in medical applications the interaction and inte-

gration of DM and KM is essential [4].

Data analysis in medicine depends more than in other ar-

eas on medical background knowledge. Further approaches, 

such  as  association  and  classification  rules,  joining  the 

declarative nature of rules,  and the availability of learning 

mechanisms are a great potential for effectively merging DM 

and KM [16].

Over the past years have many ontologies been developed. 

Ontologies have an important role in DM to facilitate knowl-

edge  sharing  between different  sources.  An ontology is  a 

specification of conceptualization. It describes the concepts 

and relationships that can exist and formalizes the terminolo-

gy in a domain [17], [18]. 

IV. DATA MINING RESEARCH IN COMPUTERIZED PATIENT 
RECORDS

The shown characteristics of medical and organizational 

data in CPR lead to the special  problem of analyzing and 

linking data from different sources and qualities together. Es-

pecially in the CPR are many information hidden and are im-

portant to be revealed.  The hidden information in the raw 

data are also caused by the complexity of the medical do-

main in CPR. It is easy to lose the track of a disease if differ-

ent medical doctors make a diagnosis in their own domain 

and do not compare their findings with each other. Data min-

ing  can  bridge  the  important  gap  and  bring  together  the 

essence of the information.

Data mining and knowledge creation is more than a set of 

techniques for data analysis, it is the key for extracting infor-

mation out of the mentioned data. Without data mining the 

storage of the data in the CPR would be not necessary as this 

makes the difference to the patients files based on paper.

Data mining techniques build a group of  heterogeneous 

tools and techniques to different purposes along the process 

to  create  knowledge.  There  are  descriptive  and  predictive 

models. The descriptive models identify similar patterns in 

the analyzed  date by using classification,  association rules 

and  visualization.  Predictive  models  use  classification,  re-

gression and time series analysis  to show the impact of  a 

treatment to a patient based on the data of the past. Another 

way to categorize most of the data mining techniques distin-

guishes them into model building and clustering techniques. 

Model Building seeks to create a predictive model related to 

a specific question. Depending upon the techniques chosen, a 

model may be either opaque (results are clear, but the func-

tions are unclear) or transparent (complete knowledge about 

the model at any prediction). Clustering attempts to segment 
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a population into one or more groups that have (as far as we 

are concerned) similar characteristics and are therefore ex-

pected to behave in a similar manner. 

The following list shows the commonly used techniques of 

data mining for knowledge discovery [19]-[22]:

1. Summarization:  The  relevant  Data  from  the  CPR 

have to be generalized and abstracted. The result of 

this step is the set of task-relevant data.

2. Classification: Classification is the process of assign-

ing data items to one or many predefined classes. The 

classification  model  contains  a  set  of  classification 

rules. These rules are also used for future data. It de-

rives a function or model, which determines the class 

of a model based on its attributes [22]. For the CPR 

is the definition of the rules a complex task as the 

rules have to cover a deep understanding of medical 

and economical knowledge. In the medical diagnosis, 

the  classification  is  the  most  critical  data  mining 

technique. An example for classification is the defini-

tion of a group of patients with high blood pressure 

and  the  assignment  of  equivalent  patients  to  the 

group. Classification is in the most important task of 

DM in  CPR [20].  Classification  is  a  DK task  for 

which  also  other  Artificial  Intelligence  approaches 

like  neural  networks  and  decision  trees  are  often 

used.

3. Association: Search the records and finding associa-

tion  patterns  by  using  defined  rules.  For  example 

search for a set of symptoms of diseases of patient, 

hat also occur to patients with other diseases. Auto-

mated systems are filtering association rules based on 

findings from medical transaction databases: Associ-

ation rules are ranked for medical knowledge by us-

ing formal ontologies.

4. Clustering: The clustering identifies classes or groups 

for  a  set  of  objects.  The  clustering maximizes  the 

similarities  of  objects  assigned  to  a  class.  This  is 

based on the criteria defined on the attributes of the 

objects. After the decision and assignment process of 

an object to the cluster, the objects are labeled with 

the corresponding cluster.

5. Trend analysis or time series analysis: The Trend is 

the result of comparing time related data over a peri-

od of time, e.g. blood pressure over a period of one 

month. The objects are snapshots of entities with cer-

tain values that can change over the time.

6. Forecasting: This is the prediction of the value for an 

object based on the data from the past.

7. Visualization techniques: They help to discover pat-

terns in medical data sets as a starting point. After-

wards other data mining techniques have to be used 

to determine the details of the patterns.

V.  SETTING THE TREND OF DM WITH A SELECTION OF 
TECHNIQUES AND MODELS

The selection of  DM techniques and models  shows the 

trend of DM in CPR with a brief review of the key concepts.

Since the beginning of DM it was the aim to automize DM 

techniques and models and to reduce the participation of hu-

man actions to a minimum. The beginning of this chapter de-

scribes  Machine  Learning,  before  the  machine  learning 

methods are described.

Machine Learning algorithms can be divided into super-

vised  and  unsupervised  learning algorithms.  In  supervised 

learning,  training examples  exist  of  input-output  pair  pat-

terns. Learning algorithms try to predict output values based 

of new examples,  based on their input values.  In  unsuper-

vised there are only input patterns without an explicit output 

available. Here is the aim of the algorithms to use input val-

ues to discover meaningful associations or patterns [3].

A. Probabilistic and Statistical Models

Probabilistic and statistical analysis techniques and mod-

els have a strong theoretical foundation in DM research. As-

signed to the statistical  techniques are regression analysis, 

discriminant analysis, time series analysis, principal compo-

nent  analysis,  and  multi-dimensional  scaling.  Because  of 

their maturity those models are often used as benchmarks for 

comparison with newer machine learning techniques [3]. 

An advanced and popular probabilistic model for CPR is 

the Bayesian Model. It was originated in pattern recognition 

research and frequently used to classify different objects into 

predefined  classes  based  on  a  set  of  features.  The  model 

stores the probability of each class, each feature, and each 

feature given each class, based on the training data. New in-

stances will be classified according to the existing probabili-

ties. There are many variations of the Bayesian Model. 

An important and popular machine learning technique is 

the Support Vector Machines (SVM). It is based on statisti-

cal learning theory, which aims to find a hyperplane to best 

separate two or many classes. The applied model has shown 

encouraging results as it  has the performance among other 

learning methods in document classification [3].

B. Symbolic Learning

Symbolic learning is implemented by applying algorithms 

that attempt to induce general concept descriptions that de-

scribe different classes of training example [3]. Many algo-

rithms have been developed using algorithms to identify pat-

terns that are useful in generating a concept description. Giv-

en a set of objects, symbolic learning created a decision tree 

that classifies all given objects correctly. At each step, the al-

gorithm finds the attribute that best divides the objects into 

the different classes by minimizing the uncertainty. This way 

it is possible to create complete treatment plans in CPR [23]

C.  Case Based Reasoning

CBR is a problem solving paradigm that utilizes the spe-

cific knowledge of previously experienced situations or cas-

es. It consists in retrieving past cases that are similar to the 

current one and in reusing solutions which were used suc-

cessfully in the past, the current case can be retained. CBR 

provides  a  solution  for  solving  new problems  and  under-

standing unfamiliar situations. 

In medicine, CBR can be seen as a suitable instrument to 

build decision support tools able to use tacit knowledge [24].
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The  algorithms find  similarities  of  cases  by using tacit 

knowledge. The data of experiences are compared to similar 

solutions that were successful in past cases [25].

The classic CBR uses a cycle with the steps of retrieve, re-

use, revise, and retain. An example for CBR in using CPR is 

if a medical doctor wants to decide whether or not to pre-

scribe a special medication for a patient or not. With CBR 

the decision would include the medical history of the patient 

and all  patients with similar patterns,  their  physical  states, 

emotional  states,  observed  behaviors,  cognitive  status,  as 

well as safety concerns. Each case in a CBR application aims 

to support  the decision making process and therefore con-

tains specific information of these factors for an individual 

patient [25]. The knowledge base is the collection of those 

cases in a library or the case base. The case base is organized 

to facilitate retrieval of the most similar, or most useful expe-

riences when a new case arises. The past solutions would be 

the starting point for solving the new case. This is the first 

step of CBR, retrieve. Reuse is the step where adjustments 

are necessary to fit the case to the new situation. The result 

of the reuse step is a suggested solution. In case of further 

necessary adjustments is the revise step necessary.  Here is 

the output the tested and repaired case with a confirmed so-

lution. The last step in the CBR cycle enables the system to 

grow and to learn from the acquired experiences. According 

to [25] CBR is particularly useful and applicable in health 

science  and  the  CPR because  of  established  histories  for 

health care professionals, many publications that can be easi-

ly encoded in cases, reasoning from many existing examples, 

extensive data  stores  are  available in CPR, and cases  can 

complement general treatment guidelines to support person-

alized medical care for individual patients

The formalization of medical facts and their relations re-

sults in a high complexity, but there are many examples and 

cases  of  diseases,  treatments  and  outcomes.  Furthermore, 

many diseases are not well enough understood in medicine to 

have universal applicable treatments

The main selection of CBR systems in health care in their 

order  of chronological  appearance  are  SHRINK: Aid with 

psychiatric  diagnosis and treatment [26],  MNAOMIA: For 

diagnosing  and  treating  psychiatric  eating  disorders  [25], 

PROTOS: Diagnosis of audiological  and hearing disorders 

[25],  [27],  CASEY: Diagnosis  of  heart  failure  patients  by 

comparing them to earlier cardiac patients with known diag-

noses  [25],  ICONS:  Therapy planning system that  recom-

mends antibiotic therapy for patients with bacterial infections 

in the intensive care unit (ICU) [28], KASIMIR: Breast can-

cer decision support system that also takes missing data and 

the threshold effect into account [29], and HR3Modul: Deci-

sion support system for diagnosing stress related disorders, 

including signal measures like breathing and heart rate ex-

pressed as physiological time series [30].

An important trend of CBR for CPR is the integration of 

multimedia case representation. This allows using CBR for 

medical image interpretation for comparing pictures of dif-

ferent modalities of different patient [31]. CBR is also useful 

for including other factors in the decision process like the co-

occurrence of multiple diseases, time series features, over-

lapping diagnostic categories,  the need to abstract  features 

from time series representing temporal  history,  sensor sig-

nals, and continuous data. 

D. Natural Language Processing

The content of CPR include a rich source of data and are 

often the major bottleneck for the deployment of effective 

clinical applications because textual information is difficult 

to access by computerized processes. Natural Language Pro-

cessing  (NLP)  systems are  automated  methods  containing 

some linguistic knowledge that aim to improve the manage-

ment of information in text [32]. NLP allows the extraction 

of information and knowledge from medical notes, discharge 

summaries, and narrative patients reports. Current efforts on 

the  construction  of  automated  systems  for  filtering  rules 

learned from medical transaction databases is an important 

area for CPR. The availability of a formal ontology allow the 

ranking of association rules by clarifying what are the rules 

confirming available medical  knowledge, what are surpris-

ing, and which are to be filtered out. Currently, NLP systems 

in clinical environments process CPR to index and catego-

rize reports,  extract,  structure,  and codify clinical  informa-

tion in the reports to make them usable for other computer-

ized applications,  generate  text  to  produce patient profiles 

and summaries,  and improve interfaces  to health care  sys-

tems.

The challenges of NLP in the clinical domain described by 

[32] are the performance of the application, the availability 

of clinical text and confidentiality, the evaluation and sharing 

information  across  institutions,  the  Expressiveness  as  lan-

guage can describe the same medical concept in many differ-

ent ways, the heterogeneous formats,  as there are no stan-

dards for  writing a report  in CPR, the abbreviated text in 

medical reports often omit information that can be interfered 

by health care employees based on their individual knowl-

edge,  the  interpretation  of  clinical  information  as  evident 

part of a medical report, as often further information are nec-

essary  to  associate  findings  with  potential  diagnoses,  and 

rare events can make it difficult to enable enough training 

examples for stabilization of NLP

NLP is based on in advance prepared formalization of the 

knowledge. NLP can be useful for ontology development, it 

can be used as a component in an ontology-driven informa-

tion system and an NLP application can be enhanced with 

ontology.

There are different approaches to NLP in the CPR. Most 

approaches are using a combination of syntactic and seman-

tic linguistic knowledge as well as heuristic domain knowl-

edge [32]. Some use manually developed rules, and others 

are more statistically oriented. The NLP extraction process 

has two phases; first the report analyzer processes the report 

in order to identify segments and to handle irregularities. In 

the second phase the text analyzer as information extraction 

component uses linguistic knowledge associated with syntac-

tic and semantic features. Also a conceptual model of the do-

main is used to structure and encode the clinical information 

[32]. The output is stored for subsequent use in clinical data-

bases. NLP systems have different components that can vary 

from case to case. The main components according to [32] 

are  morphological  analysis:  Process  to  break  up  original 
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words into canonical forms, lexical look up: Words or phras-

es are matched against a lexicon to determine their syntactic 

and semantic properties, syntactic analysis: Determination of 

the structure of a sentence to establish relationships of the 

words in a sentence, semantic analysis Process to show the 

clinical  relevance  of  words  and  phrases,  and  encoding: 

Process to map the clinically relevant terms to established 

concepts. This is important to achieve widespread use of the 

structured information.

In order for NLP to become a main method in CPR it is 

important  to  further  develop  the  standardization  of  report 

structures in the CPR as well as the standardization of the in-

formation model  representing clinical  information and  vo-

cabularies.

E. Artificial Neutral Networks

Artificial Neural Network (ANN) or Neural Networks are 

computerized paradigms based on mathematical models with 

strong pattern  recognition capabilities  [33].  ANN are  also 

called connectionist systems, parallel distributed systems, or 

adaptive systems, because they are comprised by a series of 

interconnected processing elements which work parallel  in 

time [33]. ANN aim to build up information structures ac-

cording to the human nervous system with a representation 

of neurons and synapses. An ANN is a graph consisting of 

many nodes connected to each other by weighted links. The 

knowledge in the ANN is represented by the totality of nodes 

and weighted links. Learning algorithms or learning rules can 

be used to adjust the connection weights in networks to pre-

dict or classify unknown examples. ANN work in the train-

ing mode and  after  stabilization  in the testing mode.  The 

process of ANN starts with a set of random weights and ad-

justs its weights automatically according to each learning ex-

ample  in  an  iterative  process  until  the  network  stabilizes. 

This mode is called the learning mode, where the weights of 

the connections can change in order to respond to a present 

input.

Different  types of  ANN can solve many problems,  like 

pattern recognition, pattern completion, determining similari-

ties between pattern and data,  interpolation of missing and 

noisy data, and automatic classification [34].

Many different types of ANN have been developed in the 

last two decades, e.g. the Self-organizing Map of Kohonen 

and the Hopfield networks described by Chen [3], [35]. Later 

in this chapter are Neuro Fuzzy Systems described, that also 

refer to ANN and are separated because of their growing im-

portance. Particularly in the field of medicine and for usage 

of DM in CPR are ANN valuable as it is possible to build 

models with a high complexity, e.g. with multilayer feed for-

ward networks. They can be defined as an array of process-

ing elements arranged in layers.  Information flows through 

each element in an input-output manner, where each element 

receives signals, manipulates them, and sends the signals to 

other connected elements.

F.  Bayesian Networks

A particularly useful method for the CPR is represented 

by the Bayesian Networks (BN) which is used in different ar-

eas of medical applications. The BN represents the conjunc-

tion of knowledge representation, automated reasoning, and 

machine learning. The BN allows to explicitly represent the 

knowledge  available  in  terms of  a  directed  acyclic  graph 

structure and a collection of conditional probability tables, 

and  to  perform probabilistic  inference.  BN use  a  directed 

acyclic graphical  model to represent a set of random vari-

ables like quantities, latent variables, unknown parameters or 

hypotheses. Also the conditional relationships and indepen-

dencies between the random variables are represented in the 

BN. The graphical structure represents knowledge about an 

uncertain domain. Each conditional relationship has its own 

probability function. Learning in BN is performed by intelli-

gent algorithms. Influence diagrams help to generalize BN 

solve decision problems under uncertainty. In many practical 

settings the BN is unknown and one needs to learn it from 

the data. This problem is known as the BN learning problem, 

which can be stated  informally as  follows: Given training 

data and prior information (e.g. expert knowledge, casual re-

lationships), estimate the graph topology (network structure) 

and the parameters [36]. Graphical models with undirected 

edges are generally called Markov random fields or Markov 

networks. These networks provide a simple definition of in-

dependence  between any two distinct  nodes  based  on  the 

concept of a Markov blanket. Markov networks are popular 

in fields such as statistical physics and computer vision [36].

Machine learning and system learning for BN is to find 

the best matching Bayesian network graph with the best data 

fit for the decision problem.

G. Analytic Learning, Fuzzy Logic, and Neuro Fuzzy  
Systems

Knowledge is represented in analytical learning as logical 

rules and the performance of proofs for the rules. Traditional 

analytic learning systems depend on hard computing rules. 

As in the reality there is usually no distinction between val-

ues  and classes,  therefore  fuzzy systems have been devel-

oped. Other concepts aim to avoid imprecise and vague in-

formation as they have a negative influence on the computed 

results. Fuzzy Systems use deliberately this type of informa-

tion [34]. The result is often a simpler approach with more 

suitable models that are easier to handle. In the past Fuzzy 

Logic was not the first choice for DM in CPR because the 

simplicity did not fit to the complexity of medical and patient 

oriented data in CRM, but the trend has changed by combin-

ing different simple concepts, eg. Neuro Fuzzy Sytems. 

Fuzzy logic is an extension of traditional proposition log-

ic. It deals with approximate reasoning by extending the bi-

nary membership. In contrast to classical set theory, in which 

an object or a case either is a member of a given set, fuzzy 

set theory makes it possible that an object or a case belongs 

to a set only to a certain degree [34]. Interpretations of mem-

bership degrees include similarity, preference and uncertain-

ty. They can state how similar an object or case it to a proto-

typical one. They can indicate preferences between sub opti-

mal solutions to a clinical problem, or they can model uncer-

tainty in case of an imprecisely described situation or term 

[34]. For the CPR the set up of a fuzzy system is useful as 

many medical information are linguistic, vague or imprecise-

ly described because a complete description would be too 
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complex.  However,  the  limitation  of  the  fuzzy  system is 

reached when fuzzy concepts have to be represented by con-

crete  membership  degrees,  which  ensures  that  the  system 

works as expected. A fuzzy system can be used to solve a 

problem, if knowledge exists about the solution in the form 

of if-then rules.

The development of Neuro Fuzzy Systems enhances the 

Fuzzy Systems where knowledge is represented in an inter-

pretable manner, by the ability of ANN of learning. The ad-

vantage of the combination is that a problem can be solved 

without the need to analyze the problem itself in detail.

For CPR are the hybrid Neuro Fuzzy models interesting, 

which combine neuronal networks with fuzzy systems in a 

homogeneous architecture. The architecture can either be in-

terpreted as a special neuronal network with fuzzy parame-

ters, or as a fuzzy system implemented in a parallel distrib-

uted way.

H. Evolution Based Models

Evolution based models refer to computer-based methods 

inspired  by  biological  mechanisms  of  natural  evolution.. 

Evolution based algorithms have been applied to various op-

timization problems. They were developed on the basis of 

genetic principles. A population of potential solutions is ini-

tiated in the first step. The iterative process changes the pop-

ulation based on the operations mutation and crossover in 

different generations. The crossover operation is a high level 

process that aims at exploitation while mutation is a unary 

process that aims at exploration [3].  The selection process 

goes over different generations and selects the best fitting in-

dividuals. At the end of the process is the best solution pre-

sented.  Due to  the  stochastic  and  global-search  capability 

this technique is popular in medical informatics research [3].

VI. CONCLUSION

CPR contain heterogeneous data in heterogeneous infor-

mation systems and from heterogeneous sources.  Not only 

the information technology improves the complexity of data 

mining in electronic patient files, but also the business site is 

very complex in terms of the medical description of doctors 

who try to describe the disease of a patient. DM is particular-

ly useful in this domain.

The  described  techniques  and  methods  of  DM in  CPR 

prove the fast development of research trends over the last 

decades. The usage of the research findings and developed 

new techniques and models will reach the full momentum af-

ter the CPR coverage rate has reached a much higher value. 

Currently, many systems in health care are separated isle so-

lutions with a low integration rate. The benefits of DM re-

search in CPR will be fully unlooked when the data will be 

interlinked. All methods have shown that the result of the de-

cision proposal  is relying on the quality of the data basis. 

This is obvious in Data Mining and shows the growing im-

portance for Data Mining research and the usage in CPR. Fu-

ture internet technologies will allow to use Data Mining in 

the Web over a broad data basis and link the results to exist-

ing CPR. This will allow to access knowledge in a today not 

known  dimension  and  revolutionize  the  decision  making 

process. ‘The current solutions of today build the foundation 

for the future scenarios. 

Most  of  the described  examples  of  DM techniques and 

methods related to practical problems in CPR are directed on 

one single problem, e.g. diagnosis for stress related heart at-

tacks.  Future  trends  will  be  integrating  the  different  ap-

proaches, technologies, methodologies, and constructs into a 

DM framework of methodologies that link together different 

approaches.  The start  is  already made with the linkage of 

ANN with Fuzzy Logic into Neuro Fuzzy Systems.

The challenges of data mining will also remain in future to 

deal  with different  scientific  areas,  to  understand  the  pat-

terns, to deal with complex relationships between attributes, 

interpolate  missing or  noisy data,  mining very large  data-

bases, handle changing data and integrate the data with other 

data base systems. All these challenges are particularly im-

portant for CPR.
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