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Abstract—Computational processors NVIDIA Tesla GPU
based on the new Fermi generation of CUDA architecture are
intended to perform massively parallel calculations applicable to
various parts of the scientific and technical research, including the
area of fluid dynamics modeling, in particular the simulation of
real gas flow. In this paper we show that a significant acceleration
of simulation calculations can be achieved even without the
parallelization of the solution of involved differential equations
by parallel pre-calculation of thermodynamic quantities using
GPGPU.
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I. INTRODUCTION

IT IS well-known that the computing power of processors

keeps increasing by the (slightly modified) Moore’s law [1],

even though the focus of processor development has shifted

from boosting the frequency to increasing the number of cores

in processors. Main stream desktop processors contain four

to eight cores. This new line of multi-core processors has

changed the course of programming from serial towards par-

allel algorithms. Hand in hand with the increase of computer

performance the demand arises for the increase of computation

precision especially in scientific or technical applications [2].

However, in a large part of scientific problems the dependency

between computational difficulty and calculation precision is

“stronger” than linear and the computation time increases

quadratically (or even faster) with increasing precision. In

such cases the computer performance of common desktop

multi-core CPUs is not sufficient. Fortunately, devices with a

new architecture of General Purpose computation on Graphics

Processing Units (GPGPU), usually termed as GPGPU proces-

sors, focused on massive parallel computations and capable of

performing fast calculation in double precision is becoming

available right now.

The new class of GPGPU massively parallel processors

containing hundreds of cores is able to simultaneously process

thousands of computational threads (a survey of general-

purpose computations on graphics hardware is presented in

[3]). Although this brings obvious advantages to scientific and

technical computations, the developers must also deal with

limitations of the new architecture (e.g., new memory classifi-

cation, thread distribution between streaming multiprocessors,

etc.). An important aspect of the utilization of the GPGPU

processors is the existence of development tools for the

optimization and debugging of massively parallel algorithms.

Nowadays, two probably biggest producers of GPGPU proces-

sors are AMD and NVIDIA. The new Radeon GPU processor

series of AMD is based on the FireStream architecture [4] and

contains more cores than the NVIDIA Tesla GPU processor

based on the CUDA architecture codenamed FERMI ([5],

[6]). Since the raw computational power and capabilities in

double precision calculations of both class of processors are

comparable, the main decision parameter for utilization could

be the support of programming languages and development

tools.

The NVIDIA CUDA architecture supports C, C++ and

FORTRAN programming languages and several development

environments (APIs) – CUDA C/C++, OpenCL, Direct Com-

pute (and recently announced Microsoft C++ AMP) – thus

ensuring a rising popularity among the scientific and technical

community (see [7] and [8]). The spread of NVIDIA CUDA

popularity is documented by a long series of papers and

reports of scientific teams and institutions [2], [9], and has also

reached the area of fluid dynamics modeling [10], [11], [12],

[13], as proven by the increase of interest of scientific research

centers in applying the NVIDIA Research Center program.

This paper is focused on the acceleration of (both steady-

state and transient) simulation calculations of gas flow us-

ing approximations of values of thermodynamic quantities

involved in the calculations. Several methods exist for the

evaluation of values of thermodynamic quantities, each with

its own range of application, accuracy and degree of compu-

tational difficulty. We show that, by pre-calculating the values

of approximation matrices, it is possible to maintain a constant

access time of the values of thermodynamic quantities during

simulation independently of the method used. The short access

time implies significant acceleration of simulation. Applying

a more complex state equation of gas results in the increase of

the time of calculation of each element of the approximation

matrix. Increasing the approximation precision results in the

increase of the matrix dimension and hence in a quadratic

increase of the number of matrix elements to be evaluated.

With this in mind, the utilization of massively parallel compu-

tations on GPGPU processors appears to be the ideal solution
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for the evaluation of approximation matrices. Moreover, the

parallelization itself is rather straightforward (regardless of the

limitations caused by the transfer to GPU) without the need

for any major changes in the implementation of the original

algorithms. For the comparison of approximation matrices

evaluation times the ratio between the time of GPGPU parallel

evaluation and the time of one CPU core serial evaluation

was taken. When considering parallel evaluation on multicore

CPUs instead of serial evaluation, the resulting acceleration

ratio will be correspondingly smaller, but not quite objective,

since apart from the number of CPU cores the result also

depends on the individual hardware configuration (activa-

tion/deactivation of hyper-threading technology, etc.) and the

actual CPU usage of background running processes.

II. THERMODYNAMIC QUANTITIES IN SIMULATION

CALCULATIONS

The following system of partial differential equations (repre-

senting the conservation laws of mass, momentum and energy,

respectively, [14]) describes the one-dimensional model of the

turbulent flow of a mixture of gas with constant composition

through a pipeline of constant inner diameter.
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S
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where

x – space coordinate,

t – time coordinate,

P – gas pressure,

T – gas temperature,

ρ – gas density,

v – gas velocity,

h – specific enthalpy,

λ – resistance coefficient,

D – pipeline diameter,

S – pipeline cross-section area,

z – pipeline altitude at given point,

g – standard gravity acceleration,

Tw – pipeline wall temperature.

Since in practical situations only the measurements of

pressure P , temperature T and mass flow G are usually

available, the gas velocity v is calculated using the following

formula

v =
G

ρS
.

The density is expressed using the state equation for the real

gas

ρ =
P

ZRT
,

where

R – gas constant for given gas composition,

Z – compressibility factor.

The change of enthalpy h occurring in the energy conser-

vation law is given by the thermodynamic equation

dh = cp dT − cp µdP,

where

cp – specific heat capacity at constant pressure,

µ – Joule-Thomson coefficient.

In general, the state equation expresses the relation between

the quantities P , T and ρ, and is usually represented by a

semi-empirical equation with the coefficients to be determined

experimentally for some gas mixture, pressure and temperature

ranges. Such approximated formulas are usually given the

name of its authors, for example: Van der Waals, Redlich-

Kwong, Peng-Robinson, Lee-Kesler, BWR (Benedict-Webb-

Rubin) state equations. There are also various modifications

of the original equations: Soave modification of the Redlich-

Kwong equation or Eliott-Suresh-Donohue modification of

the Peng-Robinson equation, etc. (see [15]). In some cases

the equations get names after its institutions of origin, such

as AGA (American Gas Association), see [16], or GERG

(European Gas Research Group), see [17].

Specific heat capacity cp, enthalpy h, and the Joule-

Thomson coefficient µ are thermodynamic quantities depend-

ing on the gas state at a given point in space and time

and are functions of pressure and temperature (for given gas

composition): cp = cp(P, T ), h = h(P, T ), µ = µ(P, T ), and

Z = Z(P, T ). All thermodynamic quantities mentioned above

(as functions of pressure and temperature) can be derived from

the actual state equation.

By solving the above equations for a steady state – assuming

the time-derivations equal zero – after some simplifications

we obtain the following formula representing steady-state

hydrodynamic conditions in one pipeline:

P 2
1 − aP 2

0 = bG|G|,

where P0 and P1 denote the pressures at the beginning and

the end of pipeline, respectively, and the constants a a b are

determined by

a = exp

(

2g

ZavRTav

)

,

and

b =
λL

DS2
· ZavRTav ·

a− 1

ln a
,

where Zav and Tav are average values of compressibility and

temperature along the pipeline, respectively. For steady state

simulations, both the average temperature calculation and the

distribution of temperature along the pipeline network involve
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the use of specific heat capacity at constant pressure and the

Joule-Thomson coefficient.

For both transient and steady state simulations, if the

pipeline network contains compressor stations, the model of

compressor involves the use of compressibility and the Poisson

coefficient.

It follows that regardless of the type of simulation (tran-

sient or steady-state) the evaluation of thermodynamic quanti-

ties (compressibility, specific heat capacities, enthalpy, Joule-

Thomson coefficient, Poisson coefficient) occurs quite fre-

quently. For example, in the case of steady-state optimiza-

tion simulations the time needed to acquire compressibility

and other thermodynamic quantities from state equations of

Redlich-Kwong or Peng-Robinson occupies approximately

half the time of the overall calculation. If, in particular,

simulating the flow of natural gas, then instead of general state

equations one can use the AGA8 version of state equation the

coefficients of which have been derived directly for gasses

with components and concentrations typical for natural gas

[16], [18]. By using AGA8 the resulting gas properties, e.g.,

compressibility, can be determined much more accurately,

but the compressibility calculation algorithm is much more

calculation-demanding than in the case of Redlich-Kwong

or Peng-Robinson. In fact, the evaluation of thermodynamic

quantities in steady-state simulations has been consuming

more than 98 % of the overall calculation time.

Moreover, the overall calculation time has increased to such

an extent, that it has started to pose a problem in practical use.

III. APROXIMATION MATRICES

The solution of the problem could be the pre-calculation of

thermodynamic quantities for selected values of pressure and

temperature. The values for other pressures and temperatures

can be obtained by interpolating the pre-calculated values.

Let (Pmin, Pmax) and (Tmin, Tmax) be intervals of pressures

and temperatures respectively covering the values of pressure

and temperature occurring in the calculations. For any concrete

class of problems such intervals can be found.

Divide the intervals (Pmin, Pmax) and (Tmin, Tmax) into a

given number of subintervals

Pmin = P1 < P2 < ... < PM = Pmax, M ≫ 1,

Tmin = T1 < T2 < ... < TN = Tmax, N ≫ 1.

Denote

∆P = P2 − P1, ∆T = T2 − T1.

By calculating the values of an arbitrary thermodynamic

quantity in the points (Pi, Tj) one can obtain a matrix of

numbers, which shall be called the approximation matrix of

the selected quantity. The i-th row of the approximation matrix

contains the values for the fixed pressure Pi and similarly,

the j-th column contains the values for fixed temperature Tj .

The approximation matrix for compressibility

AZ =











Z(P1, T1) Z(P1, T2) . . . Z(P1, TN )
Z(P2, T1) Z(P2, T2)

...
. . .

...

Z(PM , T1) Z(PM , T2) . . . Z(PM , TN )











shall be called the compressibility matrix (and similarly for

matrices of other thermodynamic quantities).

The request for a not pre-calculated value of compressibility

is realized by means of bilinear interpolation (using the four

closest grid points of the matrix) which is continuous and not

computationally demanding.

That means, for the value of compressibility at (P, T ) one

has to find integers i, j and real numbers x, y, (0 ≤ x < 1,

0 ≤ y < 1) such that

P = i ·∆P + x and T = j ·∆T + y.

Then for the (2× 2) submatrix

Aij =

(

Z(Pi, Tj) Z(Pi, Tj+1)
Z(Pi+1, Tj) Z(Pi+1, Tj+1)

)

,

the bilinear interpolation reads

Z(P, T )
.
=

(

1− x x
)

·Aij ·

(

1− y
y

)

(see Fig. 1).

Z(Pi,Tj) Z(Pi,Tj+1)

Z(Pi+1,Tj) Z(P i+1,Tj+1)

T

P
Z(P,T)

x

1-x

y 1-y

Fig. 1. Bilinear interpolation of Z(P, T ) from the four closest points of
compressibility matrix.

It is obvious, that the increase of the number of grid points,

M ×N , results in the increase of accuracy of the interpolated

compressibility values. In the case of optimization calculations

it is usually sufficient for the neighboring pressure grid points

to be ca. 5 kPa apart and the neighboring temperature points

to be ca. 0.1 ◦C apart. Thus, when covering the pressure

interval from 0 to 10 MPa and temperature interval from −20
to 80 ◦C, the resulting matrix is of dimension 2,000× 1,000
hence requiring 2,000,000 calculations of compressibility (see

Fig. 2). A serial calculation of the compressibility matrix

according to AGA8 can take tens of seconds on a common

CPU. When solving an assignment with fixed gas composition
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the matrix can be pre-calculated and the calculation obtains the

required compressibility values by interpolation.

Fig. 2. Visualization of compressibility calculated from AGA8 state equation
as function of pressure and temperature.

By using the approximation matrices we have achieved

(even if slightly compromising the accuracy) a constant access

time to the values of thermodynamic quantities. The time

needed to calculate compressibility by bilinear interpolation

is smaller than the time needed to directly evaluate compress-

ibility from the more simple equations of Redlich-Kwong and

Peng-Robinson. Hence the approximation matrix approach is

suitable for any algorithm of thermodynamic values acquisi-

tion. From the time-consumption point of view, the use of

approximation matrices is the same regardless of the state

equation used in the simulation calculations.

However, the use of approximation matrices is relevant up

to the point of gas composition change. Every change of

gas composition requires the values of the matrices to be re-

calculated. For example, when solving a number of optimiza-

tion tasks with each task having its own gas composition, the

continuous re-calculation of approximation matrices is from

the time-consumption point of view unacceptable.

IV. GPU-BASED CALCULATIONS

The evaluation of matrices of thermodynamic quantities

consists of a large number (of order 106) of mutually in-

dependent calculations. Among the inputs for the algorithm

of evaluation are the following: a vector of pressures and

temperatures and a matrix of constants derived from the

properties of each component of the overall mixture of gas (the

matrix of thermodynamic quantities is evaluated for a given

or constant gas composition). The output of the algorithm

is a matrix of values of a selected thermodynamic quantity

(compressibility, enthalpy, thermal capacity, etc.). Even though

the algorithm itself is relatively small (less than 8 KB after

compilation of AGA8 algorithm), it contains a large number of

standard operations–multiplications, divisions and evaluations

of analytic functions (powers, square roots, logarithms) –

that have to be performed in double precision. For example

one evaluation of compressibility of a mixture of natural gas

with twelve components based on the AGA8 state equation

requires approximately five hundred calculations of analytic

functions (200 powers, 300 square roots) and approximately

ten thousand standard operations (+, −, ∗, /).
One can clearly see that the problem of evaluation of state

matrices is a typical case for massive parallelization within

processors supporting the parallel processing of a large num-

ber (more than a thousand) of computation threads. Current

processors in desktop PCs now usually contain four cores and

allow the simultaneous processing of four to eight threads (for

example, Intel Core i7 950, see [19]).
This was our main stimulus for deciding to use the massive

parallel processors Tesla GPU based on the Fermi architecture

(see [5]) that are supporting the CUDA C/C++ interface envi-

ronment (see [7]) stemming from C++ and hence allowing a

smooth transition of C++ algorithms onto the GPGPU platform

while at the same time satisfying the necessary condition of

performing mathematical operations (and analytic functions

evaluation) in double precision. Compared to ordinary CPUs

this hardware allows the parallel processing of a far larger

number of computation threads simultaneously. More pre-

cisely, the Fermi architecture Tesla GPU processors consist

of fourteen to sixteen streaming multiprocessors (SM) each

containing thirty two cores, hence capable of processing at

least 448 computation threads parallelly. Each SM unit has

its own exclusive L1 cache and a shared memory (see [20],

[6]) enabling it to optimize parallel processing by reorganizing

the calculations into blocks such that the computation threads

running on the same SM unit are sharing partial results.

Another important part of the Tesla GPU processors is the

Giga Thread planner distributing the blocks of threads to

subordinate SM planners thus ensuring a uniform utilization

of all SM units in the GPU processor. For full utilization

of SM units in thread processing it is possible to define

blocks containing up to 1024 computation threads. The overall

number of blocks that can be processed in one request of

parallel evaluation on a GPGPU processor (i.e., CUDA kernel)

is “limited” by the size of the so called three-dimensional grid

of blocks that is, 655353, allowing the evaluation of the whole

state matrix in a single request.
Main advantages of Tesla GPU processors [5] (compared to

standard Intel Core i7 950 3.07 GHz PC CPU [19]):

• 14–16 SM units with 32 cores each = 448–512 total cores

(PC CPU: 4–8 cores)

• massive raw power in floating point calculations – up to

1 TFLOPS (PC CPU: 70 GFLOP)

• large ECC internal memory of 3–6 GB unconstrained by

operating system requests

• large throughput between SM units and global memory

– up to 150 GB/s (PC CPU: 20 GB/s)
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• large number of parallel computation threads possible to

process – in so called data parallel algorithms (PC CPU:

4–8 threads)

• several parallel programming languages / environments

support – CUDA C/C++, OpenCL, FORTRAN, Direct-

Compute

• development tools for debugging and optimization of

parallel algorithms – NVIDIA Nsight, NVIDIA Compute

Visual Profiler

A notable disadvantage of the GPGPU processors compared

to standard PC processors is a limited amount of resources

such as constant memory, relatively small cache and a shared

memory in SM units. The primary bottleneck in GPU calcu-

lations appears to be the throughput of the PCI-Express bus.

For example, with SM unit frequency 1.147 GHz and fourteen

SM units per processor the system is able to process up to 512

x 109 standard operations in double precision per second. If

every evaluation of a state quantity would require the transfer

of the complete task assignment (i.e., pressure, temperature

and gas composition determined constants) occupying about

two hundred bytes of memory, then such transfer through the

PCI-Express bus (with speed ca. 4 GB/s) would take approx-

imately 1/20 of a microsecond, nevertheless within that time

the GPGPU processor could perform up to 25,000 standard

operations in double precision! It follows that it is extremely

important to minimize the amount of data transferred between

the host PC and the GPGPU device.

Main disadvantages of Tesla GPU processors:

• limited memory resources of SM units – 64 KB for L1

cache and shared memory,

• low throughput of the PCI-Express bus (4–6 GB/s) –

unsuitable for simple calculations where the ratio of the

number of operations or against the number of bytes of

task assignment and task output for one calculation is less

than 100 : 1.

The problem of thermodynamic quantities matrix evaluation

consists of a sufficient amount of independent calculations and

is suitable for massive parallelization. Computational algo-

rithm (AGA8) of state quantities is not particularly demanding

with respect to the operational and constant memory so the

resources of GPGPU processor are sufficient and no special

algorithm tuning for GPGPU is needed. For example, the result

matrix containing 2,000 × 1,000 values occupies 16 MB of

memory which takes only ca 2 milliseconds to transfer from

GPU to host PC. So the problem is an ideal candidate for

maximal potential utilization of the massively parallel Tesla

GPU processor, with the possible task runtime acceleration

factor reaching 60 compared to serial evaluation of the matrix

on a standard reference PC (Intel Core i7 950 3.07 GHz CPU).

Compared to the serial evaluation, the parallelization of

the calculations on standard four core CPUs accelerates the

task runtime approximately three to five times – the exact

number being heavily dependent on the CPU configuration

(activation/deactivation of hyper-threading technology, etc.)

and the actual CPU usage of background running processes.

Such parallel CPU-based acceleration of the approximation

matrices calculations is in no way sufficient for our objectives.

The transformation of approximation matrices calculation

from CPU to GPU only requires the replacement of the

matrix grid point evaluation cycle with the CUDA api function

(CUDA kernel [21]) providing the distribution of individual

evaluations to the GPU cores.

V. RESULTS

The simulation calculations were performed using a model

of the Slovak transit gas pipeline network consisting of approx-

imately two thousand three hundred kilometers of pipelines,

four compressor stations each containing more than twenty

compressors of various types, fourteen pressure regulator

valves and circa four hundred block valves. As the state

equation AGA8 was used, with the pressure range 8 to 10

MPa and temperature range −10 to +60 ◦C.

Without the use of approximation matrices the steady-state

simulation runtime was 22.50 s. With the use of approximation

matrices the same simulation runtime was 0.45 s (not including

the time for the pre-calculation of approximation matrices)

which represents a 50-fold acceleration. The simulation run-

time is not affected by the change of state matrix dimensions.

For each new gas composition the pre-calculation of six

approximation matrices dimensioned 2,000 × 1,000 was re-

quired (each for one quantity: compressibility, enthalpy, Joule-

Thomson coefficient, viscosity, Poisson coefficient, specific

heat capacities at constant pressure). This takes 21.45 s when

calculating on CPU. Most of the time, 17.50 s, is consumed

by the compressibility matrix calculation.

The overall calculation time combining the steady-state sim-

ulation time with the approximation matrices pre-calculation

time was 0.45 + 21.45 = 21.90 s representing a 1.03-fold

acceleration compared to the case not using the approxima-

tion matrices. Hence the approximation matrices evaluation

consumes the majority of calculation time where the com-

pressibility matrix evaluation takes about 80 % of the overall

calculation time. It follows that for the sake of acceleration

of calculations with varying gas composition the acceleration

of approximation matrices evaluation is critical (especially for

compressibility matrix).

The transient simulation calculation (four hours of transient

gas transport) without the approximation matrices has taken

248.50 s, while with the use of approximation matrices the

time taken was 38.90 s. The number of compressibility eval-

uations was approximately 20 · 106.

Fig. 3 depicts the area of the compressibility matrix used

in the steady-state simulation optimization calculations with

the assignment being the maximization of mass flow through

the gas pipeline network. The color indicates the number of

evaluations of gas properties for an area with dimensions

∆P = 5kPa Pa and ∆T = 0.1 ◦C uniformly covering the

used cartesian product [0 MPa, 8 MPa] × [−10 ◦C, 60 ◦C].
The overall task time was 387 s with more than 2.27 · 109

evaluations of compressibility for given P and T .
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Fig. 3. Example of using of compressibility matrix in maximal gas pipeline
network mass flow calculation. (Color scale indicates the exponent in the
power of 10.)

It follows from Fig. 3 that the area used in the simulation

occupies a significant part of the area covered by the approx-

imation matrices.

The GPGPU acceleration of the approximation matrix eval-

uation was demonstrated using the calculation of the com-

pressibility matrix based on the AGA8 algorithm, since the

compressibility matrix evaluation consumes most of the overall

calculation time.

The state matrix evaluation time depends on the matrix

dimensions. Table 1 shows the comparison of compressibility

matrix calculation times for CPU (serial calculation on Intel

Corei7 950) and GPGPU processor (parallel calculation on

NVIDIA Tesla C2050 GPU) and Table 2 shows the compari-

son of their acceleration factors. For additional comparison the

results achieved on NVIDIA GTX 570 (with more cores than

Tesla C2050, but with limited FERMI architecture) [22] are

also stated. The results achieved on CPU are not satisfactory

in the case of varying gas composition. Evaluation of the

approximation matrix consists of a large number of indepen-

dent calculations parameterized by pressures and temperatures.

Such task is typically suitable for massive parallelization and

hence ideal for GPGPU processing. By using massively paral-

lel calculations on GPGPU processor we were able to cut down

the evaluation time of state matrices (of size 2,000 × 1,000)

from tens of seconds (18 s) to under one second (0.3 s),

providing a satisfactory level of simulation precision.

In matrices with the number of compressibility evaluations

under 2500 the calculation times on CPU are comparable to

the selected GPGPU device. We have focused on cases where

the compressibility evaluation count exceeded 104 (matrices

with dimension 100 × 100 and more), as illustrated by the

calculation times (Fig. 4) and calculation acceleration factors

(Fig. 5) for the compressibility matrix evaluation. As one can

see from Fig. 5, in the range of evaluations from 105 to 106

the acceleration factor of the GPGPU processor over CPU

increases sharply. This corresponds to the area of evaluation

TABLE I
COMPARISON OF COMPRESSIBILITY MATRIX CALCULATION TIMES USING

AGA8 ALGORITHM.

M ×N
Corei7 950

(serial)
Tesla C2050

(parallel)
GTX 570
(parallel)

[s] [s] [s]

500× 250 1.14 0.05 0.08

1,000× 500 4.39 0.1 0.18

2,000× 1,000 17.88 0.32 0.55

4,000× 2,000 70.26 1.16 1.84

TABLE II
COMPARISON OF ACCELERATION FACTORS OF COMPRESSIBILITY MATRIX

CALCULATION USING AGA8 ALGORITHM.

M ×N TTesla/TCPU TGTX/TCPU

500× 250 22× 14×

1,000× 500 42× 25×

2,000× 1,000 56× 33×

4,000× 2,000 60× 38×

counts where the parallel calculation is too small to utilize

the full potential of the GPGPU processors. Beyond the value

of 5 · 106 evaluation counts one can see the slowing down

(stabilization) of the acceleration factor increase corresponding

to the area of evaluation counts where the potential of the

GPGPU device is assumed to be fully utilized.

Concluding, the GPGPU parallelization is optimal beyond

some value of evaluation counts. The upper bound for the eval-

uation counts is provided by the maximal allowed calculation

time or by memory limits allocated for results. In the case of

the evaluation of compressibility matrix with 2 · 106 elements

(regarded as sufficiently large to provide satisfyingly precise

results) the potential of the GPGPU device is still not fully

used.

An increase of the matrix dimension to 4,000 × 2,000
(acceleration factor increases) would cause a slight increase of

the overall calculation time (to 1.16 s), but would quadratically

increase the amount of memory for pre-calculated matrices

(to 64 MB for each) which is not desirable in our case.

If one would assume a two-time increase in precision and

four-time increase in memory consumption compared to the

current “optimal” case, then the achieved full utilization of

the potential of the GPGPU device is represented by an

acceleration factor of 60 (for NVIDIA Tesla C2050 GPU).

VI. CONCLUSION

The focus of the paper rests on the problem of performance

optimization in gas transit simulations, i.e., the calculation of

thermodynamic quantities based on a given state equation of

real gas. We solved this problem by pre-calculating the ther-

modynamic quantities matrices which provides independence

from computational difficulty of the used gas state equation.

The evaluation of a thermodynamic quantity in simulation

calculations for given gas composition is performed as the

bilinear interpolation from nearest grid points of the respective
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algorithm calculation. (lover value is better)
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Fig. 5. Acceleration factor of GPU over CPU for compressibility matrix
calculation in correspondence with compressibility evaluation counts through
direct AGA8 algorithm calculation. (higher value is better)

pre-calculated matrices in much faster time than in the case

of precise calculation of the given quantity, but with some

degree of inaccuracy caused by small dimensions of the

thermodynamic quantity matrix. In many cases the inaccuracy

of the used real gas state equation is larger than the inaccuracy

caused by bilinear interpolation even for small thermodynamic

quantity matrices (e.g., 200×200). However, when considering

more precise (and more computationally demanding) state

equations, e.g., AGA8, GERG, the inaccuracy caused by

the small dimensions of the approximation matrices becomes

the limiting factor. Hence, choosing a more accurate state

equation is not sufficient in order to achieve more precise

simulations, but one also has to increase the dimensions of

the approximation matrices. Since the computational difficulty

increases quadratically with the size of the matrix, one has

to find a way to shorten the time required for the pre-

calculation of the approximation matrices. A very suitable way

appears to be the use of the new massively parallel GPGPU

processors (NVIDIA Tesla C2050 GPU). We were able to

shorten the time of pre-calculation of the compressibility

matrix (4,000 × 2,000) from 70 s in serial evaluation to

1.16 s in parallel evaluation (i.e., accelerated more than 60

times). Besides the evaluation of the thermodynamic quantities

matrices there are other interesting problems in fluid dynamics

(e.g., gas transport optimization, leak detection, etc.) that can

benefit from the enormous potential of GPGPU. Additional

promising predictions of the GPGPU hardware manufacturers

state that the GPGPU potential shall increase several times

compared to its current status (NVIDIA CEO on its GPU

Technology Conference in 2010 presented a roadmap with the

new CUDA architecture codenamed Maxwell, to be introduced

in 2013, with performance about 10 times better than the

current FERMI architecture [23]). From our point of view,

all these facts forecast a bright future for the utilization of

GPGPU technology in scientific and technical applications.
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