
Abstract—Automated annotation of digital images remains a 
highly challenging task. This process can be used for indexing, 
retrieving, and understanding of large collections of image data. 
This  paper  presents  an  image  annotation  system  used  for 
annotating  natural  images.  The  proposed system is  using  an 
efficient annotation model called Cross Media Relevance Model 
for the annotation process. Image’s regions are described using 
a vocabulary of blobs generated from image features using the 
K-means clustering algorithm. Using SAIAPR TC-12 Dataset of 
annotated  images  it  is  estimated  the  joint  probability  of 
generating a word given the blobs in an image. The annotation 
process of each new image starts with a segmentation phase. An 
original  and  efficient  segmentation  algorithm  based  on  a 
hexagonal structure is applied to obtain the list of regions. Each 
meaningful word assigned to the annotated image is retrieved 
from an ontology derived in an original manner starting from 
the hierarchical vocabulary associated with SAIAPR TC-12 and 
from the spatial relationships between regions.

Keywords—Image annotation, image segmentation, ontology, 
relevance models.

I. INTRODUCTION

HE automated task used to assign semantic labels to im-

ages is known as automatic image annotation. The im-

portance of this task has increased with the growth of the 

digital  images  collections.  It  is  a  challenge  that  has  been 

identified as one of the hot-topics in the new age of image re-

trieval [26]. Image annotation is a difficult task for two main 

reasons: semantic gap problem - it is hard to extract semanti-

cally meaningful entities using just low level image features 

and the lack of correspondence between the keywords and 

image regions in the training data.

T

Representing the content of the image using image fea-

tures and then performing non-textual queries like color and 

texture is not an easy task for users. They prefer instead tex-

tual queries and this request can be satisfied using automatic 

annotation. 

There  are  many annotation  models  proposed  and  each 

model has tried to improve a previous one. These models 

were splitted in two categories:

a) Parametric models: Co-occurrence Model [1], Transla-

tion Model [2], Correlation Latent Dirichlet Allocation [4]

b) Non-parametric models: Cross Media Relevance Model 

(CMRM)  [3],  Continuous  Cross-Media  Relevance  Model 

(CRM) [10], Multiple Bernoulli Relevance Model (MBRM) 

[11], Coherent Language Model (CLM) [12]

The  annotation  process  implemented  in  our  system  is 

based on CMRM. Using a set of annotated images [20] the 

system learns the joint distribution of the blobs and words. 

The blobs are clusters of image regions obtained using the 

K-means algorithm. Having the set of blobs each image from 

the test set is represented using a discrete sequence of blobs 

identifiers. The distribution is used to generate a set of words 

for a new image.

Each new image is segmented using an original segmenta-

tion algorithm [13] which integrates pixels into a grid-graph. 

The usage of the hexagonal structure improves the time com-

plexity of the methods used and the quality of the segmenta-

tion  results.  An evaluation  of  this  algorithm against  other 

well  know segmentation  algorithms  like  Normalized  Cuts 

segmentation algorithm [14], Efficient Graph-Based segmen-

tation  algorithm  [15],  Mean-Shift  segmentation  algorithm 

[16], Color set back-projection algorithm[17] is presented in 

[17][18]. This algorithm was also used for an image annota-

tion system presented in [24].

The meaningful keywords assigned by the annotation system 

to each new image are retrieved from an ontology created in 

an original manner starting from the information provided by 

[20]. The concepts and the relationships between them in the 

ontology are inferred from the word’s list, from the ontol-

ogy’s paths and from the existing relationships between re-

gions.

The remainder of the paper is organized as follows: relat-

ed work is discussed in Section 2, Section 3 provides details 

about the segmentation algorithm used, Section 4 contains a 

description of the annotation model, Section 5 presents the 

dataset used for experiments, Section 6 provides a descrip-

tion of the modules included in system’s architecture, Sec-

tion 7 contains the evaluation of the annotation system and 

Section 8 concludes the paper.

II.RELATED WORK

Object  recognition  and  image annotation are  very chal-

lenging tasks. For this reason a number of models using a 

discrete image vocabulary have been proposed for the image 

annotation task.  One approach to  automatically annotating 

images is to look at the probability of associating words with 

image regions. Mori et al. [1] used a Co-occurrence Model 
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in which they looked at the co-occurrence of words with im-

age regions created using a regular grid. To estimate the cor-

rect probability this model required large numbers of training 

samples. Each image is converted into a set of rectangular 

image regions by a regular grid. The keywords of each train-

ing image are propagated to each image region. The major 

drawback of the above Co-occurrence Model is that  it  as-

sumes that if some keywords are annotated to an image, they 

are propagated to each region in this image with equal proba-

bilities.

Duygulu et al [2] described images using a vocabulary of 

blobs.  Image  regions  were  obtained  using  the  Normal-

ized-cuts segmentation algorithm. For each image region 33 

features such as color, texture, position and shape informa-

tion were computed. The regions were clustered using the K-

means clustering algorithm into 500 clusters called “blobs". 

The vector  quantized image regions are  treated  as  “visual 

words” and the relationship between these and the textual 

keywords  can  be  thought  as  that  between  two languages, 

such as French and German. The training set is analogous to 

a set of aligned bitexts - texts in two languages. Given a test  

image, the annotation process is similar to translating the vis-

ual words to textual keywords using a lexicon learned from 

the aligned bitexts. This annotation model called Translation 

Model was a substantial improvement of the Co-occurrence 

model.

Jeon et al. [3] viewed the annotation process as analogous 

to the cross-lingual retrieval problem and used a Cross Me-

dia Relevance Model to perform both image annotation and 

ranked retrieval. The experimental results have shown that 

the performance of this model on the same dataset was con-

siderably better than the models proposed by Mori et al. [1] 

and Duygulu et al. [2]. The essential idea is that of finding 

the training images which are similar to the test image and 

propagate their annotations to the test image. CMRM does 

not assume any form of joint probability distribution on the 

visual features and textual features so that it does not have a 

training stage to estimate model parameters. For this reason, 

CMRM is much more efficient in implementation than the 

above mentioned parametric models.

There are other models like Correlation LDA proposed by 

Blei and Jordan [4] that extends the Latent Dirichlet Alloca-

tion model to words and images. This model is estimated us-

ing Expectation-Maximization algorithm and assumes that a 

Dirichlet distribution can be used to generate a mixture of la-

tent factors. 

In [5] it is proposed the use of the Maximum Entropy ap-

proach for the task of automatic image annotation. Maximum 

Entropy  is  a  statistical  technique  allowing  predicting  the 

probability of a label given test data. The image is represent-

ed  using a  language  of  visterms (visual  terms)  which are 

clusters of rectangular regions.

In [6][25] it is described a real-time ALIPR image search 

engine which uses multi resolution 2D Hidden Markov Mod-

els to model concepts determined by a training set. A compu-

tational efficiency is obtained in [25] due to a fundamental 

change in the modeling approach.  In  [6] every image was 

characterized by a set of feature vectors residing on grids at 

several resolutions. The profiling model of each concept is 

the probability law governing the generation of feature vec-

tors on 2-D grids. Under the new approach, every image is 

characterized by a statistical distribution. The profiling mod-

el specifies a probability law for distributions directly. 

In [7] Latent Semantic Analysis (LSA) [8] and Probabilis-

tic Latent Semantic Analysis (PLSA) [9] are explored for au-

tomatic image annotation. A document of image and texts 

can be represented as a bag of words, which includes the vis-

ual  words  –  vector  quantized  image  regions  and  textual 

words. Then LSA and PLSA can be deployed to project  a 

document into a latent semantic space. Annotating images is 

achieved  by keywords  propagation  in  this  latent  semantic 

space.

An improved model of CMRM is proposed in [10], the 

Continuous  Cross-Media  Relevance  Model  (CRM)  which 

preserves the continuous feature vector of each region and 

this offers more discriminative power. A further extension of 

the  CRM model  called  the  Multiple  Bernoulli  Relevance 

Model (MBRM) is presented in [11]. The keyword distribu-

tion  of  an  image  annotation  is  modeled  as  a  multiple 

Bernoulli  distribution,  which  only  represents  the 

existence/nonexistence binary status of each word. 

All the above mentioned methods predict each word inde-

pendently given a test image. They can model the correlation 

between keywords and visual features but they are not able 

to model the correlation between two textual words. To solve 

this  problem, in [12]  it  is  proposed  a  Coherent  Language 

Model (CLM) extended from CMRM. This model defines a 

language model as a multinomial distribution of words. In-

stead of estimating the conditional  distribution of a  single 

word it is estimated the conditional distribution of the lan-

guage model. The correlation between words is explained by 

a constraint on the multinomial distribution that the summa-

tion of the individual words distribution is equal to one. The 

prediction of one word has an effect on the prediction of an-

other word.

III. THE SEGMENTATION ALGORITHM

For image segmentation we have used an original and effi-

cient segmentation algorithm [6] based on color and some 

geometric features of an image. The novelty of our algorithm 

concerns two main aspects: 

a)  minimizing the running time - a hexagonal structure 

based on the image pixels is constructed and used in color 

and syntactic based segmentation 

b) using an efficient method for segmentation of color im-

ages based on spanning trees and both color and syntactic 

features of regions. A similar approach is used in [7] where 

image segmentation is produced by creating a forest of mini-

mum spanning trees of the connected components of the as-

sociated weighted graph of the image.

In figure 1 it is presented the hexagonal structure used by 

the segmentation algorithm:

A particularity of this approach is the basic usage of the 

hexagonal structure instead of color pixels. In this way the 

hexagonal structure can be represented as a grid-graph G = 

(V, E) where each hexagon h in the structure has a corre-

sponding  vertex  v   V,  as  presented  in  Figure  1.  Eachϵ  
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hexagon has six neighbors and each neighborhood connec-

tion is represented by an edge in the set E of the graph. To 

each  hexagon two important  attributes  are  associated:  the 

dominant color and the coordinates of the gravity center. For 

determining these attributes were used eight pixels: the six 

pixels of the hexagon frontier, and two interior pixels of the 

hexagon. 

Image segmentation is realized in two distinct steps:

c) a pre-segmentation step - only color information is used 

to determine an initial segmentation. A color  based region 

model is used to obtain a forest of maximum spanning trees 

based on a modified form of the Kruskal’s algorithm.  For 

each region of the input image it is obtained a maximal span-

ning tree. The evidence for a boundary between two adjacent 

regions is based on the difference between the internal con-

trast and the external contrast between the regions

d) a syntactic-based segmentation - color and geometric 

properties of regions are used. It is used a new graph which 

has a vertex for each connected component determined by 

the color-based segmentation algorithm. The region model 

contains  in  addition some geometric  properties  of  regions 

such as the area of the region and the region boundary. A 

forest of minimum spanning trees is obtained using a modi-

fied form of the Boruvka’s algorithm. Each minimum span-

ning tree represents a region determined by the segmentation 

algorithm.

IV. THE ANNOTATION MODEL

The  Cross  Media  Relevance  Model  is  a  non-parametric 
model for image annotation and assigns words to the entire 
image and not to specific blobs – clusters of image regions, 
because the blob vocabulary can give rise to many errors. 
Some principles defined for the relevance models [22, 23] 
are applied by this model to automatically annotate images 
and for ranked retrieval. Relevance models were introduced 
to  perform  a  query  expansion  in  a  more  formal  manner. 
Given a training set of images with annotations this model 
allows predicting the probability of generating a word given 
the  blobs  in  an  image.  A test  image  I  is  annotated  by 
estimating the joint probability of a keyword w and a set of 
blobs:

For the annotation process the following assumptions are 

made:

a) it is given a collection C of un-annotated images

b) each image I from C to can be represented by a discrete 

set of blobs I={ }

c) there exists a training collection T, of annotated images, 

where each  image  J  from T  has a  dual  representation in 

terms of both words and blobs: J=

d) P(J) is kept uniform over all images in T

e) the number of blobs m and words in each image (m and 

n) may be different from image to image.

f) no underlying one to  one  correspondence is  assumed 

between the set of blobs and the set of words; it is assumed 

that the set of blobs is related to the set of words.   

)  represents the joint probability of key-

word w and the set of blobs (b_1,…,b_m)  conditioned on 

training image J. An intuitive interpretation of this probabili-

ty is how likely w co-occurs with individual blobs given that 

we have observed an annotated image J. 

In CMRM it is assumed that, given image J, the events of 

observing  a  particular  keyword  w and  any  of  the  blobs  

  are mutually independent, so that the joint prob-

ability can be factorized into individual conditional probabil-

ities. This means thatP(b_1,…,b_m |J) can be written as:

where:

a) P(w|J) , P(w|J) denote the probabilities of selecting the 

word w, the blob b from the model of the image J.

b) #(w, J) denotes the actual number of times the word w 

occurs in the caption of image J.

c) #(w, T ) is the total number of times w occurs in all cap-

tions in the training set T .

d) #(b, J) reflects the actual number of times some region 

of the image J is labeled with blob b.

e) #(b, T ) is the cumulative number of occurrences of blob 

b in the training set. 

f) |J| stands for the count of all words and blobs occurring 

in image J.

g) |T| denotes the total size of the training set. 

h) The prior probabilities P(J) can be kept uniform over all 

images in T

The smoothing parameters   and  determine the degree 

of interpolation between the maximum likelihood estimates 

and the background probabilities for the words and the blobs 

Fig. 1. The grid-graph constructed on the hexagonal structure 

of an image
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respectively. The values determined after experiments for the 

Cross Media Relevance Model were  = 0.1 and  = 0.9.

V. DATASET

We have used for our experiments the segmented and an-

notated SAIAPR TC-12 [20][27] benchmark which is an ex-

tension of the IAPR TC-12 [21] collection for the evaluation 

of  automatic  image  annotation  methods  and  for  studying 

their impact on multimedia information retrieval. IAPR TC-

12 was used to evaluate content based image retrieval and 

multimedia image retrieval methods [28][29]. SAIAPR TC-

12  benchmark contains the pictures from the IAPR TC-12 

collection plus: segmentation masks and segmented images 

for the 20,000 pictures,  region-level annotations according 

an annotation hierarchy, region-level annotations according 

an  annotation  hierarchy,  spatial  relationships  information. 

Each image was manually segmented using a Matlab  tool 

named  Interactive  Segmentation  and  Annotation  Tool 

(ISATOOL). ISATOOL allows the interactive segmentation 

of objects by drawing points around the desired object, while 

splines are used to join the marked points, which also pro-

duces fairly accurate segmentation with much lower segmen-

tation  effort.  Each  region  has  associated  a  segmentation 

mask and a label from a predefined vocabulary of 275 labels. 

This  vocabulary is  organized  according  to  a  hierarchy of 

concepts having six main branches: Humans, Animals, Food, 

Landscape-Nature,  Man-made and  Other.  In  figure  2 it  is 

presented the hierarchical structure of the Landscape-Nature 

branch. 

For each pair of regions the following relationships have 

been calculated in every image: adjacent, disjoint, beside, X-

aligned, above, below and Y-aligned. The following features 

have been extracted from each region: area, boundary/area, 

width and height of the region, average and standard devia-

tion in x and y, convexity, average, standard deviation and 

skewness in two color spaces: RGB and CIE-Lab.

The dataset contains several folders of images, each folder 

having the structure presented in figure 3: 

Fig. 3. The structure of images’ folder

where:

a) images folder contains the initial images that were man-

ually segmented

Fig. 4. Initial images

b) segmentation_masks folder contains files having the ex-

tension .mat (Matlab files). For each image’s region a file is 

provided containing a segmentation mask which can be seen 

as a matrix with 0 and 1 values. A value of 1 in a matrix lo-

cation means that the pixel having that position in the origi-

nal image belongs to that region.

c) single_mask folder contains a single .mat file per  im-

age, representing the mask of the entire image.

Fig. 2.  The hierarchical structure of the Landscape-Nature branch.
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d) spatial_relationships contains a file per image with in-

formation about  the spatial  relationships  detected  between 

each pair of regions

e) segmented_images folder contains manually segmented 

images having the regions shown with boundary 

Fig. 5. Manually segmented images

Fig. 6. Features’ values for each region

f) features.txt contains the values of the extracted features 

from each region

g) 2206 identifies the picture (Figure 6 - 22006.jpg) , val-

ues 1 and 2 represent the index of each region and the rest of 

the values represent the values of the extracted features

h) labels.txt file contains the information needed to identi-

fy the words assigned to each image region, each word being 

indicated by his index. Using this information and the list of 

all words available in the wlist.txt file (being available for all 

folders at a higher level) having a pair (word index, word) on 

each line we can determine the words assigned to regions

Fig. 7. Words assigned to regions

i) where 22957 and 22958 represent images’ identifiers, 

1, 2…5 or 1,2 …6 represent the index of each region.

j) ontology_path.txt file contains the path in the ontology 

for each word associated to a region

Fig. 8. Ontology’s paths assigned to regions.

VI. SYSTEM’S ARCHITECTURE

System’s architecture is presented in figure 9 and contains 

6 modules:

Fig.9. System’s architecture

a) Importer module – this module is used to extract the 

existing information in the dataset. Having available segmen-

tation’s mask for each image’s region this module detects the 

pixels that belong to that region. By parsing the content of 

the features.txt file the module extracts a list of feature vec-

tors that are stored in the database. These feature vectors are 

clustered  by the Clustering module  for  obtaining a  list  of 

blobs.  The exiting information in the labels.txt and ontolo-

gy_path.txt files about the words assigned to regions and the 

paths in the ontology is extracted and is made available to 

the Ontology creator module. 

b) Ontology creator module - using the information pro-

vided by the Importer module and an original approach this 

module creates an ontology that is used for annotating new 

images. The existing ontology’s paths are used to establish 

the hierarchical structure of the ontology. Each path is con-

verted  to  several  hierarchical  relationships  of  parent-child 

type.  The information contained in the spatial_relationships 

folder is used to generate several relationships in the ontolo-

gy having spatial-relationship type. Each word is represented 

as a concept in the ontology having as unique identifier his 

index in the wlist.txt file. The ontology is represented as a 

Topic Map [30] using the XTM syntax [31]. In the bellow ta-

ble  are  presented  two  ontology  concepts  (Mountain  and 

Landscape) modeled as topics in the Topic Map and a hierar-

chical relationship between them modeled as an association:
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 Segmentation module – this module is using the seg-

mentation algorithm described in Section 3 to obtain a list of 

regions from each new image. The segmentation algorithm is 

using some methods during the segmentation process:

SameVertexColor  – used  to  determine the color  of  a 

hexagon 

ExpandColorArea – used to determine the list of hexa-

gons having the color of the hexagon used as a starting point 

and  has  O(n)  as  running  time  where  n  is  the  number  of 

hexagons from a region with the same color.  

ListRegions – used to obtain the list of regions and has 

O(n^2) as running time where n is the number of hexagons 

from the hexagonal network. 

ContourRegions – used to obtain the contour of each re-

gion and has O(n) as running time where n is the number of 

hexagons from a region with the same color

Characteristics extractor module - this module is using 

the regions detected by the Segmentation module. For each 

segmented region it is computed a feature vector that con-

tains  visual  information  of  the  region  such  as  area, 

boundary/area, width and height of the region, average and 

standard deviation in x and y, convexity, average, standard 

deviation. All feature vectors obtain are stored in the data-

base in order to be accessible for other modules.

Clustering module - we have used K-means algorithm 

to quantize the feature vectors obtained from the training set 

and to generate blobs. After the quantization, each image in 

the training set was represented as a set of blobs identifiers. 

For each blob it is computed a median feature vector and a 

list of words that were assigned to the test images that have 

that blob in their representation. 

Automatic annotation module - for each region belonging 

to a new image it is assigned the blob which is closest to it in 

the cluster space. The assigned blob has the minimum value 

of the Euclidian distance computed between the median fea-

ture vector of that blob and the feature vector of the region. 

In this way the new image will be represented by a set of 

blobs identifiers. Having the set of blobs and for each blob 

having a list of words we can determine a list of potential 

words that can be assigned to the image. What  needs to be 

established is which words better describe the image content. 

This can be made using formulas (3) and (4) of the Cross 

Media Relevance Model. For each word it is computed the 

probability to be assigned to the image and after that the set 

of words having a probability greater than a threshold value 

will be used to annotate the image.

VII. EVALUATION OF THE ANNOTATION SYSTEM

In order to evaluate the annotation system we have used a 

testing set of 400 images that were manually annotated and 

not included in the training set used for the CMRM model. 

This set was segmented using the original segmentation algo-

rithm described above and a list of words having the joint 

probability greater  than a threshold value was assigned to 

each image. Then the number of relevant words automatical-

ly assigned by the annotation system was compared against 

the number of relevant words manually assigned by comput-

ing a recall  value.  Using this approach for each image we 

have obtained a statistic evaluation having the structure pre-

sented in Table 1.

After computing the recall value for each image it was ob-

tained a medium recall value equal to 0.73.

VIII.CONCLUSIONS AND FUTURE WORK

In this paper we described a system that can be used for 

annotating natural images. The CMRM annotation model im-

plemented by the system was proven to be very efficient by 

several  studies.  This  model  learns  the  joint  probability of 

words and blobs based on a well know benchmark: SAIAPR 

TC-12. This benchmark contains a large-size image collec-

tion comprising diverse and realistic images, includes an an-

notation vocabulary having a hierarchical organization, well 

defined criteria for the objective segmentation and annota-

tion of images.  Because the quality of an image region and 

the running time of the segmentation process are two impor-

tant factors for the annotation process we have used a seg-

mentation algorithm based on a hexagonal structure which 

was proved to satisfy both requirements: a better quality and 

a smaller running time. Each new image was annotated with 

Topics <topic id= “168”>

     <instanceOf>

          <topicRef 

xlink:href="#semantic-class"/>

     </instanceOf>

    <baseName>   <base-

NameString>Mountain</base-

NameString>

     </baseName>

</topic>

  <topic id= “148”>

     <instanceOf>

          <topicRef 

xlink:href="#semantic-class"/>

     </instanceOf>

    <baseName>     <base-

NameString>Landscape</base-

NameString>

     </baseName>

</topic>

Association <association id=”148-168”>

   <instanceOf>

        <topicRef 

xlink:href="#parent-child"/>

   </instanceOf>

   <member>

      <roleSpec>

           <topicRef 

xlink:href="#parent"/>

        </roleSpec>

        <topicRef 

xlink:href="#148"/>

    </member>

    <member>

      <roleSpec>

            <topicRef 

xlink:href="#child"/>

       </roleSpec>

       <topicRef 

xlink:href="#168"/>

    </member>

  </association>
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words taken from an ontology created starting from the in-

formation provided by the benchmark: the hierarchical orga-

nization of the vocabulary and the spatial relationships be-

tween regions. The ontology created in an original manner 

was represented using the Topic Map standard, each concept 

being modeled as a topic item and each relationship as an as-

sociation having a specific type.  

Further extensions of the system will include the two mod-

els of image retrieval provided by CMRM: Annotation-based 

Retrieval Model and Direct Retrieval Model.
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