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Abstract—This  paper  describes  our  efforts  developing  the 
smart home environment for the assistive living. The key ele-
ment of the smart environment is the ubiquitous voice user in-
terface with several additional capabilities (such as the recogni-
tion of several gestures). This work is a further development of  
voice  controlled  devices.  The  presence  of  the  commercial 
speech recognition engines and our experience of adapting for-
eign language engine to recognize Lithuanian voice commands 
suggested expansion of the platform including the possibilities 
to control various devices in the living space. The key element 
of the proposed platform is its universal nature, the possibility 
to adapt the platform for the personal needs and the economi-
cal solutions used. Platform was developed using inexpensive 
hardware and software elements available on the market. The 
field tests with several sets of voice commands used by people 
with motoric  disabilities  showed high robustness of  proposed 
platform.

I. INTRODUCTION

OICE technology is potentially of an enormous benefit 
for people with physical disabilities. People with dif-

ferent kinds of disabilities may benefit from different kinds 
of speech and voice processing technologies but it is really 
hard  to  find  the  impaired  person  that  can’t  benefit  form 
voice technology more than ordinary people may benefit in 
the same situation. Since people with various types of im-
pairments have the problems using one or more channels of 
communication used by the ordinary people they rely more 
on the voice based interfaces. This is true for the blind or 
visually impaired people: since they have difficulties using 
GUI type interfaces they are more willing to use voice based 
interfaces.  And this is especially true for the motor-handi-
capped persons.  The impossibility or  difficulties  changing 
their location requires the means to control the devices in the 
living environment by distance and often with minimal use 
of  hands or  fingers.  To be successful,  applications imple-
menting  voice  processing  should  effectively  take  into  ac-
count the specific needs of user groups and have the ability 
to adapt to the needs of individual person. One of the most 
desirable needs of the voice controlled system is the flexibil-
ity of the platform. Under the flexibility we mean the possi-
bility to construct a personal vocabulary, to adapt the voice 
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user interface to the voice of particular speaker and the pos-
sibility to introduce new devices or change the existing ones 
with minimum efforts and complication.

Recent years witnessed at least several important events 
when developing various speech controlled applications for 
the different fields of applications.  Microsoft,  Nuance and 
some other companies began to distribute speech application 
programming tools (usually known as SAPI – speech appli-
cation programming interface; the example of such type of 
tools could be Microsoft speech server (MSS) or Microsoft 
Windows SAPI). Such tools provided the developers with a 
whole set of new and useful tools easing, speeding up and 
making more economically affordable  the development  of 
voice user based interfaces. Researchers usually have their 
proprietary tools to implement voice user interfaces into the 
specific types of applications but their implementation into 
the more universal platforms often makes troubles. Another 
very important factor was the increased recognition accuracy 
of available speech recognition engines that made voice user 
interfaces acceptable even in the wide area of applications 
intended to the use of ordinary users not only for the im-
paired persons.

But  all  of  this is  true only for  the countries  where  the 
widely spoken languages (such as English or Spanish) are 
used as a primary mean of communication. The providers of 
SAPI  tools  distribute  speech  recognition  engines  only for 
such languages and aren’t interested in the development of 
speech engines for such rarely spoken languages as Lithua-
nian is.  For users  of  such languages other  approaches are 
necessary to be found. Our experience with the adaptation of 
foreign language speech engines to recognize the Lithuanian 
voice commands showed that it is possible to achieve very 
high recognition accuracy for many of the Lithuanian voice 
commands using only the proper selection of phonetic tran-
scriptions  for  the  Lithuanian  voice  commands.  Such  ap-
proach enabled to make the development of  some limited 
vocabulary  applications  easier  and  more  economically  vi-
able. From another point of view the experience showed that 
not all  Lithuanian voice commands may be adapted to be 
recognized good enough and the implementation of propri-
etary recognition tools may be necessary in some situations. 
It means that hybrid recognition approach may be applied: a) 
to use two or more recognizers working in parallel and; b) 
combining their responses to get the final decision.
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All these considerations enabled us to propose and to de-
velop the platform for the voice user interface targeted at the 
people with motoric impairments (and some other categories 
of disabled persons too). The platform include speech pro-
cessing server, tablet PC or a smartphone which is used by a 
person, and various assistive and home tools connected to 
the executive devices controlled via speech server. Such ap-
proach  enabled  to  achieve  high  flexibility,  robust  perfor-
mance and relatively economical realization. The further pa-
per is organized as follows: chapter  2 presents the related 
and similar work, chapter 3 introduces the platform in detail, 
while chapter 4 presents some results evaluating platform’s 
performance. Finally some conclusions and suggestions are 
presented.

II.  RELATED WORK

The ability to control the living space is an essential com-
ponent  of  independence  and  e-inclusion.  Environmental 
Control Systems (ECS) or Smart home control interfaces are 
available which  address  many elements  of  home manage-
ment  for  disabled  people,  such  as  control  of  audio-visual 
equipment, telephones, household appliances, doors and cur-
tains as well as the ability to summon assistance. Most ECSs 
utilize  switch-scanning  or  keypad  interfaces  for  control. 
More recently, ECSs with speech recognition have been in-
troduced and a number of such systems are available on the 
market. Their success depends on a number of factors. Most 
important of them is the maturity of voice processing tech-
nology used. 

One group of the devices used in the smart home environ-
ment is  the devices  with the embedded voice recognition. 
Modern houses are equipped with a set of household appli-
ances  ranging  from simple lights  to  feature-rich hi-fi  sys-
tems, DVD players  and TV sets.  Typically they are con-
trolled by keypads but more and more often various devices 
with voice  control  capabilities  are  present  on  the  market. 
Unfortunately since these devices are developed and manu-
factured by various producers and typical modern household 
has many devices, serious problem of matching of their in-
terfaces and avoiding of conflicting commands arises. An-
other  serious  inconvenience  of  embedded  systems  is  that 
such systems often are very difficult to personalize and to 
change the command used for the control. This is particu-
larly  important  for  the  Lithuanian  speakers  since  major 
household appliances manufacturers do not provide Lithua-
nian voice commands recognition as an option.

The idea to implement voice command recognition capa-
bilities  in  the  smart  home environments  isn’t  new.  There 
were also the attempts to implement voice command recog-
nition capabilities for the specific needs of the impaired peo-
ple.  An  example  of  adaptation  and  integration  of  various 
communication  technologies  could  be  the  e-wheelchair 
project [1]. E-wheelchair is an electronic wheelchair with in-
tegrated communication equipment based on IPv6 protocol. 
This protocol enables mobile communication using an inter-
net data transfer. Among the most important benefits for the 
impaired people in this case is the possibility to be in touch 
with the caregiver  nearly all  the time and to increase  the 

level of independency having the possibility to obtain the in-
formation which previously was inaccessible independently.

Various  activities  to  develop  a  speech  operated  smart-
home control, systems with a focus on people with special 
needs  by  providing  a  unified  speech-controlled  interface 
were  observed  in  recent  years  [2].  The  ultimate  goal  of 
home-environments is to achieve the level when the user has 
to say what he/she desires and the system will orchestrate 
the home appliances in order to fulfill specific wish. Unified 
speech-oriented  smart  home interface  will  enable  easy re-
placement of old household devices by the new ones as well 
as an easy installment of completely new devices. Such in-
terfaces are often designed taking into account that disabled 
people should not be confined in any way to the vicinity of 
their  homes,  so the telephony interface  is implemented to 
enable full remote access to the system.

In  [3]  even  the  privacy  issues  when  developing  smart 
home environments are discussed and methods to avoid the 
loss of privacy in some situations were suggested. Wu and 
Fu [4] showed that it is important to achieve mixed-initiative 
when designing the algorithms for smart home systems. In 
this way services could be subdivided to the levels called re-
sources  allocation,  privacy,  attention  and  priority.  Despite 
that their paper isn’t specifically aimed to the problems im-
plementing voice based interfaces but many insights could 
be successfully applied to the development of VUI for smart 
home environments.  Ye and Huang [5] investigated cloud-
based framework for the smart home. Cloud-based approach 
could  be  a  valuable  framework  when  designing  universal 
and  ubiquitous  platform for  the smart  home environment. 
But it should be noted that cloud-based frameworks are still 
in the early stages of development and lots to be done re-
main to achieve wider applicability and functionality of such 
platforms.  Alam and  colleagues  [6]  presented  multi-agent 
based  human  activity  classification  model  for  the  smart 
home environment. Agents are designed using hierarchical 
approach with task oriented architecture and the results ob-
tained from human psychology studies. The authors showed 
that during single communication episode people typically 
are using 2-6 activities and the bigger number of activities 
and what is very important – the single activity – are rare.  
Manchon and colleagues [7] presented the analysis of multi-
modal interaction in smart home environment. The experi-
mental investigation showed that speech input and often out-
put is the preferred way of interaction between human and 
the devices comprising smart home ecosystem. It is impor-
tant that preference given to the speech based input grows in 
time when the users become more familiar with the voice in-
terface. 

Further we will present our platform for the smart home 
aimed to serve the impaired people and the motivation be-
hind some architectural  and technical  aspects  of  this plat-
form.  Later  several  experiments  evaluating  the  efficiency 
and the accuracy of the presented platform will be described. 
The primary focus of interest will be related to the speech 
recognition issues since speech is the main mode of commu-
nication while other  modes serves  more as supplementary 
ways for communication. 
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III. VOICE CONTROLLED PLATFORM FOR THE ASSISTED 
LIVING

The voice controlled platform for the assisted living is the 
further  development  of  our  voice  controlled  devices  [8], 
which could be used by the motor-handicapped people in 
their daily lives. Mobility devices, such as a wheelchair pro-
vides the opportunity to overcome the main limitation of this 
type of people – the inability to move independently. Mod-
ern wheelchairs often uses battery powered electric vehicle 
and small keypad to control the movement. But for a wide 
group of motor handicapped persons the voice control could 
be most desirable and convenient mode of control. 

There  were  successful  attempts  to  manufacture  modern 
devices  controlled  by voice  commands.  Such  applications 
typically  have  an  embedded  voice  command  recognition 
system and control unit designed to recognize and process 
pre-specified set of commands. Usually the task to change 
this set of commands is complicated task from a user’s point 
of view. From a Lithuanian speaker’s perspective it is very 
important that such device recognizes only English (or some 
other  language)  commands  as  it  is  difficult  to  embed the 
recognition of Lithuanian commands.

These  considerations  suggested  us  to  propose  a  client-
server based architecture for smart device control: the user is 
provided  with  the  PDA  type  device  which  serves  as  the 
recorder and does some initial processing of speech signal 
and transmits it to the server. Server runs a speech recogni-
tion engine, receives voice commands, recognizes them and 
makes  appropriate  turns.  The  PDA  client  and  server  are 
linked using Bluetooth or wireless connection. In the same 
way server is linked using wireless connection with the con-
trollers and executive devices used to control the movements 
of the assistive tool. Later fuzzy sets theory based control 
methods were implemented [9] to control the trajectory of 
the device.  This  approach  implemented  elements of  smart 
interface and intelligent control for the assistive device.

The experience with this development led to the idea to 
expand this approach to universal voice control platform for 
the smart home for  the assisted living.  It  should be noted 
that main advantage of such approach is its flexibility: since 
nowadays  houses  are  equipped  with  a  set  of  different 
household appliances ranging from simple lights to feature-
rich  hi-fi  systems,  DVD  players  and  TV  sets  then  it  is 
possible  to  use  a  voice  command  recognition  system  to 
control this big variety of home appliances and not only the 
specialized devices. Another advantage is the possibility to 
implement other than voice commands control modalities or 
to  use  them  as  the  additional  channel  to  transfer  the 
commands. 

Other  primary requirements  for  the smart  home VUI 
platform were the affordability and the robustness.

The proposed voice controlled platform for the assistive 
living is presented in Fig. 1.The user is provided with the re-
mote control unit which could be PDA device, or a smart-
phone. This unit is used to record the speech signal, to per-
form some initial speech processing (trimming the silence, 
reducing the noise) and to transfer the speech signal to the 
server for the further processing and recognition. The server 
runs a commercial speech engine adapted to recognize the 

Lithuanian voice commands and also a proprietary speech 
recognizer used to recognize the same voice commands. The 
additional  analyzer  is  used  to  combine  the  output  and  to 
make the final decision. Then a server transmits the neces-
sary command to the appropriate controller and the execu-
tion unit to achieve the desired user action. Also a server is 
equipped with the software tools necessary to construct the 
library of voice commands, to train and to adapt the recog-
nizers, to prepare script files for the control of home appli-
ances, etc. In principle all of these steps could be perform by 
the skilled user  of  the system but  more often  the help of 
trained consultant will be used to configure the system for 

Fig.  1 Voice controlled platform for the control of home environment 
for the assistive living
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the later  use.  Though such principles  aren’t  very new but 
their combination enabled us to achieve all design require-
ments set for this platform. The main advantage of the plat-
form is that it allows to reconfigure the system and to adapt 
it  to  some particular  environment  in  the  easiest  and  most 
flexible way (to set particular vocabulary and devices to be 
controlled). 

From the technical  point of view the platform is devel-
oped from the widely available, not expensive, easily scal-
able, configurable and programmable elements such as the 
Phidgets, ATMega controller chips, etc. In this way we were 
able to build economical (costs of the hardware were less 
than 150 euro) and at the same time capable system: the user 
could select own set of household devices.  The set of de-
vices used for laboratory tests is shown in Fig. 2.

Fig.  2 Household appliances used in the testing of the smart environment  
for the assisted living

The control  capabilities for different  devices  depend on 
their interfaces and some design peculiarities: in all cases it 
is possible to switch on or off any device while for some de-
vices (e.g. the computer) exist a wider set of control capabil-
ities (open the particular program, open the website of inter-
est, etc.). 

IV. VOICE COMMAND RECOGNITION FOR THE ASSISTIVE 
LIVING ENVIRONMENT

The crucial element of the successful implementation of 
the platform is the robust recognition of voice commands. 
Beside the high accuracy it should operate successfully in 
noisy environments or be able to react only to the commands 
pronounced by the intended speaker and to recognize only 
the commands from the vocabulary. The successful solution 
of all of these tasks in complex is very difficult and in many 
aspects still unsolved problem.

Several ways were used to adapt foreign language recog-
nizers for the resources of another language. Some of them 
take a small amount of data in native language for retraining 
the foreign language acoustic models for the language of in-
terest [10]. In this paper we are focused on the adaptation 
via phonetic transcriptions proper selection since our earlier 

experiments showed that it is possible to achieve high recog-
nition accuracy for the wide class of Lithuanian voice com-
mands  in  this  way,  the  fastest  [11].  In  our  experiments 
Microsoft Speech server and English or Spanish speech en-
gines from this software package were used. For many voice 
commands very high accuracy (more than 95% recognition 
accuracy) was observed for a wide range of different speak-
ers and different acoustical conditions. At the same time it 
was seen that some voice commands can’t be adapted to be 
recognized good enough and proprietary speech recognizer 
needed to be implemented.

In the proposed platform we implemented a hybrid recog-
nition approach: two recognizers are working in parallel and 
their outputs are combined to get the final response of the 
system.  One  of  the  recognizers  is  the  Microsoft  Speech 
server  with  English  engine.  The  second  recognizer  is  the 
proprietary  CD-HMM  based  voice  command  recognizer 
trained using a rather limited set of training material. Simi-
larity values from both recognizers were used to train linear 
discriminant classifier:

F ( x )=(μi−μ)
¿

Σ
−1 ( μi−μ

¿

)T (1)

where µ is used to denote the mean vector of parameters and 

Σ is used to denote the covariance matrix. Then classifica-
tion and regression tree-like procedure is applied to select 
the most likely discriminant function value from a set of dis-
criminant function values for different classes. In principle 
this approach is similar to the linear heteroscedastic analysis 
[12] which was successfully used to combine the recognition 
results of several differently trained speech recognizers [13]. 
While the adaptation of phonetic transcriptions was used in 
some of our experiments here we tried to use the hybrid ap-
proach for the first time to evaluate the possibilities to im-
prove voice commands recognition accuracy.

In order to evaluate the efficiency and robustness of the 
recognition system, several groups of experiments were car-
ried on. First group of experiments contained 12 often used 
voice commands to control assistive tools and household ap-
pliances. Recordings of 200 female speakers and 110 male 
speakers were used to train the recognizer or to find the opti-
mal phonetic transcriptions for the foreign language recog-
nizer (the male and female utterances were treated as distinct 
commands to be recognized). The recordings of 20 male and 
20 female speakers were used to test the performance. In the 
first experiment each voice command was uttered in strictly 
isolated manner. In the second experiment voice commands 
were pronounced in word strings imitating the possibility to 
utter several voice commands in a row to speed up the con-
trol of the devices. Table 1 summarizes the results of this ex-
periment.

The main conclusion that could be drawn from these re-
sults is that while the error  rates varied insignificantly for 
different kinds of recognizers and the recognition accuracy 
was very high but the confidence level was higher using hy-
brid recognition approach.  This observation allowed us to 
expect  that  the  recognition  accuracy  will  be  higher  even 
when  acoustic  conditions  will  be  more  complicated  or 
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speaker voices will be more specific and more difficult  to 
recognize.

Another group of experiments was performed to evaluate 
the accuracy of VUI in continuous and fixed input modes in 
real home environments. We understand that the continuous 
input when audio is recording is fed to the recognizer con-
tinuously  and  it  is  the  task  of  the  recognizer  or  the  pre-
processor to find the boundaries of voice command. As the 
fixed input mode we understand the audio recording mode 
when the user  is  instructed  to  press  a  key and to tell  the 
voice  command.  The  experiments  were  performed  in  the 
room were  typical  usual  activities  were  performed  (there 
were 2-3 persons in the room and everyone was engaged in 
own  area  of  interest  –  working,  maintenance,  reading, 
watching TV, etc.). The set of commands used in these ex-
periments  consisted  from 22  often  used  Lithuanian  com-
mands  to  control  home  appliances.  The  commands  were 
composed  using  1-3  words  pronounced  continuously  (12 
commands were composed from a single word, 8 commands 
from two words and 2 commands from three words). The ut-
terances of 50 speakers (25 males and 25 females) were used 
to  train  or  to  adapt  the  recognizer  while  10  speakers  (5 
males and 5 females) were used for testing. Each speaker ut-
tered each command 5 times. The command utterances were 
fed  to  the  recognizer  in  isolated  command  mode  (single 
command fed in one try) or in a group of three commands at 
once.  In  the  latter  case  the  correct  recognition  was  fixed 
only if  all  three commands (independently from the com-
mand  content)  were  recognized  and  performed  appropri-
ately.

The main goal of this experiment was to evaluate the pos-
sibility to develop VUI for the smart home environment us-
ing only adapted Lithuanian voice commands for the foreign 
language recognizer and the utilizing the importance to im-
plement  a  hybrid  approach  to  achieve  the  robust  perfor-
mance of the VUI for the impaired persons. 

Table 2 summarizes the results of these experiments.
In these experiments very high recognition accuracy was 

achieved  too.  The  more  complicated  testing  conditions 
caused slightly higher number of the recognition errors. It is 
important to note that using hybrid approach there were no 
recognition  errors  during  testing,  while  using  adapted  or 
proprietary Lithuanian recognizer few errors were observed. 
This shows that both recognizers have different discriminant 
capabilities  and  may  supplement  each  other.  The  higher 
number  of  recognition  errors  using proprietary Lithuanian 

recognizer  may be  caused  by  the  limited  amount  of  data 
used to train it.

Summarizing the VUI efficiency we could conclude that 
the achieved recognition accuracy satisfies the user expecta-
tions and may be implemented to control home environment. 
Particular benefits may be achieved by the people with mo-
toric disabilities.

The last  group  of  experiments  was  performed with the 
aim to evaluate the performance time when household de-
vices are controlled using voice commands or more typical 
key-based controlled approach. In this case user was given 
the small mobile type device keyboard to control the house-
hold appliances. It meant that a user needed to press down 
the number  of  appropriate  commands or  to  say this  com-
mand by voice. Users were instructed to execute 1, 2 or 3 
commands in a row. 3 people with motoric disabilities par-
ticipated in these experiments. It should be noted that these 
people suffered from easy and medium types  of  handicap 
(people  with  temporal  handicaps,  e.g.  broken  legs)  and 
weren’t  representatives  of  the  very  complicated  impair-
ments.  They were  experienced  users  of  the  computer-like 
devices too. For the comparison, 3 ordinary and healthy peo-
ple took part in the experiments too. Each user was obliged 
to perform each command fully. This means that if the com-
mand wasn’t recognized properly or the incorrect number of 
command was sent to the controller user was forced to re-
peat the task until completion.

From the functional  point  of  view each  user  needed to 
learn the number of the commands or to learn the appropri-
ate voice  command.  Each  user  should  complete the com-
mands  in  the  random order:  the  supervisor  presented  the 
number of command (not the same as the key number) and 
then the user needed to complete it (to remember the com-
mand and to press the key or to say the name). This method 
was selected trying to avoid the mechanical repetition of the 
same key combinations or repetition of the same voice com-
mands.

TABLE 1. 
THE RECOGNITION ACCURACY AND AVERAGE CONFIDENCE FOR DIFFERENT  

TYPES OF RECOGNIZERS

Recognizer Isolated commands Groups of words
Erro
r %

Average
confidence

Error,
%

Average
confidence

adapted 
foreign 
language

0 0.56 0 0.48

Lithuanian 0 0.44 2.2 0.41
hybrid 0 0.71 0 0.62

TABLE 2. 
THE RECOGNITION ACCURACY AND AVERAGE CONFIDENCE FOR DIFFERENT  

TYPES OF RECOGNIZERS AND DIFFERENT TYPES OF RECOGNIZERS

Recognizer Isolated commands Groups of words
Erro
r %

Average
confidence

Error,
%

Average
confidence

adapted 
foreign 
language

0.5 0.47 2.4 0.38

Lithuanian 3.1 0.31 6.7 0.37
hybrid 0 0.65 0 0.57

TABLE 3.
THE AVERAGE COMPLETION TIME (IN SEC) OF 1,2 AND 3 CONTROL 

COMMANDS USING VOICE AND KEYBOARD MODES

Mode Tested 
group

Number of commands in a row
1 2 3

voice impaired 1,6 3,8 5,7
average 1,5 3,6 5,4

key impaired 1,8 4,7 7,6
average 1,8 4,8 7,8
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Table 3 shows the average completion times of 1, 2 and 3 
commands in a row using voice and keyboard modes.

Despite the fact that these results can’t be treated as statis-
tically reliable some observations could be made. It  seems 
that the voice based user  interface enables  to perform the 
household devices control operations faster than using key-
board based principles. The increase in performance speed is 
more visible when more commands needs to be performed. 
These experiments showed no difference between the per-
formance of healthy people and those with motoric impair-
ments since all impaired people had good skills using com-
puterized devices. The general observation from all experi-
ments is that VUI controlled smart home and disabled peo-
ple oriented platform is feasible and acceptable by the users 
if voice interface is carefully designed (appropriate, easy to 
remember and easier to recognize commands are selected).

V. CONCLUSIONS

The paper presented a universal platform for the control 
of  smart  home environment  (mainly household  appliances 
and assistive tools) oriented to the people with motoric dis-
abilities.  The key properties  of  the  proposed  platform are 
scalability and universality. The platform is composed from 
easy to get and relatively cheap hardware elements. Hence it 
is easy to rescale the platform and to involve different num-
ber  of  the controlled  appliances  and  tools.  The preferable 
mode of control is a voice based interface. The VUI is real-
ized  using  a  hybrid  recognizer  adapted  to  recognize  the 
Lithuanian voice commands and a proprietary HMM based 
Lithuanian speaker-independent recognizer to find the opti-
mal decision. This approach enables the minimization of the 
resources  necessary  to  build  the  voice  based  interface: 
Lithuanian recognizer is used to reinforce the decision of the 
adapted foreign  language recognizer  and at  the same time 
we need significantly less resources  to build a proprietary 
recognizer  comparing with the case when no adapted for-
eign  language  recognizer  was  used.  The  achieved  perfor-
mance  is  high  and  is  acceptable  for  the  vast  majority  of 
users, particularly the impaired people.

Our  experience  with the multimodal  interfaces  suggests 
that implementation of the elements of multimodal interfaces 
in the future could be valuable. Of particular importance in 
such type of applications could be gesture recognition.
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