


Abstract—Decision Making Support System based on Fuzzy 
Logic is considered in this paper for oncology disease diagnosis. 
The decision making procedure corresponds to the recognition 
(classification) of the new case by analyzing a set of instances 
(already solved cases) for which classes are known. Ontology 
(solved cases) is defined as Fuzzy Classification Rules that are 
formed by different Fuzzy Decision Trees. Three types of Fuzzy 
Decision  Trees  (Non-ordered,  ordered  and  Stable)  are 
considered  in  the  paper.  Induction  of  these  Fuzzy  Decision 
Trees  is  based  on  Cumulative  Information  Estimates.  The 
proposed approach is implemented based on medical problem 
benchmark with real clinical data for breast cancer diagnosis.

I. INTRODUCTION

ATA mining  is  a  process  of  extracting  implicit, 

potential,  novel,  useful  and intelligible  patterns  from 

mass data of data sets, databases or data warehouse, etc. The 

technologies of classification, estimation, prediction, affinity 

grouping,  association  rules,  clustering,  description  and 

visualization  are  covered  in data  mining,  which  is widely 

used  in  the  fields  of  medicine  [1].  Decisions  play  an 

important role in medicine, especially in medical diagnostic 

processes.  Decision  Making  Support  Systems (DMSS) 

helping physicians  are  becoming a very important  part  in 

medical  decision  making,  particularly  in  those  situations 

where decision must be made effectively and reliably. Since 

conceptual  simple  decision  making  models  with  the 

possibility of  automatic learning  should  be considered  for 

performing  such  tasks,  decision  trees  are  a  very  suitable 

candidate.  They  have  been  already  successfully  used  for 

many decision making purposes [1]–[3].

D

A decision tree is a graphic model of a decision process, 

and it is usually used as a decision support tool or classifier. 

A  decision  trees  is  one  of  the  best  ways  to  analyze  a 

decision,  as  it  is  visualized and  simple to  understand  and 

interpret.  Its  possible  consequence  includes  chance  event 

outcomes, resource costs or utility. 

We propose to investigate DMSS based on Fuzzy Logic 

and Fuzzy Decision Trees (FDT), as an efficient alternative 
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to  crisp  classifiers  that  are  applied  independently.  An 

important aspect of this model is cooperation of Fuzzy Logic 

and  decision  trees.  This  cooperation  tries  to  soften  the 

accuracy/interpretability tradeoff. 

Induction of FDT is a useful technique to find patterns in 

data in the presence of imprecision, either because data are 

fuzzy in nature or because we must improve its semantics. 

We have proposed the technique for induction of new type 

of  fuzzy decision tree – ordered FDT, which is simple to 

understand  and  apply.  The use  of  cumulative  information 

estimations allows precisely estimating mutual influence of 

attributes.  These evaluations are used to analyze  group of 

training instances.

Many  FDT  induction  algorithms  have  been  considered 

and  introduced  in  [4].  There  are  different  medical 

applications of FDT for building of rules for classification 

[2],  [3],  [5].  Authors  in  papers  [2],  [5]  use  fuzzy  ID3 

algorithm,  that  doesn’t  allow  FDT  building  with  parallel 

structure. FDT in [3] is satisfactory for completely specified 

initial data.

In [6] the ordered FDT have been proposed that permit to 

find a sequence of rules,  which analyze input attributes in 

order  that  is  both  cost  effective  and  guarantees  a  desired 

level  of  accuracy.  Every  node  of  one  level  of  such  FDT 

associates with similar attribute. 

For  these  purposes,  a  technique  to  compute  cumulative 

information estimates of fuzzy sets have been used [7]. The 

application  of  such  estimations  allows  inducing  minimum 

cost decision trees based on new criterions of optimality.

In  this  paper  we  develop  application  of  cumulative 

information  estimations  and  propose  new  type  of  FDT  – 

stable  FDT  that  can  be  used  for  incompletely  specified 

initial data. Therefore three types of FDT are considered in 

this  paper:  non-ordered  FDT  (is  inducted  by  fuzzy  ID3 

algorithm), ordered FDT and stable FDT. The non-ordered 

FDT is inducted by fuzzy ID3 algorithm. The ordered and 

stable  FDT  are  build  based  on  cumulative  information 

estimations. In this paper we consider application of these
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types FDT for medical application, particularly for 

prognostic of breast cancer. 

The paper is organized as follows. Section II contains 

brief information about used DMSS and representation of 

fuzzy data. Section III and shows three types of FDT 

induction with a simple example. Section IV contains 

description of our Fuzzy classification rules. Section V 

demonstrates the results of tests by benchmark for breast 

cancer diagnosis. 

II. DECISION MAKING SUPPORT SYSTEM BASED ON FUZZY 

LOGIC 

A. Decision Making Support System  

The huge amount of medical data and the different sources 

of medical information make the task of decision making 

difficult and complex. DMSS are systems used in medicine 

for the tasks of diagnosis, prognosis, treatment planning and 

decision support [8], [9]. There are a lot of such systems that 

have been implemented for specific areas in medicine or 

diseases. Some of these systems have similar conception and 

based on identical mathematical background. Therefore we 

consider a conception of the DMSS and its application for 

prognosis of some diseases. 

There are some conceptions of the DMSS structure [9, 

10]. We use conception with comparison of a new case with 

previous cases and selection most similar as decision (Fig.1). 

Thus the classification is principal problem of this 

conception based on special rules that agrees with Block of 

Compare new case and ontology. The mathematical 

background of this block is Fuzzy Classification rules that 

are formed by FDT. The block for Preparation of initial data 

implements transformation of the input data to the fuzzy 

data. This procedure is named as fuzzification. The result 

presentation is interpretation of the decision by the de-

fuzzification procedure. 
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Fig.  1 Decision Making Support System 

 

The decision making procedure corresponds to the 

recognition (classification) of the new case and is the process 

of moving from concrete examples to general models, where 

the goal is to learn how to classify objects by analyzing a set 

of instances (already solved cases) whose classes are known. 

Instances are typically represented as attribute-value vectors. 

One of possible solutions for such classification is 

implemented by Decision Trees [10]. A decision tree is 

formalism for expressing such mappings and consists of tests 

of attribute nodes linked to two or more sub-trees and leafs 

or decision nodes labeled with a class which means the 

decision. A test node computes some outcome based on the 

attribute values of an instance, where each possible outcome 

is associated with one of the sub-trees. An instance is 

classified by starting at the root node of the tree. If this node 

is a test, the outcome for the instance is determined and the 

process continues using the appropriate sub-tree. When a 

leaf is eventually encountered, its label gives the predicted 

class of the instance. The FDT is one of possible types of 

decision trees that permits to operate by fuzzy data 

(attributes).  

The process of construction of FDT is based on the use of 

a fuzzy partition for each numerical attribute. An automatic 

method of construction of such a partition from a set of 

precise values could be used in order to obtain automatically 

a set of fuzzy values for each numerical attribute. Fuzzy data 

are used in situations that are especially difficult or 

ambiguous, and unsolvable by other types of logic. 

Fuzzification transforms precise input into corresponding 

fuzzy input [11]. The interpretability of a fuzzy system – 

especially if applied in data analysis – is one of its key 

advantages. Therefore the considered DMSS (Fig.1) is 

implemented based on the fuzzy classification rules. 

B. Fuzzy Logic 

Fuzzy logic is a popular approach to capture vagueness of 

information [12]. The basic idea is to use instead the “crisp” 
1 and 0 values the values of the interval [0,1] indicating a 

degree of truth or confidence.  

A fuzzy set F with respect to a universe U is characterized 

by a membership function μF: U  [0,1], which assign a F-

membership degree, μF(u), to each element u in U. μF(u) 

gives an estimation that u belongs to the fuzzy set F [13]. 

For example, consider attribute Ai that is Age. This 

attribute has 3 fuzzy partitions Ai,1 (young), Ai,2 (adult), Ai,3 

(old) (with range [0,1]) as it is depicted in Fig.2. The real 

value u U of this attribute Ai is interpreted as: young(u)=0.7, 

adult(u)=0.3, and  old(u) = 0 in terms of fuzzy logic. 

 
 

1.0 young(U) 

0.7 

0.3 

U  u  

adult(U) old(U) 

0.5 

 

Fig.  2 Fuzzy membership functions of an attribute Ai (Age) 

 

Thus, the fuzzification of the initial data is performed by 

analyzing the corresponding values of a membership 

function. Here, each attribute value can be seen as likelihood 

estimate. In this paper we analyze a particular case when the 

sum of membership values of all partitions equals to 1. For 

these purposes, we use one of the algorithms to transform 

from numeric to triangular fuzzy data, presented in [11]. 

214 PROCEEDINGS OF THE FEDCSIS. WROCŁAW, 2012



 

 

 

A typical classification problem can be described as 

follows [14]. A universe of objects U={u} is described by N 

training examples and n input attributes A={A1,...,An}. Each 

attribute Ai (1  i  n) measures some feature presented by a 

group of discrete linguistic terms. We assume that each 

group is a set of mi (mi  2) values of fuzzy subsets 

{Ai,1,…,Ai,j,…,Ai,mi
}.  

The cost of an attribute Ai denoted as Cost(Ai) is an 

integrated measure that accounts financial and temporal costs 

required to define the value of the Ai for an instance. We 

assume that each object u in the universe is classified by a 

set of classes {B1,...,Bmb
}. This set describes the class 

attribute B. The class attribute B has to determine by values 

of attributes Ai with minimal costs Cost(Ai). 

Let us consider the simplified example for breast cancer 

diagnosis (Table I). In this example we use only four inputs 

attributes [15]: A1 (Gynecological history), A2 (Tumor), A3 

(Heredity), and A4 (Age) and let each instance be connected to 

one class attribute B (Breast Cancer Possibility). Let each 

attribute has the values: A1={A1,1, A1,2, A1,3}, A2={A2,1, A2,2, 

A2,3}, A3={A3,1, A3,2}, A4 = {A4,1, A4,2} and B = {B1, B2, B3}. 

Let the instances be the ones presented in Table I. Let the costs 

of attributes be the ones on the last row of the Table II. 

III. FUZZY DECISION TREES INDUCTION 

There are different approaches to induct FDT [16], [17]–
[19]. The principal goal of these approaches for FDT induction 

is selection of expanded attributes and determination of the 

leaf node. The key points of approaches for induction of FDT 

are (a) a heuristic for selecting expanded attributes and (b) a 

rule for transformation of nodes into leaves. An expanded 

attribute is an attribute that according to the values of the 

attribute tree expands the node considered. 

 

TABLE I. 

ATTRIBUTES VALUES 

Attribute Attribute 

Values 

Description of Attribute Values  

A1 A1,1 Gynecological history with high risk 

 A1,2 Gynecological history with medium risk 

 A1,3 Gynecological history with low risk 

A2 A2,1 Yes and confirmed by medical examination 

 A2,2 Yes and non-confirmed 

 A2,3 No 

A3 A3,1 Yes 

 A3,2 No 

A4 A4,1 Younger than 40 years 

 A4,2 Over 40 years 

B B1 High Possibility of Breast Cancer  

 B2 Medium Possibility of Breast Cancer 

 B3 Low Possibility of Breast Cancer 
 

In paper [7] new cumulative information estimates have 

been proposed. The cumulative information estimates allow 

defining criterion of expanded attributes selection to induct 

FDT with different properties. Non-ordered, Ordered and 

Stable FDT will be considered below. These FDT are 

different by selection criterion of expanded attributes. This 

selection criterion is defined as different type of cumulative 

mutual information I(B; A), where B and A are output and 

input attributes (or its values). 

The selection criterion of expanded attributes 
qi

A for 

induction of Non-ordered FDT is defined as [6, 7]: 

 max
)A(Cost

)A,A,,AB;(
1-1q11 ,,

q

qq

i

ijiji
I

, (1) 

where 
11-q11 ,,

A,,A
qjiji

 are values of input attributes 

1-q11

A,,A
ii

  of path from root node to examined attribute; 

qi
A is the attribute that isn’t in this path.  

In (1) the Cost(Ai) is an integrated measure that accounts 

TABLE II. 

A TRAINING SET 

No A1 A2 A3 A4 B 

A1,1 A1,2 A1,3 A2,1 A2,2 A2,3 A3,1 A3,2 A4,1 A4,2 B1 B2 B3 

1.  0.9 0.1 0.0 1.0 0.0 0.0 0.8 0.2 0.4 0.6 0.0 0.8 0.2 

2.  0.8 0.2 0.0 0.6 0.4 0.0 0.0 1.0 0.0 1.0 0.6 0.4 0.0 

3.  0.0 0.7 0.3 0.8 0.2 0.0 0.1 0.9 0.2 0.8 0.3 0.6 0.1 

4.  0.2 0.7 0.1 0.3 0.7 0.0 0.2 0.8 0.3 0.7 0.9 0.1 0.0 

5.  0.0 0.1 0.9 0.7 0.3 0.0 0.5 0.5 0.5 0.5 0.0 0.0 1.0 

6.  0.0 0.7 0.3 0.0 0.3 0.7 0.7 0.3 0.4 0.6 0.2 0.0 0.8 

7.  0.0 0.3 0.7 0. 0 0.0 1.0 0.0 1.0 0.1 0.9 0.0 0.0 1.0 

8.  0.0 1.0 0.0 0.0 0.2 0.8 0.2 0.8 0.0 1.0 0.7 0.0 0.3 

9.  1.0 0.0 0.0 1.0 0.0 0.0 0.6 0.4 0.7 0.3 0.2 0.8 0.0 

10.  0.9 0.1 0.0 0.0 0.3 0.7 0.0 1.0 0.9 0.1 0.0 0.3 0.7 

11.  0.7 0.3 0.0 1.0 0.0 0.0 1.0 0.0 0.2 0.8 0.3 0.7 0.0 

12.  0.2 0.6 0.2 0.0 1.0 0.0 0.3 0.7 0.3 0.7 0.7 0.2 0.1 

13.  0.9 0.1 0.0 0.2 0.8 0.0 0.1 0.9 1.0 0.0 0.0 0.0 1.0 

14.  0.0 0.9 0.1 0.0 0.9 0.1 0.1 0.9 0.7 0.3 0.0 0.0 1.0 

15.  0.0 0.0 1.0 0.0 0.0 1.0 1.0 0.0 0.8 0.2 0.0 0.0 1.0 

16.  1.0 0.0 0.0 0.5 0.5 0.0 0.0 1.0 0.0 1.0 0.5 0.5 0.0 

Cost(Ai) 2,5 1,7 2,0 1,8  
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financial and temporal costs required to define the value of 

the Ai for an instance and this value is defined a priori.  

Maximum value of cumulative mutual information (1) 

allows to select expanded attributes between attributes 
qi

A . 

There are two tuning parameters  and  used in the 

algorithm [6, 7]. Expanding a tree branch is stopped when 

either the frequency f of the branch is below  or when more 

than  percent of instances left in the branch has the same 

class label. Thus these values are key parameters needed in 

the fifth step of the algorithm deciding have we already 

approached to leaf node or should we need to continue 

expanding the branch. 

The Non-ordered FDT inducted according (1) for data in 

Table I ( =0,75 and =0,16) is in Fig.3. The cumulative 

conditional entropy H(B|A) is used in induction of this FDT. 

In paper [7] this entropy is presented in detail. 

According to this FDT the attribute A2 has maximum 

value of information estimation (1) therefore the analysis of 

new patient findings start of this attribute. The value of this 

attribute A2,3 (frequency f = 0.269) causes output attribute B 

as B3 with value 78.8% (Low Possibility of Breast Cancer). 

This value is more than  = 0.75 therefore the analysis of 

new patient findings is finished. The values of attribute A4 is 

considered if the attribute A2 has value A2,2. The output 

attribute B is B3 with value 75.4% if A4 is A4,1. Other value 

of attribute A4 provides estimation of the attribute A1. The 

output attribute B is B1 with value 57.9% or 55.1% (High 

Possibility of Breast Cancer) if A1 is A1,1 or A1,2 accordingly; 

and B is B3 with value 49.5% if A1 is A1,3. Here the output 

attribute values B1 and B3 are less than  = 0.75, but the 

frequency value f is less than  = 0.16 therefore the analysis 

is finished. The value A2,1 of the attribute A2 causes the 

estimation of the attribute A1 in the first and the attribute A4 

in the second. The analysis of new patient findings is 

finished if A1 is A1,3 with output value B3. The output 

attribute B is B2 (Medium Possibility of Breast Cancer) if 

attribute A1 is A1,2. The analysis is stopped because the 

frequency f is less than  for A1,2 and A1,2. The attribute 

values A4,1 and A4,2 causes output attribute B2 with value 

67.8% and 62.3% accordingly. The frequency values f = 

0.088 and f = 0.151 are below than value of parameter  

therefore the analysis is finished. The attribute A3 for 

parameters  = 0.16 and  = 0.75 doesn’t influence to 

analysis of new patient findings. 

The induction of an Ordered FDT is less complex, when it 

does not require calculation of information estimates for 

each branch of the tree. Choosing an expanded attribute 

qi
A according (2) is sufficient enough to maximize the 

increment of information of the attribute at minimum costs. 

Usage of cumulative information estimates forms a criterion 

for ordered FDT induction: 

 max
)A(Cost

)A,A,,AB;(
1-q1

q

q

i

iii
I

. (2) 

 

H(B| A2,1,A1,1)=4,725 

H(B| A2,2,A4,1)=2,577 

H(B)=24,684  

H(B| A2,3)=3,911  H(B| A2,2)=8,201  

B1=26,6% 

B2=54,1% 

B3=19,3% 

B1=37,1% 

B2=15,9% 

B3=47,0% 

B1 =16,3%  

B2 =  4,9% 

B3=78,8% 

H(B| A2)=20,932 

I(B; A2) =   3,752 

H(B | A2,1)=8,820  

H(B | A2,1, A1)=7,653 

I(B ;  A2,1, A1)=1,168 

B1=26,2% 

B2=64,4% 

B3=  9,4% 

H(B| A2,1,A1,2)=1,927 

H(B| A2,1,A1,3)=1,000 

B1=37,6% 

B2=50,4% 

B3=12,0% 

B1=11,0% 

B2=16,3% 

B3=72,7% 

H(B | A2,2, A4)=7,081 

I(B;   A2,2, A4)=1,120 

B1=17,2% 

B2=  7,4% 

B3=75,4% 

H(B | A2,2,A4,2)=4,504 

B1=53,4% 

B2=22,9% 

B3=23,7% 

 f= 0,381 f = 0,350 f = 0,269 

f=0,056 f =0,239 f=0,157 f =0,193 f=0,086 

H(B| A2,1,A1,1,A4,1)=1,713 

H(B | A2,1,A1,1,A4)=4,506 

I(B;   A2,1,A1,1,A4)=0,219 

B1=14,2% 

B2=67,8% 

B3=18,0% 

H(B | A2,1,A1,1,A4,2)=2,792 

B1=33,2% 

B2=62,3% 

B3=  4,5% 

f =0,088 f =0,151 

H(B| A2,2,A4,2,A1)=4,034 

I(B ; A2,2,A4,2,A1)=0,470 

B1=57,9% 

B2=39,1% 

B3=  3,0% 

H(B| A2,2,A4,2,A1,2)=2,153 

H(B| A2,2,A4,2,A1,1)=1,236 

B1=55,1% 

B2=14,2% 

B3=30,7% 

B1= 36,9% 

B2= 13,6% 

B3=49,5% 

f =0,068 f =0,028 f =0,096 

H(B| A2,2,A4,2,A1,3)=0,645 

A2 

A4 A1 

A4 A1 

 

Fig.  3 Non-ordered FDT inducted for the data in Table I  
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Algorithm for Ordered FDT induced has been presented in 

[6]. The Ordered FDT induced from the data presented in 

Table I can be seen in Fig. 4. The Ordered FDT includes 

equal attributes in every level. Therefore the predefined 

order of attributes allows parallel calculation by this tree. 

Modification of Ordered FDT is Stable FDT. Stable FDT 

are best for classification problem if one or more attributes 

are absent. The criterion for induction of stable FDT based 

on of cumulative information estimates is: 

 max
)A(Cost

),A,,AB,;A(
-1q1

q

q

i

iii
I

, (3) 

The Stable FDT is in Fig. 5 for the data presented in Table 

I. The more important (by information estimates) attributes is 

located in root or near root of the tree. Therefore the stable 

result will be obtained but the cost Cost(Ai) has to increase. 

IV. USAGE OF FDT FOR CLASSIFICATION 

In the all type of FDT, each non-leaf node is associated 

with an attribute Ai A. When Ai is associated with a non-

leaf node, the node has mi outgoing branches. The j-th 

branch of the node is associated with value Ai,j. The class 

attribute B has mb possible values B1,..., Bjb
,..., Bmb

. Let the 

FDT have R leaves L = {l1, ..., lr, ..., lR}. There is also 

a vector of values B
r
 = [B1

r
;..., Bj

b

r
;..., Bm

b

r
] for each r-th leaf 

l and each jb-th class Bjb
. Each value Fjb

r
 means the certainty 

degree of the class Bjb
 attached to the leaf node lr.  

In fuzzy cases, a new instance e may be classified into 

different classes with different degrees. Then, each leaf lr L 

corresponds to one (r-th) classification rule. The condition 

part of the classification rule is a group of conditions 

presented in the form “attribute is attribute is value” and 
those conditions are connected with and-operator. These 

attributes are associated with the nodes in the path from the 

root to the leaf lr. The attribute’s values are the values 
associated with the respective outgoing branches of the 

nodes in the path. The conclusions of the r-th rule are the 

values of class attribute B with their truthfulness vector B
r
 

values. 

Let’s consider the path for FDT (Fig.4) 

Pr(e)={[Ai
1

,j
1
(e)]

r,…,[Ai
s
,j

s
(e)]

r,…,[Ai
S

,j
S
(e)]

r
} from the root 

to the r-th leaf . This path Pr(e) consists of S nodes which are 

associated with attributes Ai
1
,.., Ai

s
,…, Ai

S
 and respectively 

their S outgoing branches associated with the values Ai
1

,j
1
,.., 

Ai
s
,j

s
,… , Ai

S
,j

S
. Then the r-th rule has the following form: 

IF (Ai
1
 is Ai

1
,j

1
) and … and (Ai

S
 is Ai

S
,j

S
) THEN B 

 (with truthfulness B
r
). 

Our approach uses several classification rules for 

classification of a new instance e. That’s why, there may be 
several paths whose all outgoing node’s branches are 
associated with values Ai

S
,j

S
(e) greater than 0. Each path 

Pr(e) form the root to the leaf node lr corresponds to one r-th  

 

A4 

H(B| A2,2,A4,1)=2,577 

H(B| A2,1,A4,2,A1,1)=2,793 

H(B)=24,684 bits 

B1=26,6% 

B2=54,1% 

B3=19,3% 

B1=37,1% 

B2=15,9% 

B3=47,0% 

B1 =16,3%  

B2 =  4,9% 

B3=78,8% 

H(B| A2)=20,932 

I(B; A2) =   3,752 

H(B| A2,1,A4,2,A1)=4,874 

I(B ; A2,1,A4,2,A1)=0,695 

B1=33,2% 

B2=62,4% 

B3=  4,4% 

B1=39,1% 

B2=52,2% 

B3=  8,7% 

H(B| A2,1,A4,2,A1,2)=1,393 

H(B| A2,1,A4,2,A1,3)=0,688 

B1=  6,0% 

B2=  8,0% 

B3=86,0% 

H(B | A2,2, A4)=7,081 

I(B;   A2,2, A4)=1,120 

B1=17,2% 

B2=  7,4% 

B3=75,4% 

H(B | A2,2,A4,2)=4,504 

B1=53,4% 

B2=22,9% 

B3=23,7% 

f =0,381 f=0,350 f =0,269 

f =0,151 

f =0,158 f =0,192 

f =0,033 f =0,066 

H(B| A2,2,A4,1)=2,99 

H(B | A2,1, A4)=8,561 

I(B;   A2,1, A4)=0,259 

B1=15,7% 

B2=53,6% 

B3=30,7% 

H(B | A2,2,A4,2)=5,569 

B1=32,3% 

B2=54,4% 

B3=13,3% 

f =0,131 f =0,250 

H(B| A2,1,A4,1,A1)=4,034 

I(B ; A2,1,A4,1,A1)=0,470 

B1=57,9% 

B2=39,1% 

B3=  3,0% 

B1=55,1% 

B2=14,2% 

B3=30,7% 

H(B| A2,2,A4,2,A1,2)=2,153 

H(B| A2,2,A4,2,A1,1)=1,236 

B1= 36,9% 

B2= 13,7% 

B3=49,4% 

f =0,068 f =0,028 f =0,096 

H(B| A2,3)=3,911 bits H(B| A2,2)=8,201 bits H(B | A2,1)=8,820 bits 

H(B|A2,2,A4,2,A1,3)=0,64

A2 

A4 A4 

A1 A1 

 

Fig.  4 Ordered FDT inducted for the data in Table I  
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H(B| A2,1,A1,1)=4,725 H(B| A2,2,A1,1)=3,320 

H(B)=24,684 bits 

B1=26,6% 

B2=54,1% 

B3=19,3% 

H(B| A2)=20,932 

I(B; A2) =   3,752 

H(B | A2,1, A1)=7,653 

I(B ;  A2,1, A1)=1,168 

B1=26,2% 

B2=64,4% 

B3=  9,4% 

H(B| A2,1,A1,2)=1,927 

H(B| A2,1,A1,3)=1,000 

B1=37,6% 

B2=50,4% 

B3=12,0% 

B1=11,0% 

B2=16,3% 

B3=72,7% 

H(B | A2,2, A4)=8,056 

I(B;   A2,2, A4)=0,145 

B1=32,9% 

B2=23,9% 

B3=43,2% 

H(B | A2,2,A1,2)=3,708 

B1=42,4% 

B2=11,0% 

B3=46,6% 

f=0,381 f =0,350 f =0,269 

f =0,239 f=0,134 f =0,167 f=0,056 f=0,086 

H(B | A2,1,A1,1,A4)=4,506 

I(B;   A2,1,A1,1,A4)=0,219 

B1=14,2% 

B2=67,8% 

B3=18,0% 

H(B | A2,1,A1,1,A4,2)=2,792 

B1=33,2% 

B2=62,3% 

B3=  4,5% 

f =0,088 f =0,151 

H(B| A2,2,A1,2,A4)=3,438 

I(B ; A2,2,A1,2,A4)=0,270 

B1=25,1% 

B2=  6,7% 

B3=68,2% 

H(B| A2,2,A1,2,A4,2)=2,153 

B1=55,1% 

B2=14,2% 

B3=30,7% 

B1= 30,7% 

B2= 10,6% 

B3=58,7% 

f =0,071 

f =0,049 

f =0,096 

H(B| A2,2,A1,3)=1,028 

B1=37,1% 

B2=15,9% 

B3=47,0% 

B1 =16,3%  

B2 =  4,9% 

B3=78,8% 

H(B| A2,3)=3,911 bits H(B| A2,2)=8,201 bits H(B | A2,1)=8,820 bits 

A4 A4 

H(B| A2,2,A1,2,A4,1)=1,285 H(B| A2,1,A1,1,A4,1)=1,713 

A1 A1 

A2 

 

Fig.  5 Stable FDT inducted for the data in Table I  

classification rule. In this case each r-th classification rule 

should be included in the final classification with a certain 

weight Wr(e). The weight for instance e and the r-th rule is 

given by the rule Wr(e)=

S

1

, ][A
s

r

ji e
ss , where [Ai

S
,j

S
 (e)]

r
 is 

the value of the attribute Ai
S

, for the new instance e. The 

weight Wr(e) is equal 0 if there is a attribute’s value Ai
S

,j
S
 

whose membership function equals 0. Values of class 

attribute B for the new instance e are: 

 
R

r

r

r
eWe

1

B
)()( B , (4) 

where B
r
 is the truthfulness of the r-th rule.  

Below the transformation process of the FDT into fuzzy 

rules and these rules are used for classification are described 

by example for the Ordered FDT in Fig.4. 

The FDT in Fig.4 has R=9 leaves. Let a new instance e 

have following attribute values: A1={A1,1;A1,2;A1,3} = {0.9; 

0.1; 0.0}, A2 ={A2,1;A2,2;A2,3}= {1.0; 0.0; 0.0}, A3={A3,1; 

A3,2}={0.8; 0.2} and A4={A4,1;A4,2} ={0.4; 0.6}. Our goal is 

to determine values of class attribute B for this new instance 

e.  

Let’s form 9 classification rules for the FDT leaves. 
 

r=1: IF A2 is A2,1  and  A4 is A4,1  THEN B  

truthfulness B
1
 = [0.157; 0.536; 0.307]; 

r=2: IF A2 is A2,1  and  A4 is A4,2 and  A1 is A1,1  THEN B  

truthfulness B
2
 = [0.332; 0.624; 0.044]; 

r=3: IF A2 is A2,1  and  A4 is A4,2 and A1 is A1,2   THEN B 

 truthfulness B
3
 = [0.391;  0.522;  0.087]; 

… 

r=9: IF A2 is A2,3 THEN B  

 truthfulness B
9
 = [0.163;  0.049;  0.788]. 

The weights Wr(e) (r=1,…,9) are: W1(e)=1.0×0.4=0.4, 
W2(e)=1.0×0.6×0.9=0.54, W3(e)=1.0×0.6×0.1= 0.06, and all 
the other Wr(e) are equal 0.  

We obtain by use of (4) for this FDT: 

µB1
(e)=0.157×0.4+0.332×0.54+0.391×0.06 = 0.265. 

Similarly, 

µB2
(e) = 0.536×0.4 + 0.624×0.54 + 0.522×0.06 = 0.583; 

µB3
(e) = 0.307×0.4 + 0.044×0.54 + 0.087×0.06 = 0.152. 

The values of class attribute B = {B1, B2, B3} = {0.265; 

0.583; 0.152} for the new instance e. The maximum value 

has µB2
(e). And so, if classification only into one class is 

needed, instance e is classified into class B2. 

V. ILLUSTRATIVE APPLICATION AND EXPERIMENTAL RESULTS 

Analysis and application of presented types of FDT in 

previous section are considered in this section. We used data 

for diagnosis of breast cancer to form classification rules 

based on non-ordered, ordered and stabile FDT. The 

experiments have been carried out on Machine Learning 
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benchmarks (dataset) each of which has [20], [21]: breast-

cancer-wisconsin and breast-cancer. We had divided initial 

dataset into 2 parts. The first part (70% from initial dataset) 

was used for building classification models. The second part 

(30% from initial dataset) was used for verification of the 

classification models. This process was repeated 1000 times, 

and average estimations were produced. 

A fragment of our results is shown in Table III. Columns 

[Total sets], [Number of attributes] and [Number of classes] 

describes dataset. The column labeled [Errors] gives the 

count of error classification. It is calculated as the ratio of 

the number of misclassification combinations to the total 

number of combinations. The results in columns Non-oFDT, 

oFDT, sFDT are according to fuzzy classification rules that 

have been formed based on Non-ordered, Ordered and 

Stable FDT. Note, the Stable FDT has been inducted in 

condition where one or two attributes were absent.  

TABLE III. 

RESULTS ON THE UCI MACHINE LEARNING BENCHMARK SET 

Dataset Total 

sets 

Number 

of input 

attributes  

Number 

of 

classes 

Errors 

Non-oFDT  oFDT sFDT 

breast-

cancer-

wisconsin 

286 9  2 0.2814 0.3532 0.3661 

breast-

cancer-

wisconsin 

699 10 2 0.1040 0.1216 0.1418 

VI. CONCLUSION 

In many applications, black-box prediction is not 

satisfactory, and understanding and handling the data is of 

critical importance. Typically, approaches useful for 

understanding of data involve logical rules, evaluate 

similarity to prototypes, or are based on visualization or 

graphical methods. 

There are several methods proposed for logical rule 

generation combining different data types (machine learning, 

fuzzy decision trees, association rules, Bayesian networks, 

neural networks, pattern recognition). We have selected the 

more powerful of these algorithms that have been proved 

from the literature that give better rules and keep the level of 

interpretability and accuracy in the classification tasks [4], 

[17], [18]. 

Induction of FDT is a useful technique to find patterns in 

data in the presence of imprecision, either because data are 

fuzzy in nature or because we must improve its semantics. 

We have proposed the technique to induction of new type of 

fuzzy decision tree – Stable FDT, which is simple to 

understand and apply. The use of cumulative information 

estimations allows precisely estimating mutual influence of 

attributes. These evaluations are used to analyze group of 

training instances.  
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