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Abstract—Operational processes leave trails in the information systems supporting them. Such event data are the starting point for process mining—an emerging scientific discipline relating modeled and observed behavior. The relevance of process mining is increasing as more and more event data become available. The increasing volume of such data (“Big Data”) provides both opportunities and challenges for process mining. In this paper we focus on two particular types of process mining: process discovery (learning a process model from example behavior recorded in an event log) and conformance checking (diagnosing and quantifying discrepancies between observed behavior and modeled behavior). These tasks become challenging when there are hundreds or even thousands of different activities and millions of cases. Typically, process mining algorithms are linear in the number of cases and exponential in the number of different activities. This paper proposes a very general divide-and-conquer approach that decomposes the event log based on a partitioning of activities. Unlike existing approaches, this paper does not assume a particular process representation (e.g., Petri nets or BPMN) and allows for various decomposition strategies (e.g., SESE- or passage-based decomposition). Moreover, the generic divide-and-conquer approach reveals the core requirements for decomposing process discovery and conformance checking problems.

I. INTRODUCTION

RECENTLY, process mining emerged as a new scientific discipline on the interface between process models and event data [1]. Conventional Business Process Management (BPM) [2] and Workflow Management (WFM) [3] approaches and tools are mostly model-driven with little consideration for event data. Data Mining (DM) [4], Business Intelligence (BI), and Machine Learning (ML) [5] focus on data without considering end-to-end process models. Process mining aims to bridge the gap between BPM and WFM on the one hand and DM, BI, and ML on the other hand (cf. Figure 1).

The practical relevance of process mining is increasing as more and more event data become available (cf. the recent attention for “Big Data”). Process mining techniques aim to discover, monitor and improve real processes by extracting knowledge from event logs. The two most prominent process mining tasks are: (i) process discovery: learning a process model from example behavior recorded in an event log, and (ii) conformance checking: diagnosing and quantifying discrepancies between observed behavior and modeled behavior.

Starting point for any process mining task is an event log. Each event in such a log refers to an activity (i.e., a well-defined step in some process) and is related to a particular case (i.e., a process instance). The events belonging to a case are ordered, and can be seen as one “run” of the process. Such a run is often referred to as a trace. It is important to note that an event log contains only example behavior, i.e., we cannot assume that all possible runs have been observed.

Lion’s share of process mining research has been devoted to process discovery [1]. Here the challenge is to turn a multiset of example traces (observed cases) into a process model. Process representations allowing for concurrence and choice, e.g., Petri nets, BPMN models, UML activity diagrams, or EPCs, are preferred over low-level notations such as finite state machines of hidden Markov models [1].

Given a process model (discovered or made by hand) and an event log one can try to align modeled and observed behavior. An alignment relates a trace in an event log to its corresponding path in the model. If there is not a direct match, the trace is aligned with the closest or most likely path. Such alignments can be used to answer performance-oriented and compliance-oriented questions (cf. Figure 1). Alignments can be used to show how often paths are taken and activities are being executed. Moreover, events often bear a timestamp which
can be used to compute flow times, waiting times, service times, etc. For example, alignments can be used to highlight bottlenecks in the process model. Similarly, alignments can be used to show where model and event log disagree. This is commonly referred to as conformance checking.

The incredible growth of event data is also posing new challenges [6]. As event logs grow, process mining techniques need to become more efficient and highly scalable. Moreover, torrents of event data need to be distributed over multiple databases and large process mining problems need to be distributed over a network of computers. Several approaches have been described in literature [7], [8], [9], [10], [11] (also see the related work described in Section VII). In this paper, we describe a generic divide-and-conquer approach based on a (valid) partitioning of the activities in sets. The activity sets should overlap if there is a direct dependency. We will illustrate the divide-and-conquer approach for the two main process mining tasks:

- For conformance checking, we decompose the process model into smaller partly overlapping submodels using projection. The event log is decomposed into sublogs, also using projection. Any trace that fits into the overall model also fits all submodels. The reverse only holds if the partitioning is valid. Metrics such as the fraction of fitting cases can be computed by checking the conformance of the submodels.

- To decompose process discovery, we first create an activity partitioning, i.e., we split the set of activities into a collection of partly overlapping activity sets. For each activity set, we project the log onto a sublog and discover a submodel for it. The different submodels can be merged to create an overall process model. Again it is guaranteed that all traces in the event log that fit into the overall model also fit into the submodels and vice versa.

Unlike existing papers [7], [8], [9], [10], [11], we abstract from a concrete process representation and do not select a particular decomposition strategy. Instead we focus on the core requirements to enable decomposition.

The remainder is organized as follows. Section II introduces preliminaries ranging from multisets to event logs. Section III provides abstract high-level definitions for process discovery and conformance checking. Section IV shows that any process mining problem can be decomposed trivially, but with a possible loss of precision. Section V shows that exact results can be obtained (not just bounds) if the activity partitioning is valid. Section VI discusses possible strategies to obtain valid (or otherwise suitable) activity partitionings. Related work is described in Section VII. Section VIII concludes the paper.

II. PRELIMINARIES

Before describing the two main process mining tasks and the ways in which these tasks can be distributed, we introduce some basic notations to reason about event logs and process models.

A. Multisets, Sequences and Projection

Multisets are used to represent the state of a Petri net and to describe event logs where the same trace may appear multiple times.

\[ B(A) \] is the set of all multisets over some set \( A \). For some multiset \( b \in B(A) \), \( b(a) \) denotes the number of times element \( a \in A \) appears in \( b \). Some examples: \( b_1 = \{ \} \), \( b_2 = \{ x, y \} \), \( b_3 = \{ x, y, z \} \), \( b_4 = \{ x, y, z, x, y, z \} \), \( b_5 = \{ x^3, y^2, z \} \) are multisets over \( A = \{ x, y, z \} \). \( b_1 \) is the empty multiset, \( b_2 \) and \( b_3 \) both consist of three elements, and \( b_4 = b_5 \), i.e., the ordering of elements is irrelevant and a more compact notation may be used for repeating elements.

The standard set operators can be extended to multisets, e.g., \( z \in b_3 \), \( b_2 \cup b_1 = b_4 \), \( b_2 \setminus b_1 = b_3 \), \( |b| = 6 \), etc. Bags are compared in the usual manner, i.e., \( b_2 \leq b_4 \) and \( b_2 \not\leq b_3 \).

\( \{ a \in b \} \) denotes the set with all elements \( a \) for which \( b(a) \geq 1 \).

\[ f(a) = \{ a \in b \} \] denotes the multiset where element \( f(a) \) appears \( \sum_{a \in b} f(a) = b(x) \) times.

\( \mathcal{P}(X) \) is the powerset of \( X \), i.e., \( X \subseteq \mathcal{P}(X) \).

\[ |\sigma| = n \] is its length, \( a \in \sigma \) if and only if \( a \in \{ a_1, a_2, \ldots, a_n \} \).

\{ \} is the empty sequence.

Projection is defined for sequences and sets or bags of sequences.

**Definition 1 (Projection):** Let \( \sigma \in X^n \) and \( X \subseteq X \). \( \sigma|_Y \) is the projection of \( \sigma \) on \( Y \), i.e., all elements in \( X \setminus Y \) are removed (e.g., \( \langle x, y, z, x, y, z \rangle|_{\{x, y\}} = \langle x, y, y \rangle \)). Projection is generalized to sets and bags. If \( s \in \mathcal{P}(X^n) \), then \( s|_Y = \{ \sigma|_Y \mid \sigma \in s \} \). If \( b \in \mathcal{B}(X^n) \), then \( b|_Y = \{ \sigma|_Y \mid \sigma \in b \} \). In the latter case frequencies are respected, e.g., \( \langle x, y, z, y \rangle, \langle z, y, z, y \rangle \} \} \in \{ (x, y, y)^{10}, (y, y)^{10} \} \).

Without proof we mention some basic properties for sequences and projections.

**Lemma 1 (Projection Properties):** Let \( \sigma \in X^n \) and \( s \in \mathcal{P}(X^n) \), and \( b \in \mathcal{B}(X^n) \).

\[ \begin{align*}
\sigma & \in s \Rightarrow \sigma|_Y \in s|_Y, \\
\sigma & \in b \Rightarrow \sigma|_Y \in b|_Y, \\
\sigma & \in s|_Y \iff \exists_{\sigma' \in s} \sigma|_Y = \sigma'|_Y, \\
\sigma & \in b|_Y \iff \exists_{\sigma' \in b} \sigma = \sigma'|_Y, \\
& \exists_{\sigma_1 \in X} \text{ and } \exists_{\sigma_2 \in X} \text{ such that } \sigma_1 \in X_1, \sigma_2 \in X_2 \Rightarrow \exists_{\sigma_3 \in (X_1 \cup X_2)} \sigma_3|_{X_1} = \sigma_1 \land \sigma_3|_{X_2} = \sigma_2.
\end{align*} \]

B. Activities, Traces, Event Logs, and Models

Event logs serve as the starting point for process mining. An event log is a multiset of traces. Each trace describes the life-cycle of a particular case (i.e., a process instance) in terms of the activities executed. Process models are represented as sets of traces. As indicated earlier, we avoid restricting ourselves to a specific process notation. However, we will show some Petri nets and a BPMN model for illustration purposes.

**Definition 2 (Universe of Activities, Universe of Traces):**

\( A \) is the universe of activities, i.e., the set of all possible and relevant activities. Other activities cannot be observed (or are
abstracted from). Elements of \( A \) may have attributes, e.g., costs, resource information, duration information, etc. A trace \( \sigma \in \mathcal{A}^* \) is a sequence of activities found in an event log or corresponding to a run of some process model. \( \mathcal{U} = \mathcal{A}^* \) is the universe of all possible traces over \( \mathcal{A} \).

We assume that an activity is identified by attributes relevant for learning, i.e., irrelevant attributes are removed and attribute values may be coarsened. \( \mid \mathcal{A} \mid \) is the number of unique activities. Process models with hundreds of activities (or more) tend to be unreadable. In the remainder we will refer to activities using a single letter (e.g. \( a \)), however, an activity could also be \( \text{decide}(\text{gold}, \text{manager}, \text{reject}) \) to represent a decision to reject a gold customer’s request by a manager.

In a process model a specific trace \( \sigma \in \mathcal{U} \) is possible or not. Hence, a model can be characterized by its set of allowed traces.

**Definition 3 (Process Model):** A process model \( M \) is a non-empty collection of traces, i.e., \( M \subseteq \mathcal{U} \) and \( M \neq \emptyset \).

\[
A_M = \bigcup_{\sigma \in M} \{a \in \sigma\}
\]

is the set of activities possible in \( M \). Figure 2 shows a process model \( M \) using the Business Process Model and Notation (BPMN) [12]. For this paper the representation itself is irrelevant. Trace \( \langle a, b, d, e, f, c, d, g \rangle \) is one of the infinitely many possible traces of \( M \).

An event log is a multiset of sample traces from a known or unknown process. The same trace can appear multiple times in the log. Moreover, the event log contains only example behavior. Often only few of the possible traces are observed [1].

**Definition 4 (Event Log):** An event log \( L \in \mathcal{B}(\mathcal{U}) \) is a multiset of observed traces.

\[
A_L = \bigcup_{a \in \sigma} \{a \in \sigma\}
\]

is the set of activities occurring in \( L \). Note that projection (see Definition 1) is defined for both models and event logs.

\[
L = \{(a, b, d, e, g)^5, (a, c, d, e, h)^4, (a, b, d, e, f, c, d, e, g)\}
\]

is an event log containing 10 traces that could have been generated by the BPMN model in Figure 2, e.g., five cases followed the path \( \langle a, b, d, e, g \rangle \).

### III. PROCESS DISCOVERY AND CONFORMANCE CHECKING

In the introduction we already informally introduced the two main process mining tasks: process discovery (learning a model from a collection of example behaviors) and conformance checking (identifying mismatches between observed and modeled behavior). Using definitions 3 and 4 we can now formalize these notions at a high abstraction level.

**Definition 5 (Process Discovery Technique):** A process discovery technique \( \text{disc} \in \mathcal{B}(\mathcal{U}) \rightarrow \mathcal{P}(\mathcal{U}) \) is a function that produces a process model \( \text{disc}(L) \in \mathcal{P}(\mathcal{U}) \) for any event log \( L \in \mathcal{B}(\mathcal{U}) \).

Given an event log \( L = \{(a, c)^5, (a, b, c)^4, (a, b, b, b, b, c)\} \), the discovery technique may discover the process model that always starts with activity \( a \), followed by zero or more \( b \) activities, and always ends with a \( c \) activity: \( \text{disc}(L) = \{(a, c), (a, b, c), (a, b, b, c), \ldots\} \).

An example of a discovery algorithm is the \( \alpha \) algorithm [13] that produces a Petri net based on the patterns identified in the event log. Many discovery techniques have been proposed in literature [14], [15], [16], [17], [18], [19], [20], [21], [22], [23], [24] and are supported by open source tools such as ProM and commercial tools such as Disco (Fluxicon), Perceptive Process Mining (also known as Futura Reflect), ARIS Process Performance Manager (Software AG), QPR ProcessAnalyzer, Interstage Process Discovery (Fujitsu), Discovery Analyst (StereoLOGIC), and XMAnalyzer (XMPro). It is impossible to provide an complete overview of all techniques here. Very different approaches can be followed, e.g., using heuristics [19], [23], inductive logic programming [20], state-based regions [14], [18], [22], language-based regions [16], [24], and genetic algorithms [21].

There are four quality dimensions for comparing model and log: (1) fitness, (2) simplicity, (3) precision, and (4) generalization [1]. A model with good fitness allows for most of the behavior seen in the event log. A model has a perfect fitness if all traces in the log can be replayed by the model from beginning to end. The simplest model that can explain the behavior seen in the log is the best model. This principle is known as Occam’s Razor. Fitness and simplicity alone are not sufficient to judge the quality of a discovered process model. For example, it is very easy to construct an extremely simple Petri net (“flower model”) that is able to replay all traces in an event log (but also any other event log referring to the same set of activities). Similarly, it is undesirable to have a model that only allows for the exact behavior seen in the event log. Remember that the log contains only example behavior and that many traces that are possible may not have been observed yet. A model is precise if it does not allow for “too much” behavior. Clearly, the “flower model” lacks precision. A model that is not precise is “underfitting”. Underfitting is the problem that the model over-generalizes the example behavior in the log (i.e., the model allows for behaviors very different from what was seen in the log). At the same time, the model should generalize and not restrict behavior to just the examples seen in the log. A model that does not generalize is “overfitting”. Overfitting is the problem that a very specific model is generated whereas it is obvious that the log only holds example behavior (i.e., the model explains the particular sample log, but there is a high probability that the model is unable to explain the next batch of cases).

We often focus on fitness, e.g., event log \( L = [(a, b, d, e, g)^5, (a, c, d, e, h)^4, (a, b, d, e, f, c, d, e, g)] \) is perfectly fitting model \( M \) described in Figure 2.

**Definition 6 (Conformance Checking Technique):** A conformance checking technique \( \text{check} \in (\mathcal{B}(\mathcal{U}) \times \mathcal{P}(\mathcal{U})) \rightarrow D \) is a function that computes conformance diagnostics \( \text{check}(L, M) \in D \) (e.g., fitness or precision metrics) given an event log \( L \in \mathcal{B}(\mathcal{U}) \) and process model \( M \in \mathcal{P}(\mathcal{U}) \). \( D \) is the set of all possible diagnoses (e.g., a fitness value between 0 and 1) and depends on the metric chosen.

As indicated, we will often focus on fitness. Hence, we introduce some functions characterizing fitness.

**Definition 7 (Conformance Checking Functions):** Given an event log \( L \in \mathcal{B}(\mathcal{U}) \) and process model \( M \in \mathcal{P}(\mathcal{U}) \), we define the following functions:
The alignment-based approach is very flexible because it can deal with arbitrary cost functions and any model representation. For example, one can associate costs to activities that are executed too late or by the wrong person. Alignments can also be used for computing precision and generalization [26], [33]. However, the approach can be rather time consuming. Therefore, the efficiency gains obtained through decomposition can be considerable for larger processes.

For simplicity we will focus in the remainder on the fraction of perfectly fitting traces \( \text{check}_{pfft}(L, M) \). However, as illustrated by the results in [7], we can use our decomposition approach also for more sophisticated alignment-based approaches.

### IV. Decomposing Models and Logs

As event logs and process models grow in size, process mining may become a time consuming activity. Conformance checking may become intractable when many different traces need to be aligned with a model that allows for an exponential (or even infinite) number of traces. Event logs may contain millions of events. Finding the best alignment may require solving many optimization problems or repeated state-space explorations. In worst case, a state-space exploration of the model is needed per event. When using genetic process mining, one needs to check the fitness of every individual model in every generation. As a result, millions of conformance checks may be required. For each conformance check, the whole event log needs to be traversed.

For process discovery there are similar problems. Now the model is not given and the challenge is to find a model that scores good with respect to different objectives, e.g., fitness, simplicity, precision, and generalization. Depending on the representational bias, there may be infinitely many candidate models.

Given these challenges, we are interested in reducing the time needed for process mining tasks by decomposing the associated event log. In this section, we show that it is possible to decompose any process mining problem by partitioning the set of activities.

**Definition 8 (Activity Partitioning):**

\[ P = \{A_1, A_2, \ldots, A_n\} \]

is an activity partitioning of a set \( A \) if \( A = \bigcup_{1 \leq i \leq n} A_i \). The activity sets may overlap. \( A_i = A \cap \bigcup_{j \neq i} A_j \) are all activities that \( A_i \) shares with other activity sets. \( A'_i = A_i \setminus A_i \).
are the internal activities of \(A_i\), \(\overline{A_i} = A_i \setminus (A_i^I) = \bigcup_{j \neq i} A_j\) are the non-internal activities of \(A_i\).

Note that \(\overline{A_i} \cap A_i = \overline{A_i}\). A possible activity partitioning for the activities used in Figure 2 is \(P = \{(a, b, c, d, e, f), \{e, f, g, h\}\}\). Note that both activity sets in \(P\) share activities \(e\) and \(f\).

Given an activity partitioning \(P\), activity set \(A \in P\), trace \(\sigma \in \mathcal{U}\), model \(M \in \mathcal{P}(\mathcal{U})\), and event log \(L \in \mathcal{B}(\mathcal{U})\), we define the following terms:

- \(\sigma|_A\) is a subtrace of \(\sigma\).
- \(M|_A \in \mathcal{P}(\mathcal{U})\) is a submodel of \(M\), and
- \(L|_A \in \mathcal{B}(\mathcal{U})\) is a sublog of \(L\).

Given an activity partitioning \(P\) consisting of \(n\) activity sets, we can partition the overall model into \(n\) submodels and the overall event log into \(n\) sublogs.\(^1\)

It is easy to see that any trace that fits the overall model also fits any submodel (use the first property of Lemma 1). The reverse does not need to hold in case the behavior of one submodel may depend on internal behavior of another submodel. Nevertheless, we can compute bounds for conformance and use this insight for decomposed process discovery.

**Definition 9 (Alternative Conformance Functions):** Let \(M \in \mathcal{P}(\mathcal{U})\) be a process model and \(P = \{A_1, A_2, \ldots, A_n\}\) an activity partitioning of \(A_M\), and \(L \in \mathcal{B}(\mathcal{U})\) an event log. We define variants of the functions in Definition 7 that only use submodels and sublogs.

- \(\text{fit}^P(L, M) = \{\sigma \in L \mid \forall 1 \leq i \leq n \sigma|_{A_i} \in M|_{A_i}\}\).
- \(\text{check}_{pft}^P(L, M) = \frac{\text{fit}^P(L, M)}{|L|}\), and
- \(\text{check}_{bpf}^P(L, M) = (\text{fit}^P(L, M) = L)\).

**Theorem 1 (Conformance Bounds):** Let \(M \in \mathcal{P}(\mathcal{U})\) be a process model and \(P = \{A_1, A_2, \ldots, A_n\}\) an activity partitioning of \(A_M\). For any event log \(L \in \mathcal{B}(\mathcal{U})\):

- \(\text{fit}(L, M) \leq \text{fit}^P(L, M)\),
- \(\text{check}_{pft}(L, M) \leq \text{check}_{pft}^P(L, M)\), and
- \(\text{check}_{bpf}(L, M) \Rightarrow \text{check}_{bpf}^P(L, M)\).

**Proof:** Let \(\sigma \in \text{fit}(L, M)\), i.e., \(\sigma \in L \land \sigma \in M\). Using Lemma 1 we can deduce that \(\sigma|_{A_i} \in M|_{A_i}\) for any \(i\). Hence, \(\sigma \in \text{fit}^P(L, M)\). This proves that \(\text{fit}(L, M) \leq \text{fit}^P(L, M)\). The two other statements follow directly from this.

Consider activity partitioning \(P = \{A_1, A_2\}\) with \(A_1 = \{a, b, c, d, e, f\}\) and \(A_2 = \{e, f, g, h\}\) for model \(M\) in Figure 2 and \(L = \{(a, b, d, e, g)^5, (a, c, d, e, h)^4, (a, b, d, e, f, c, d, e, g)^4\}, M|_{A_1} = \{a, b, d, e, c, d, e, f, c, d, e, g\}\). \(L|_{A_1} = \{(a, b, d, e, g)^5, (a, c, d, e)^4, (a, b, d, e, f, c, d, e)\}\) and \(L|_{A_2} = \{(e, g)^5, (e, h)^4, (e, f, e, g), (e, f, e, h, \ldots)\}\).

**V. VALID ACTIVITY PARTITIONING**

Consider the following four event logs each containing 100 traces:

- \(L_1 = \{(a, c, d)^{25}, (b, e, c)^{25}, (b, c, d)^{25}, (b, e, c)^{25}\}\),
- \(L_2 = \{(a, c, d)^{49}, (a, c, e)^{25}, (b, c, d)^{25}, (b, c, e)^{25}\}\),
- \(L_3 = \{(a, c, d)^{49}, (a, e, c)^{25}, (b, c, d)^{25}, (b, c, e)^{25}\}\), and
- \(L_4 = \{(a, c, d)^{49}, (b, c, a)^{25}, (b, c, e)^{25}, (b, e, c)^{25}\}\).

Also consider the process models \(M_1 = \{(a, c, d), (b, c, e)\}\) and \(M_2 = \{(a, c, d), (a, c, e), (b, c, d), (b, c, e)\}\). Figure 3 shows both models in terms of a Petri net.

Given these three event logs and two process models, we can compute the following fractions of fitting traces:

- \(\text{check}_{pft}(L_1, M_1) = 1\), \(\text{check}_{pft}(L_1, M_2) = 1\),
- \(\text{check}_{pft}(L_2, M_1) = 0.50\), \(\text{check}_{pft}(L_2, M_2) = 1\),
- \(\text{check}_{pft}(L_3, M_1) = 0.98\), \(\text{check}_{pft}(L_3, M_2) = 1\),
- \(\text{check}_{pft}(L_4, M_1) = 0.50\), \(\text{check}_{pft}(L_4, M_2) = 0.50\).

Consider now the activity partitioning \(P = \{A_1, A_2\}\) with \(A_1 = \{a, b, c\}\) and \(A_2 = \{e, f, g, h\}\). Using this partitioning more events logs will perfectly fit the individual submodels:

- \(\text{check}_{pft}(L_1, M_1) = 1\), \(\text{check}_{pft}(L_1, M_2) = 1\),
- \(\text{check}_{pft}(L_2, M_1) = 1\), \(\text{check}_{pft}(L_2, M_2) = 1\),
- \(\text{check}_{pft}(L_3, M_1) = 1\), \(\text{check}_{pft}(L_3, M_2) = 1\),
- \(\text{check}_{pft}(L_4, M_1) = 0.50\), \(\text{check}_{pft}(L_4, M_2) = 0.50\).

This illustrates that in general \(\text{check}_{pft}(L, M) \leq \text{check}_{pft}^P(L, M)\), but both values do not need to be the same, e.g., \(\text{check}_{pft}(L_2, M_1) \neq \text{check}_{pft}^P(L_2, M_2)\). In this case the difference is caused by the dependency between the two choices in \(M_1\) which is not "communicated" via the activities in \(A_1 \cap A_2 = \{c\}\). This example triggers the question when \(\text{check}_{pft}(L, M) = \text{check}_{pft}^P(L, M)\), or more precisely, what properties must activity partitioning \(P\) have such that \(\text{fit}(L, M) = \text{fit}^P(L, M)\)?

An activity partitioning is valid if the "internal behavior" of one set of activities \(A_i\) does not depend on the internals of
another activity set \(A_j\). It other words: the activity sets need to synchronize on non-local phenomena.

**Definition 10** (Valid Activity Partitioning): Let \(M \in \mathcal{P}(\mathcal{U})\) be a process model with activities \(A_M\) and \(P = \{A_1, A_2, \ldots, A_n\}\) an activity partitioning of the set \(A_M\). \(P\) is valid for \(M\) if and only if \(M = \{\sigma \in A_M^* \mid \exists 1 \leq i \leq n, \sigma|_{A_i} \in M|_{A_i} \land \sigma|_{\overline{A}} \in M|_{\overline{A}}\}\).

Activity partitioning \(P = \{A_1, A_2\}\) with \(A_1 = \{a, b, c\}\) and \(A_2 = \{d, e, f\}\) is valid for \(M_2\) but not for \(M_1\). Note that \((a, c, e)|_{A_1} = \langle a, c, e \rangle \in M_1|_{A_1}\) and \((a, c, e)|_{A_2} = \langle c, e \rangle \in M_1|_{A_2}\), but \((a, c, e) \notin M_1\).

The following theorem shows that a valid activity partitioning allows us to compute conformance per submodule without loosing precision, i.e., we get exact values rather than bounds.

**Theorem 2 (Conformance Checking Can Be Decomposed):** Let \(M \in \mathcal{P}(\mathcal{U})\) be a process model and \(P = \{A_1, A_2, \ldots, A_n\}\) a valid activity partitioning of \(A_M\). For any event log \(L \in \mathcal{B}(\mathcal{U})\):

- \(\text{fit}(M, L) = \text{fit}^P(L, M)\),
- \(\text{check}_{psf}(L, M) = \text{check}^P_{psf}(L, M)\), and
- \(\text{check}_{psf}(L, M) = \text{check}^P_{psf}(L, M)\).

**Proof:** \(\text{fit}(M, L) = \{\sigma \in L \mid \sigma \in M\} = \{\sigma \in L \mid \sigma \in \langle A_M\rangle^* \land \exists 1 \leq i \leq n, \sigma|_{A_i} \in M|_{A_i}\}\). This proves the first statement. The two other statements follow directly from this.

Theorem 2 shows that conformance checking can be decomposed. Next we show that also discovery can be decomposed. Here we only have an event log to start with. However, while constructing the overall model we can simply assume independence and thus ensure a valid activity partitioning.

**Corollary 1 (Process Discovery Can Be Decomposed):** Let \(L \in \mathcal{B}(\mathcal{U})\) be an event log and \(P = \{A_1, A_2, \ldots, A_n\}\) an activity partitioning of \(A_P\). Let \(\text{disc} \in \mathcal{B}(\mathcal{U})\) be a process discovery algorithm used to obtain the submodels \(M_i = \text{disc}(L|_{A_i})\) with \(i \in \{1, \ldots, n\}\). \(M = \{\sigma \in U \mid \exists 1 \leq i \leq n, \sigma|_{A_i} \in M|_{A_i}\}\) is the overall model constructed by merging the discovered submodels.

- \(P\) is a valid activity partitioning for \(M\),
- \(\text{fit}(L, M) = \text{fit}^P(L, M)\),
- \(\text{check}_{psf}(L, M) = \text{check}^P_{psf}(L, M)\), and
- \(\text{check}_{psf}(L, M) = \text{check}^P_{psf}(L, M)\).

By applying the construction of Corollary 1 we can decompose process discovery. If all the sublogs fit perfectly, then the overall event log will also fit the overall model perfectly. However, if activity sets are not overlapping sufficiently, the model may be underfitting (too general).

One may try to relax the validity requirement. For example, by considering one activity set \(A_i\) and its complete environment \(\overline{A_i}\).

**Definition 11 (Weakly Valid Activity Partitioning):** Let \(M \in \mathcal{P}(\mathcal{U})\) be a process model with activities \(A_M\) and \(P = \{A_1, A_2, \ldots, A_n\}\) an activity partitioning of the set \(A_M\). \(P\) is weakly valid if and only if \(M = \{\sigma \in A_M^* \mid \exists 1 \leq i \leq n, \sigma|_{A_i} \in M|_{A_i} \land \sigma|_{\overline{A}} \in M|_{\overline{A}}\}\).

Clearly, any valid activity partitioning is also weakly valid. If \(\sigma|_{A_i} \in M|_{A_i}\) and \(\sigma|_{\overline{A}} \in M|_{\overline{A}}\), then we can apply Lemma 1 to show that \(\sigma|_{A_i} \in M|_{A_i}\) for \(j \neq i\).

The reverse does not hold. Consider for example \(M = \{\langle a, b, d, e, g\rangle, \langle a, c, d, f, g\rangle\}\) and \(P = \{A_1, A_2, A_3, A_4\}\) with \(A_1 = \{a, b, c\}, A_2 = \{b, c, d\}, A_3 = \{d, e, f\}\), and \(A_4 = \{e, f, g\}\). \(P = \{A_1, A_2, A_3, A_4\}\) is not a valid activity partitioning because the traces \((a, c, d, e, g)\) and \((a, b, d, f, g)\) are not in \(M\). However, \(P\) is weakly valid. This example also shows that Theorem 2 in general does not hold for weakly valid activity partitionings.
check ∈ (B(∪) × P(∪)) → D (see Definition 6). For process discovery we need to find an activity partitioning P (based on only the event log since there is no initial model) and a process discovery technique disc ∈ B(∪) → P(∪) (see Definition 5).

VI. FINDING A (VALID) ACTIVITY PARTITIONING

Theorems 1 and 2 are very general, but stand or fall with a suitable activity partitioning. Consider the following two extreme activity partitionings for an activity set A: P_{one} = \{A\} (just one activity set containing all activities) and P_{all} = \{\{a\} | a ∈ A\} (one activity set per activity). Both are not very useful. P_{one} does not decompose the problem, i.e., there is still one big task. P_{all} decomposes the set of activities into singleton activity sets. P_{all} considers all activities in isolation, hence conformance checking and discovery are only considering frequencies of activities and not their order. For conformance checking P_{all} is typically not valid and decomposed discovery using P_{all} will most likely result in a severely underfitting model.

For conformance checking we can exploit the structure of the process model when searching for a (valid) activity partitioning. For example, the process model (e.g., a Petri net) can be decomposed using the so-called Refined Process Structure Tree (RPST) [35, 36] as shown in [10, 9]. The RPST allows for the construction of a hierarchy of SESE (Single-Exit-Single-Entry) components. Slicing the SESE at the desired level of granularity corresponds to a decomposition of the graph [9] that can be used for process mining.

In [7] an algorithm providing the so-called “maximal decomposition” of a Petri net is given. The construction of the maximal decomposition is based on partitioning the edges. Each edge will end up in precisely one submodel. Edges are taken together if they are connected through a place, through an internal transition (invisible action), or through multiple transitions having the same label. The algorithm iterates until no edges need to join. Any labeled Petri net has a unique maximal decomposition and this decomposition defines a valid activity partitioning.

The notion of “passages” defined in [8], [37] provides an alternative approach to decompose a Petri net. A passage is a pair of two non-empty sets of activities (X, Y) such that the set of direct successors of X is Y and the set of direct predecessors of Y is X. As shown in [8], any Petri net can be partitioned using passages such that all edges sharing a source vertex or sink vertex are in the same set. This is done to ensure that splits and joins are not decomposed. Note that passages do not necessarily aim at high cohesion and low coupling. Nevertheless, they define a valid activity partitioning.

For discovery we cannot exploit the structure of the model to ensure the validity or suitability of an activity partitioning. Therefore, often an intermediate step is used [7]. For example, one can mine for frequent item sets to find activities that often happen together. Another, probably better performing, approach is to first create a causal graph (A, R) where A is the set of activities and R ⊆ A × A is a relation on A. The interpretation of (a₁, a₂) ∈ R is that there is a “causal relation” between a₁ and a₂. Most process mining algorithms already build such a graph in a preprocessing step. For example, the α algorithm [13], the heuristic miner [23], and the fuzzy miner [38] scan the event log to see how many times a₁ is followed by a₂. If this occurs above a certain threshold, then it is assumed that (a₁, a₂) ∈ R. Even for large logs it is relatively easy to construct a causal graph (linear in the size of the event log). Moreover, counting the frequencies used to determine a causal graph can be distributed easily by partitioning the cases in the log. Also sampling (determining the graph based on representative examples) may be used to further reduce computation time.

Given a causal graph, one can view decomposition as a graph partitioning problem [39], [40], [41], [42]. There are various approaches to partition the graph such that certain constraints are satisfied while optimizing particular metrics. For example, in [42] a vertex-cut based graph partitioning algorithm is proposed ensuring the balance of the resulting partitions while simultaneously minimizing the number of vertices that are cut (and thus replicated).

Some of the notions in graph partitioning are related to “cohesion and coupling” in software development [43]. Cohesion is the degree to which the elements of a module belong together. Coupling is the degree to which each module relies on the other modules. Typically, one aims at “high cohesion” and “low coupling”. In terms of our problem this means that we would like to have activity sets that consist of closely related activities whereas the overlap between the different activity sets is as small as possible while still respecting the causalities.

Definition 10 also suggests to investigate correlations between activity sets. An activity set A₁ ∈ P may be influenced through A₁ = A₁ ∩ \bigcup_{i \in I} A_i but not through A₁ \backslash A_i. The goal is to find suitable “milestone activities”, i.e., shared activities “decoupling” two activity sets.

The ideas mentioned above have only been explored superficially, but nicely illustrate that there are many promising directions for future research.

Interestingly, we can merge activity sets without jeopardizing validity. This allows us to decompose process mining problems at different levels of granularity or to provide a “tree view” on the process and its conformance.

Theorem 3 (Hierarchy Preserves Validity): Let M ∈ P(∪) be a process model and P = \{A₁, A₂, . . . , Aₙ\} a valid activity partitioning of A_M with n ≥ 2. Activity partitioning P’ = \{A₁ ∪ A₂, A₃, . . . , Aₙ\} is also valid.

Proof: Since P is valid M = \{σ ∈ A_M⁺ | \forall 1 ≤ i ≤ n σ|Aᵢ ∈ M|Aᵢ\}. We need to prove: \{σ ∈ A_M⁺ | σ|Aᵢ∪A₂ ∈ M|Aᵢ∪A₂\} \land \forall 1 ≤ i ≤ n (σ|Aᵢ ∈ M|Aᵢ\} = M. \forall 1 ≤ i ≤ n (σ|Aᵢ∪A₂ ∈ M|Aᵢ∪A₂) implies that \forall 1 ≤ i ≤ n (σ|Aᵢ ∈ M|Aᵢ\} = M (Lemma 1). Hence, \{σ ∈ A_M⁺ | σ|Aᵢ∪A₂ ∈ M|Aᵢ∪A₂\} \land \forall 1 ≤ i ≤ n (σ|Aᵢ ∈ M|Aᵢ\} \subseteq \{σ ∈ A_M⁺ | \forall 1 ≤ i ≤ n (σ|Aᵢ ∈ M|Aᵢ\} = M. Moreover, for any σ ∈ M, \forall 1 ≤ i ≤ n (σ|Aᵢ∪A₂ ∈ M|Aᵢ∪A₂\} \land \forall 1 ≤ i ≤ n (σ|Aᵢ ∈ M|Aᵢ\} trivially holds. The observation that M \subseteq \{σ ∈ A_M⁺ | σ|Aᵢ∪A₂ ∈ M|Aᵢ∪A₂\} \land \forall 1 ≤ i ≤ n (σ|Aᵢ ∈ M|Aᵢ\} M completes the proof.

Theorem 3 can be applied iteratively. Hence, any combination of activity sets originating from a valid activity partitioning yields another valid activity partitioning. This allows us to coarsen any valid activity partitioning. Note that if P = \{A₁, A₂, . . . , Aₙ\} is not valid, then P’ = \{A₁ ∪ A₂, A₃, . . . , Aₙ\} is also not valid.
may still be valid. Therefore, we can try to merge problematic activity sets in order to get a valid activity partitioning and better (i.e., more precise) process mining results. For example, when we are using alignments as described in [26], [27] we can diagnose the activity sets that disagree. We can also give preference to alignments that do not disagree on the interface of different activity sets. Last but not least, we can create a hierarchy of conformance/discovery results, similar to a dendrogram in hierarchical clustering.

VII. RELATED WORK

For an introduction to process mining we refer to [1]. For an overview of best practices and challenges, we refer to the Process Mining Manifesto [44]. Also note the availability of open source tools such as ProM and commercial tools such as Disco (Fluxicon), Perceptive Process Mining (also known as Futura Reflect), ARIS Process Performance Manager (Software AG), QPR ProcessAnalyzer, Interstage Process Discovery (Fujitsu), Discovery Analyst (StereoLOGIC), and XMANalyzer (XMPro).

The goal of this paper is to decompose challenging process discovery and conformance checking problems into smaller problems [6]. Therefore, we first review some of the techniques available for process discovery and conformance checking.

Process discovery, i.e., discovering a process model from a multiset of example traces, is a very challenging problem and various discovery techniques have been proposed [14], [15], [16], [17], [18], [19], [20], [21], [22], [23], [24]. Many of these techniques use Petri nets during the discovery process and/or to represent the discovered model. It is impossible to provide an complete overview of all techniques here. Very different approaches are used, e.g., heuristics [19], [23], inductive logic programming [20], state-based regions [14], [18], [22], language-based regions [16], [24], and genetic algorithms [21]. Classical synthesis techniques based on regions [45] cannot be applied directly because the event log contains only example behavior. For state-based regions one first needs to create an automaton as described in [14]. Moreover, when constructing the regions, one should avoid overfitting. Language-based regions seem good candidates for discovering transition-bordered Petri nets that can serve as submodels [16], [24]. Unfortunately, these techniques still have problems dealing with infrequent/incomplete behavior.

There are four competing quality criteria when comparing modeled behavior and recorded behavior: fitness, simplicity, precision, and generalization [1]. In this paper, we focused on fitness, but also precision and generalization can also be investigated per submodel. Various conformance checking techniques have been proposed in recent years [26], [27], [28], [29], [30], [31], [20], [32], [33], [25], [34]. Conformance checking can be used to evaluate the quality of discovered processes but can also be used for auditing purposes [46]. Most of the techniques mentioned can be combined with our decomposition approach. The most challenging part is to aggregate the metrics per model fragment and sublog into metrics for the overall model and log. We consider the approach described in [27] to be most promising as it constructs an optimal alignment given an arbitrary cost function. This alignment can be used for computing precision and generalization [26], [33]. However, the approach can be rather time consuming. Therefore, the efficiency gains obtained through decomposition can be considerable for larger processes with many activities and possible subnets.

Little work has been done on the decomposition and distribution of process mining problems [6], [7]. In [47] MapReduce is used to scale event correlation as a preprocessing step for process mining. In [48] an approach is described to distribute genetic process mining over multiple computers. In this approach candidate models are distributed and in a similar fashion also the log can be distributed. However, individual models are not partitioned over multiple nodes. Therefore, the approach in this paper is complementary. Moreover, unlike [48], the decomposition approach in this paper is not restricted to genetic process mining.

More related are the divide-and-conquer techniques presented in [49]. In [49] it is shown that region-based synthesis can be done at the level of synchronized State Machine Components (SMCs). Also a heuristic is given to partition the causal dependency graph into overlapping sets of events that are used to construct sets of SMCs. In this paper we provide a different (more local) partitioning of the problem and, unlike [49] which focuses specifically on state-based region mining, we decouple the decomposition approach from the actual conformance checking and process discovery approaches.

Also related is the work on conformance checking of proclpts [50]. Proclpts can be used to define so-called artifact centric processes, i.e., processes that are not monolithic but that are composed of smaller interacting processes (called proclpts). In [50] it is shown that conformance checking can be done per proclpt by projecting the event log onto a single proclpt while considering interface transitions in the surrounding proclpts.

Several approaches have been proposed to distribute the verification of Petri net properties, e.g., by partitioning the state space using a hash function [51] or by modularizing the state space using localized strongly connected components [52]. These techniques do not consider event logs and cannot be applied to process mining.

Most data mining techniques can be distributed [53], e.g., distributed classification, distributed clustering, and distributed association rule mining [54]. These techniques often partition the input data and cannot be used for the discovery of Petri nets.

This paper generalizes the results presented in [7], [8], [9], [10], [11] to arbitrary decompositions (Petri-net based or not). In [8], [55], [11] it is shown that so-called “passages” [37] can be used to decompose both process discovery and conformance checking problems. In [10], [9] it is shown that so-called SESE (Single-Exit-Single-Entry) components obtained through the Refined Process Structure Tree (RPST) [35], [36] can be used to decompose conformance checking problems. These papers use a particular particular decomposition strategy. However, as shown in [7], there are many ways to decompose process mining problems.

The results in [7] are general but only apply to Petri nets. This paper further generalizes the divide and conquer approach beyond Petri nets. This allows us to simplify the presentation
and clearly show the key requirements for decomposing both process discovery and conformance checking problems.

VIII. CONCLUSION

In this paper we provided a high-level view on the decomposition of process mining tasks. Both conformance checking and process discovery problems can be divided into smaller problems that can be distributed over multiple computers. Moreover, due to the exponential nature of most process mining techniques, the time needed to solve “many smaller problems” is less than the time needed to solve “one big problem”. Therefore, decomposition is useful even if the smaller tasks are done on a single computer. Moreover, decomposing process mining problems is not just interesting from a performance point of view. Decompositions can also be used to pinpoint the most problematic parts of the process (also in terms of performance) and provide localized diagnostics. This also helps us to better understand the limitations of existing conformance checking and process discovery techniques.

In this paper we discussed a very general divide-and-conquer approach without focusing on a particular representation or decomposition strategy. Nevertheless, it provided new and interesting insights with respect to the essential requirements of more concrete approaches. The paper also provides pointers to approaches using Petri nets as a representational bias and SESEs [10], [9], passages [8], [11], or maximal decompositions [7] as a decomposition strategy. It is clear that these are merely examples of the broad spectrum of possible techniques to decompose process mining problems. Given the incredible growth of event data, there is an urgent need to explore and investigate the entire spectrum in more detail.
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Abstract—Nonnegative Matrix Factorization (NMF) is one of the most promising techniques to reduce the dimensionality of the data. This presentation compares the method with other popular matrix decomposition approaches for various pattern analysis tasks. Among others, NMF has been also widely applied for clustering and latent feature extraction. Several types of the objective functions have been used for NMF in the literature. Instead of minimizing the common Euclidean Distance (EucD) error, we review an alternative method that maximizes the correntropy similarity measure to produce the factorization. Correntropy is an entropy-based criterion defined as a nonlinear similarity measure. Following the discussion of maximization of the correntropy function, we use it to cluster document data set and compare the clustering performance with the EucD-based NMF. Our approach was applied and illustrated for the clustering of documents in the 20-Newsgroups data set. The comparison is illustrated with 20-Newsgroups data set. The results show that our approach produces average better clustering compared with other methods which use EucD as an objective function.
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I. INTRODUCTION

The ever-increasing amount of data recorded, stored and processed worldwide necessitates the development of new representations and is becoming a major task for data analysis research [1, 2, 3, 4, 17, and 18]. Dimensionality reduction of the data is a technique that describes each multidimensional data sample with a small number of coefficients that are the sample’s coordinates in a new, particular to this dataset, feature space. Often dimensionality reduction is accomplished by finding factorizations of a matrix representing the dataset. Most widely-known methods are Principal Component Analysis (PCA), Independent Component Analysis (ICA) and Singular Value Decomposition (SVD). Recently defined Nonnegative Matrix Factorization (NMF) approach also has been successfully applied in pattern recognition. It is an unsupervised learning method that also reduces the dimensionality of the data. It has also been used for several applications [5-8, 14-16, 19, 20].

Matrix factorization methods treat the data as an \( m \times n \) matrix in which every column represents a data sample. This matrix is approximated by a product of two rank \( k \) matrices, as follows:

\[
A \approx WH,
\]

where \( A \) is the data matrix, \( W \) is the \( m \times k \) matrix of basis vectors and \( H \) is a \( k \times n \) matrix that gives the coordinates of samples in the feature space. We can think of the factorization as of a decomposition of the \( j \)-th sample \( (A_j) \) into a linear combination of features given by columns of \( W \):

\[
A_j = \sum_i W_i H_{ij}.
\]

For instance, consider a small artificial data set of documents shown in Figure 1. The documents are encoded in the bag-of-words format. Here, \( A \) is a 6x4 data matrix formed by 4 documents, 6 words of interest, and 3 topics. The topics are ANIMAL (d1 and d4), RELIGION (d2) and FOOD (d4). Once the factorization is computed we can cluster the documents [14]. It can be accomplished by assigning each document to the topic that contributes the most.

![Figure 1. A small document-term matrix and its nonnegative factorization. Indicated are terms that are most important for each topic and assignments of documents into topics (clusters).](image-url)
most to its nonnegative representation (has the largest entry in the matrix $H$). The matrices $W$ and $H$ that form a nonnegative factorization are shown in Figure 1. We have indicated the most important words for each topic and demonstrated the cluster memberships.

II. NONNEGATIVE MATRIX FACTORIZATION (NMF)

The intuitive definition of matrix factorization asks to find two matrices, $W$ and $H$, whose product approximates a given matrix. Specific matrix factorization schemes are differentiated by the error function used to describe the quality of the approximation and by the constraints imposed on the elements of $W$ and $H$. The family of nonnegative factorizations imposes that elements of $W$ and $H$ be nonnegative. A necessary prerequisite is that the data matrix $A$ must also contain nonnegative elements only. Fortunately, this is often the case. In example documents in a bag-of-words format or images are non-negative. Application areas for NMF include face recognition, bioinformatics, text mining and audio (speech) processing [2, 3, 6-8, 14, 19]. Clustering task is also one of the main topics for NMF and it has been extensively applied and discussed in the literature [6, 8, 14-16].

Nonnegative factorizations are motivated by their enhanced interpretability. When subtraction is forbidden no cancelations occur in the topic (cluster) definitions and meanings can be deduced, as in the example shown in Figure 1. Indeed, for many applications subtraction is not meaningful. However, except for NMF, other matrix factorization methods generally allow the subtraction of values. These values can be faces, audio or gene expression levels according to application areas. But in these cases, basis values (for instance images for face recognition) are not physically intuitive.

Typically, in NMF the factorization objective is the Euclidean distance between the elements of $A$ and the elements of $WH$ (i.e. the Frobenius norm of the difference $A - WH$). This measure is well-known and often used in the literature. However, other distance (or similarity) measures can be used, and they will often produce different factorizations. In example, calculations derived from the Kullback-Leibler divergence have often been studied in the literature [1-4, 9, and 14]. Often the loss function is chosen to match a specific application domain. In [7], authors used the Itakura-Saito (IS) divergence as an objective function and in [5] authors used the $\beta$-divergence.

In [1-4], authors used a distance measure based on the Kullback-Leibler divergence. The measure $D_{x}(u_{j},w_{l})$ is a symmetric divergence of $u_{j}$ with respect $w_{l}$ given by [2]:

$$D_{x}(u_{j},w_{l}) = D(u_{j}||w_{l}) + D(u_{j}||w_{l}) = D(u_{j}||w_{l})$$

where:

$$D(x||z) = \sum_{l} \frac{x(l)}{||x||_{1}} \log \left( \frac{\frac{x(l)}{||x||_{1}}}{\frac{z(l)}{||z||_{1}}} \right).$$

Another distance measure suitable for the NMF is the correntropy function, described in details in Section III.

Extensions of the NMF methodology involve imposing other constraints on the matrices $W$ and $H$, such as sparseness or orthogonality. Bayesian approaches and other conditions for factorization have also been considered [3, 8].

The typical algorithm used to compute the NMF factorization with the Euclidean distance measure begins with $W$ and $H$ randomly initialized. It then uses the multiplicative update rules to minimize the error function [1,4]:

$$H_{ij} \leftarrow H_{ij} \frac{(W^{T}A)_{ij}}{(W^{T}WH)_{ij}}$$

$$W_{ij} \leftarrow W_{ij} \frac{(AH^{T})_{ij}}{(WHH^{T})_{ij}}$$

The rules ensure that at each iteration the error function does not increase, while the matrices $W$ and $H$ stay non-negative. The rules are applied iteratively until convergence.

Faster converging alternatives to the multiplicative updates, that have been proposed for the NMF include the projected gradient descent (PGD) and the alternating least squares (ALS) algorithm [2, 16].

III. CORRENTROPY SIMILARITY MEASURE

We have recently proposed to use the correntropy similarity measure as an objective function for nonnegative matrix factorization [26, 27]. The correntropy is a localized similarity measure between two random variables that was proposed in [9-12, 14]. It can be used as a cost function for NMF. We use it to calculate the element-wise similarity between the matrix $A$ and its factorization:

$$Corr(A,WH) = \sum_{ij} \exp \left( \frac{-(A_{ij} - (WH)_{ij})^{2}}{2\sigma^{2}} \right)$$

(1)

where $\sigma$ is a parameter of the correntropy similarity measure. We note that for NMF we need to minimize the negative of correntropy since it is a similarity and not a distance measure [14].

It can easily be seen from eq. 1 that $Corr(A,WH)$ is always bounded and nonnegative. Moreover, the correntropy saturates when the disagreement between elements of $A$ and its factorization $WH$ is large. This property is important. It makes correntropy insensitive to outliers, because errors for badly approximated elements have less influence on the factorization. We illustrate correntropy as the error surface in Figure 2. It shows the errors for a single element of $1 + Loss(A,WH)$. We can change the shape of the function and control the level of saturation by adjusting the parameter $\sigma$. When $\sigma$ is large little saturation occurs. Lowering $\sigma$ causes that more and more elements of the difference $A - WH$ saturate and are treated as outliers.
IV. EXEMPLARY APPLICATIONS OF NMF

A. Document Clustering with NMF

For the first real life example we report the result of a comparison between quality of NMF factorizations based on the Euclidean distance and based on correntropy [14, 26]. The evaluation analyses the quality of clusters computed from factorizations. We have used the 20-newsgroups data set, which is one of the popular benchmarks used for clustering and classification of the text data. It has approximately 11,000 documents taken from 20 different newsgroups pertaining to various subjects.

After the factorization process, we obtain $W$ and $H$. $H$ can be used to group the data ($A$) into $r$ clusters by choosing the largest value of each column in $H$.

The 20 newsgroups data contains ground-truth document labels which can be used to evaluate the quality of the clustering. We evaluate the clustering performance with the entropy measure. Total entropy for a set of clusters is calculated as the weighted mean of the entropies of each cluster weighted by the size of each cluster. Firstly, we calculate the distribution of the data for each cluster. For class $j$ we compute $p_{ij}$, the probability that a member of cluster $i$ belongs to class $j$ as $p_{ij} = m_{ij}/m_i$, where $m_i$ is the number of objects in cluster $i$ and $m_{ij}$ is the number of objects of class $j$ in cluster $i$. Entropy of each cluster $i$ is defined as:

$$e_i = - \sum_{j=1}^{L} p_{ij} \log_2(p_{ij}),$$

where $L$ is the number of classes. Entropy of the full data set as the sum of the entropies of each cluster $i$ weighted by the size of each cluster:

$$e = \sum_{i=1}^{K} \frac{m_i}{m} e_i$$

where $K$ is the number of clusters and $m$ is the total number of data points [24].

Table 1 shows the entropy values of NMF-PGD (EucD) and NMF-Corr approaches for 20-Newsgroups data set. We graph these values (NMF-PGD (EucD) and NMF-Corr (for $\sigma = 1$, $\sigma = 0.5$ and $\sigma = 0.01$) ) in Figure 3. Here, “$k$” denotes the assumed number of clusters and equals to the ranks of $W, H$. We change it from 2 to 20 to track the clustering performance. We show all entropy values in Figure 3, but for brevity we only illustrate 10 data points in Table 1. Since lower entropy values indicate better clustering performance, it can be seen from Table 1 and Figure 3, that NMF-Corr ($\sigma = 0.5$) demonstrates superior clustering performance than NMF-PGD (EucD) for every evaluated number of clusters.

Experiments and comparative results between NMF-PGD (EucD) and NMF-Corr show that NMF-Corr ($\sigma = 0.5$) has better clustering performance than NMF-PGD (EucD). Therefore, we can conclude that correntropy-based NMF ($\sigma = 0.5$) has comparatively better clustering performance vs. EucD-based NMF for the evaluated data set. However, NMF-Corr does not show improved performance for $\sigma = 1$ and specifically worst performance for $\sigma = 0.01$. This can be seen from Figure 3 and Table 1. Also, the deterioration of clustering results for $\sigma$ values below 0.5 requires further studies. One additional question
is whether this dependence on $\sigma$ value is a property of the method or else whether it lies in the properties of the data for which experiments have been conducted. This will warrant further studies.

B. Occluded Face Recognition Using NMF

In the second example we report the results of an application of NMF to the problem of occluded face recognition [26].

Face recognition is one of the well-studied real life problems. Several methods have been defined and applied for this task. Above mentioned methods and Neural Networks (NN) have been studied to recognize face images [1, 19-26]. In fact, faces are not clear for daily life, because some obstacles can be in front of the face. These obstacles can be scarf, glasses, hats or some occlusion on the face. Therefore, occluded face recognition is important area in pattern analysis. There are many studies in the literature for occluded face recognition task, especially using PCA and NMF [19-26].

In this section, we evaluate the recognition performance of occluded face images on ORL face data set. We have compared PCA, NMF and correntropy based NMF (NMF-Corr) formulations by evaluating quality of recognition rates computed from factorizations. The ORL data consists of 40 persons, each photographed in 10 different poses. The data set was partitioned into two equal parts for training and testing. We have resized face images from original 112x92 pixels to 56x46 pixels for efficient computation.

Face recognition in the NMF and NMF-Corr linear subspace is performed by first computing the pseudo-inverse of the $W$ matrix as $W^* = W^T (WW^T)^{-1}$. Then, all samples were encoded using this pseudo inverse. Finally, we have used 1 nearest-neighbor (1-NN) classifier for the recognition process.

In order to generate occluded faces, we have used randomly located black patches for both training and testing face images. In this way we test the robustness of the compared dimensionality reduction methods to noise on both training and testing data. Each patch covers from 10% to 50% of the face image at a random location. Sample patched face images can be seen from Figure 4.

Recognition results have been obtained by running each method (PCA, NMF and NMF-Corr) 10 times, and then average recognition rate has been calculated.

NMF-Corr and NMF algorithms were run with the random initial matrices $W$ and $H$. For NMF-Corr, we set stopping criteria at most 1000 iterations and relative tolerance $10^{-4}$. PCA, NMF and NMF-Corr basis images has been shown in Figure 5, respectively.
Figure 6. Recognition rates (%) versus number of basis images for 10% and 50% patch occlusions (On the legend, values in parenthesis indicate the corresponding $\sigma$ parameter for NMF-Corr).

Figure 7. Recognition rates (%) versus patch sizes (%) of face images for 64 and 121 basis images.

For brevity we only illustrate for 10% and 50% occlusions in Figure 6, for different number of basis images. It can be easily seen that NMF-Corr with $\sigma = 10$ demonstrates superior recognition performance than NMF and PCA. Therefore, NMF-Corr with $\sigma = 10$ has the best accuracy. (In the case of 50% patch occlusion, generally $\sigma = 1$ has better accuracy than $\sigma = 10$). Recognition rate plots versus patch occlusion sizes have been also calculated for 25, 36, 49, 64, 81, 100, 121 and 144. Again, we only demonstrate for 64 and 121 basis in Figure 7 for brevity. Here, NMF-Corr has the best recognition rate for all patch sizes. Additionally, it can be seen from Figure 7, the graphic lines are u-shaped, because training and testing parts have been done with occluded face images.

V. CONCLUSION

In this contribution we have first introduced the topic of nonnegative matrix factorization and reviewed its major applications and implementations. The NMF factorizes a given data matrix into a product of two matrices that contain nonnegative elements only. Subtraction is forbidden which enhances sparsity of the patterns that are found in the data. This leads to a better interpretability of the factorization.

The usefulness of nonnegative factorizations was demonstrated using two real-life tasks: document clustering and occluded face recognition. Moreover the demonstrations used correntropy, a novel similarity measure that enhances the robustness to outliers. Experiments on both datasets have shown that using the correntropy criterion has led to better cluster purity and recognition rates than NMF and PCA.
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Abstract—This paper presents an approach for underdetermined blind source separation that can be applied even if the number of sources is unknown. Moreover, the proposed approach is applicable in the case of separating 1-3 sources from 1 mixture without additive noise. This situation is more challenging and suitable to practical real world problems. Also, the sparsity conditions are not imposed unlike to those employed by some conventional approaches. Firstly, the number of source signals are estimated followed by the estimation of the mixing matrix based on the use of short time Fourier transform and rough-fuzzy clustering. Then, source signals are normalized and recovered using modified Lin's projected gradient algorithm with modified Armijo rule. The simulation results show that the proposed approach can separate 1-3 source signals from 1 mixed signals, and it has superior evaluation performance compared to conventional approaches.
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I. INTRODUCTION

BLIND Signal Separation (or Blind Source Separation, BSS) has received a great deal of attention in the fields of digital communication systems, speech processing, medical imaging, water marking, biomedical engineering, and data mining [3]-[7] in recent years in combination with artificial neural networks, information theory, and computer science applications. Blindness or blind separation means that no or very little information is known about the source signals or the mixing system [1].

The objective of BSS is to extract original source signals using only the information gathered from observed signals with no or very limited knowledge about the source signals or the mixing system. The approaches developed by researchers in the last few years can be classified into two methodologies, namely over-determined BSS and underdetermined BSS, according to the number of source signals and observable mixed signals [20]. BSS that has fewer sensors or observable mixed signals than source signals is called underdetermined BSS while a BSS that has more sensors than sources is called over-determined BSS. Underdetermined BSS is challenging and is more realistic in practical situations. However, most approaches for BSS rarely involve underdetermined BSS cases. The classical independent component analysis (ICA) approach fails to solve underdetermined BSS problems [10]. Moreover in many practical problems, there are a large number of source signals but a few numbers of sensors that means the underdetermined case. Another major difficulty of ICA is that the mixing matrix and the magnitude of original source signals cannot be estimated due to its ambiguities and that the order, sign, and the variances of the independent components cannot be determined [2].

Most of the current traditional BSS methods assume that the source signals are as statistically independent as possible given the observed data and that the mixing matrix is of full column rank. In many real-world situations, however, this hypothesis is not valid. Consequently, recovering the source signals by multiplying the observable data mixtures by the pseudo inverse of the mixing matrix cannot be used. This makes recovering the source signals a very challenging task [8]. In practical terms, the over-determined mixture assumption does not always hold (e.g., in radio communications the probability of receiving more sources than sensors increases with increase of reception bandwidth), thus it is necessary to solve the problem of underdetermined blind source separation (UBSS) [9].

Nonnegative Matrix Factorization (NMF) has been widely applied to BSS problems. However, the separation results are sensitive to the initialization of parameters, also the additive parts by NMF are not necessarily localized, and consequently the solution is not unique. Avoiding the subjectivity of choosing parameters, we use general matrix factorization (GMF), which completely relaxes the non-negativity constraints from its factors with the Alternative Least Squares (ALS) method as an initialization to the
source signals instead of random initial values. GMF is a generalization of the well-known NMF where the NMF is constrained by non-negativity on all its factors, is not necessarily localize, has low convergence and, does not provide a unique solution in some cases without additive constraints and parameters. However, GMF has no constraints of non-negativity and is fast convergent with the ALS method used for initialization and improvement.

The motivation of this research is to separate sparse, and super and sub-Gaussian signals in the underdetermined case with an unknown number of source signals without resorting to any sparsity conditions, and to increase the performance of the separation.

The rest of the paper is organized as follows. Section II formulates the problem. In Section III, we introduce an overview, background, and the basic concepts of Projected Gradient and GMF, alternative least square, and rough fuzzy clustering. In Section IV, we present the details of the proposed approach. In section V, we show the analysis of typical experiments and the results obtained by different BSS methods, where the simulation results show the effectiveness and high performance of the proposed algorithm. Finally, a short conclusion and future work are presented in Section 6.

II. PROBLEM STATEMENT

The problem considered in this paper is an underdetermined instantaneous BSS with an unknown number of source signals but without background noise, which can be mathematically formulated as follows:

Assume that for I unobservable components \(X(t) = \text{tr}[X_1(t), X_2(t), \ldots, X_J(t)]\), where \(J\) is the number of source signals, and \(X(t)\) is a zero-mean vector. The available sensor vector \(Y(t) = \text{tr}[Y_1(t), Y_2(t), \ldots, Y_J(t)]\), where \(I\) is the number of sensors and \(\text{tr}\) is the transpose of the vector, is given by

\[ Y(t) = AX(t). \]

Here \(A \in \mathbb{R}^{I \times J}\) is a non-singular and unobservable matrix and has a non-zero determinant, and the rank of \(A\) is \(I\). \(X \in \mathbb{R}^{J \times T}, Y \in \mathbb{R}^{I \times T}\). \(t=0, \ldots, T-1\) are the sampling instant time points.

III. PRELIMINARY TOPICS

This section provides a brief explanation of the basic technologies used in this paper including projected gradient and GMF, alternative least squares, and rough fuzzy clustering.

A. Projected Gradient and General Matrix Factorization

GMF is a generalization of NMF where there are no nonnegative constraints on all of the factors [12] and is the focus of a great deal of attention in Mathematics and Computer Science. NMF has been widely used in many areas including BSS [11], [13], [14]. However, the solution is not unique since NMF is non-convex programming, and in most algorithms it frequently converges to local optima. Unlike NMF, GMF is convergent and has good local optima avoidance when initialized with ALS. In this paper, GMF is regarded as a good tool for solving the problem of UBSS. The novelty in this paper is that GMF is to solve the UBSS problem for the first time.

The basic GMF decomposition model for BSS is as follows:

\[ Y = AX \] (1)

where, \(Y \in \mathbb{R}^{I \times T}\) represents the observable mixtures, \(A \in \mathbb{R}^{J \times I}\) is the mixing matrix, and \(X \in \mathbb{R}^{J \times T}\) is the source signals matrix. Hence, \(Y\), \(A\), and \(X\) have both signs unlike NMF where \(Y\), \(A\), and \(X\) are non-negative. For BSS, \(I\) is the number of mixtures or sensors, \(T\) is the number of sample time points, and \(J\) is the number of sources. With only the data observable mixtures \(Y\) as the only known variable, the mixing matrix \(A\) and the source signals \(X\) are estimated using Equation (2).

We will use the projected gradient based update rules in GMF. These updates take the following generalized form of iterative rules [11]:

\[ X^{(n+1)} = X^{(n)} - \alpha X P_X \quad (2) \]

\[ A^{(n+1)} = A^{(n)} - \alpha A P_A \quad (3) \]

where \(P_A\) and \(P_X\) are the descent directions, and \(\alpha_A\) and \(\alpha_X\) are the learning rates, of \(A\) and \(X\) respectively.

The projected gradient algorithms for GMF are based on the alternating minimization technique which can be written in the matrix form as follows:

\[ \min_{X} \text{Cost}(Y \parallel AX) = \frac{1}{2} \|Y - AX\|^2_F \quad (4) \]

\[ \min_{X} \text{Cost}(Y^T \parallel X^T A^T) = \frac{1}{2} \|Y^T - X^T A^T\|^2_F \quad (5) \]

Basically, the matrix \(A\) is assumed to be full rank. Consequently, this provides the existence of a unique solution \(X^* \in \mathbb{R}^{J \times T}\). The gradient matrix for \(A\) and \(X\) is given by the following equations:

\[ \text{Grad}_A(X) = \nabla_X \text{Cost}(Y \parallel AX) = A^T (AX - Y) \quad (6) \]

\[ \text{Grad}_X(A) = \nabla_A \text{Cost}(Y^T \parallel X^T A^T) = (AX - Y)^T X \quad (7) \]

One of the projected gradients based approaches, and will be applied in this paper in a modified version, is Lin’s projected gradient algorithm [15]. Lin’s projected gradient (LPG) algorithm can be induced by the iterative formulas (2) and (3) with \(P_A\) and \(P_X\) expressed by the equations (6) and (7). Moreover, the projection on the subspace of non-negative real numbers is not considered.
B. Alternative least squares (ALS)

The minimization of cost function in equations (4) and (5) which represent the standard squared Euclidean distance can be formulated as follows:

\[
\text{Cost}(Y \parallel AX) = \frac{1}{2} \| Y - AX \|_F^2 = \frac{1}{2} tr(Y - AX)(Y - AX)
\]

(8)

where \( tr \) stands for the transpose of the matrix. The above cost function can be alternatively minimized with respect to the two factors A and X [11]. Moreover, each time during the optimization process of one factor while keeping the other one fixed [18],[19] and finding the stationary or critical points, which are obtained by equating the gradients to zero. This corresponds to the following two minimization problems:

\[
A^{(k+1)} = \min_{A} \| Y - AX^{(k)} \|_F^2, \quad \text{and} \quad X^{(k+1)} = \min_{X} \| Y - X^T A^{(k+1)} \|_F^2
\]

(9)

The gradients after equating them by zero according to the Karush-Kuhn-Tucker (KKT) optimality conditions are:

\[
\frac{\partial D_F(Y \parallel AX)}{\partial a_{ij}} = -YX^T + AX^T, \quad \frac{\partial D_F(Y \parallel AX)}{\partial x_{ij}} = -AY + A'AX
\]

(10)

Consequently,

\[
A = YX^T (XX^T)^{-1} \quad \text{and} \quad X = (A' A)^{-1} A'Y.
\]

(11)

This method will be used as an initialization in our proposed system.

C. Rough fuzzy clustering

In fuzzy c-means (FCM) algorithm developed by Dunn in 1973, improved by Bezdek in 1981, and is the best known method for fuzzy clustering, based on optimizing objective function, the concept of traditional k-means clustering algorithm is extended which for each data point a degree of membership or membership function \( \zeta_{ij} \in [0,1] \) of clusters is calculated.

\[
\zeta_{ij} = \frac{1}{\sum_{j=1}^{c} \left( \frac{d_{ik}}{d_{jk}} \right)^{2/\delta-I}}, \quad \text{where} \ \delta \quad \text{is the degree of fuzziness.}
\]

(12)

In contrast to fuzzy clustering, in rough c-means (RCM), the concept of k-means is extended by considering each cluster as an interval or rough set \( Y \) [16]. Moreover, each time during the optimization process of one factor while keeping the other one fixed [18],[19] and finding the stationary or critical points, which are obtained by equating the gradients to zero. This corresponds to the following two minimization problems:

\[
A^{(k+1)} = \min_{A} \| Y - AX^{(k)} \|_F^2, \quad \text{and} \quad X^{(k+1)} = \min_{X} \| Y - X^T A^{(k+1)} \|_F^2
\]

(9)

The gradients after equating them by zero according to the Karush-Kuhn-Tucker (KKT) optimality conditions are:

\[
\frac{\partial D_F(Y \parallel AX)}{\partial a_{ij}} = -YX^T + AX^T, \quad \frac{\partial D_F(Y \parallel AX)}{\partial x_{ij}} = -AY + A'AX
\]

(10)

Consequently,

\[
A = YX^T (XX^T)^{-1} \quad \text{and} \quad X = (A' A)^{-1} A'Y.
\]

(11)

This method will be used as an initialization in our proposed system.

Algorithm 1 Rough fuzzy c-means clustering

Step 1: Assign initial means \( \beta_j \) for c clusters.
Step 2: Compute the fuzzy membership \( \zeta_{ij} \) for c clusters and N data objects according to equation (12) and Normalize the distances used for fuzzy membership in [0,1].
Step 3: Assign each data object \( y_k \) to the lower or upper approximation of cluster pair \( U_i \) and \( U_j \).
Step 4: Compute the difference \( \zeta_{ik} - \zeta_{jk} \) to cluster centroids \( \beta_i \) and \( \beta_j \).
Step 5: Let \( \zeta_{ik} \) be maximum and \( \zeta_{jk} \) be the next to maximum
Step 6: If \( abs(\zeta_{ik} - \zeta_{jk}) \) is less than some threshold

Then,

\[
y_k \in \overline{U_i} \quad \text{and} \quad y_k \notin U_j
\]

Step 7: If \( y_k \) is a member of any lower approximation,

Else,

\[
y_k \notin \overline{U_i} \quad \text{and} \quad y_k \in U_j
\]
where, $\beta$ is the cluster centers, $c$ is the number of clusters, and $C_{\text{max}}$ is the chosen maximum number of clusters. Here,

$$\text{Scat}(c) = \frac{1}{c} \sum_{i=1}^{c} \sigma(\beta_i)$$

(17)

Also, the value of Scat$(c)$ varies from 0 to 1. The term that represents the separation between clusters is defined by

$$\text{sep}(c) = \frac{D_{\text{min}}^2}{D_{\text{max}}^2} \sum_{i=1}^{c} \left( \sum_{j=1}^{c} \| \beta_i - \beta_j \|^2 \right)^{-1}$$

(18)

where,

$$D_{\text{min}} = \min_{i,j} \| \beta_i - \beta_j \|, \quad D_{\text{max}} = \max_{i,j} \| \beta_i - \beta_j \|$$

After clustering, and determining the number of source signals, the rth column vector of A, denoted as $\hat{a}_r$, is estimated as

$$\hat{a}_r = \text{Re} \left[ \chi_{C_r} (t,r) \right].$$

(19)

Here $|\chi_{C_r}|$ represents the number of TF points in cluster $C_r$ for $r=1,2,...,J$.

Algorithm 2 Mixing matrix estimation and determining the number of source signals

**Input:** the observable mixtures $Y= [Y_1, Y_2, ..., Y_I]$

**Output:** number of source signals, the mixing matrix $A$

**Step 1:** Calculate STFT $Y$ using equations (14)

**Step 2:** Calculate $\chi_F$ using equation (15)

**Step 3:** Cluster $\chi_F$ using rough fuzzy c-means clustering stated in Algorithm 1 for different number of clusters by choosing $C_{\text{min}}, C_{\text{max}}$ (i.e., min and max chosen number of clusters, respectively) using equations (16)-(18) and the cluster number that minimizes $V$ is considered to be the optimal value for number of source signals.

**Step 4:** Determine the TF points and their quantity in each cluster.

**Step 5:** Calculate the columns of the mixing matrix $A$ using equation (19)

B. Lin’s Projected Gradient (LPG) with Armijo rule based GMF

In Lin’s projected gradient algorithm the learning rates $\alpha_s$ and $\alpha_\epsilon$ are not fixed diagonal matrices in the inner iterations but are scalars. These learning rates are computing by inexact estimation techniques. Lin considered two options to estimate the learning rates. The first option is the Armijo rule along the projective arc of the algorithm proposed by Bertsekas [23]. The value of the learning rate $\alpha_s$ for every iterative step of the algorithm, is given by:

$$\alpha_s^{(k)} = \rho m^k,$$

(20)

where $m^k$ is the first non-negative integer $m$ for which

$$\text{Cost}(V \mid AX^{(k-1)}) - \text{Cost}(V \mid AX^{(k)}) \leq \nu \text{tr} \left\{ \nabla^2 \text{Cost}(V \mid AX^{(k)}) (X^{(k-1)} - X^{(k)}) \right\}$$

(21)
with $\rho \in (0,1) \text{ and } \nu \in (0,1)$. The value of the learning rate $\alpha$ is computed in a similar way.

The second option is the modified Armijo rule. Lin and More [24] noticed that $\alpha_1$ and $\alpha_2$ might be very similar, and they proposed to start from $\alpha = (k-1)$ and to increase or decrease the learning rate according to condition (20). Here in this paper LPG algorithm with Armijo rule is extended, different from [11], for general matrix factorization relaxing the non-negativity constraints. Moreover the value of $\rho$ and $\nu$ are changed to be $\rho \in (-1,1) \text{ and } \nu \in (-1,1)$. The algorithm of the modified LPG algorithm with Armijo rule is listed below in Algorithm 3.

**Algorithm 3** Modified LPG based GMF

**Input:** the observable mixtures $Y = [Y_1, Y_2, \ldots, Y_t]$, number of components (source signals) $J$, Maximum number of iterations $N$, the mixing matrix $A$ estimated from algorithm 2

**Output:** the estimated source signals $X$

Step 1: Initialize the matrix $X$ by ALS according to equation (11)

Step 2: set $\alpha_x = 1$

Step 3: Assign $X^{(n+1)} = X^{(n)} - \alpha_x P_X$

Step 4: Repeat 4-10 until the stopping criteria is met

Step 5: If condition in (21) is met, then

Step 6: Repeat steps 5,6 until condition (21) does not hold

Step 7: Assign $\alpha_x = \alpha_x \rho$

Step 8: Update $X^{(n+1)} = X^{(n)} - \alpha_x P_X$

Step 9: Else

Repeat steps 8,9 until condition (21) is met

Step 10: Set $\alpha_x = \alpha_x \rho$

Step 11: Update $X^{(n+1)} = X^{(n)} - \alpha_x P_X$

The source signals are then rescaled and normalized

V. EXPERIMENTS AND SIMULATION

In this section, the effectiveness of the proposed approach will be discussed by comparing results of experiments and simulations. Experiments and simulations were performed on synthetically generated signals using the proposed approach and other conventional approaches. In the simulations, sparse, super- and sub-Gaussian signals were separated from the underdetermined mixtures in the challenging case where the true number of source signals is unknown.

The parameter inputs of the modified LPG algorithm are the observable mixtures matrix $Y$, and the mixing matrix $A$ obtained from algorithm 2. We choose the maximum number of iterations to be only 25 iterations. We investigate the performance of the proposed UBSS approach in the above mentioned cases by comparing its results with the results of approaches in Khor (2006) [22], Kim and Yoo (2009) [20], Xiang and Peng (2010) [8]. Here, the simulation of the separation of sparse and Gaussian signals is provided followed by some discussion. Then, the cases of a variety of sparse, non-sparse, and super- and sub-Gaussian signals are stated.

A. Sparse and Gaussian signals

The separation of $J$ synthetic Gaussian and sparse signals from $l$=3 mixtures was performed in the time domain for $J$=4, 5, and 6 source signals. In this simulation, the mixing matrix was estimated using algorithm 2. The proposed approach was compared to the abovementioned algorithms. The simulation settings were as follows. Synthetic sparse signals were generated by generating 5000 Gaussian samples using the `randn` command of Matlab and substituting 80% of the samples chosen randomly by zeros for each source. The results show that the proposed approach can separate $l+3$ source signals from $l$ mixtures, unlike the previous approaches. This is confirmed in the next simulations. The analysis aims at comparing mainly the reconstruction index Signal-to-Interference Ratio (SIR) to evaluate the performance of the proposed approach. Given original source signals $X$ and its estimations $\hat{X}$ obtained by the proposed approach, SIR in decibels is defined as

$$SIR = -10 \log_2 \left( \frac{\|X_i - \hat{X}_i\|^2}{\|X_i\|^2} \right), \quad i = 1, 2, \ldots, J$$ (15)

Fig. 1 illustrates the averaged SIRs when the number of the sources increases from 4 to 6 signals.
B. Synthetic signals

We investigated the effectiveness of the proposed UBSS approach by comparing with the methods mentioned above. We chose the number of mixtures to be only 2 and the number of sources to be 5 in order to prove that the proposed algorithm can separate 1+3 source signals from 1 mixtures. The mixture signals that we perform our experiments on are mixed by the following randomly generated mixing matrix:

\[
\begin{bmatrix}
0.5377 & -2.2588 & 0.3188 & -0.4336 & 3.5784 \\
1.8339 & 0.8622 & -1.3077 & 0.3426 & 2.7694
\end{bmatrix}
\]

The mixing matrix was once again estimated using algorithm 2. The true and estimated values of \( A \) are shown in Table 1. The six source signals, two observable mixtures, and estimated source signals are plotted in Fig. 2. The number of sampling time points is 10,000. The simulation results of the proposed approach in addition to those of the five different UBSS methods are shown in Fig. 4. The performance of the source recovery method can be evaluated by Eqs. (15) and (16).

\[
\text{SNR} = \frac{1}{J} \sum_{i} 10 \log \left( \frac{\| X_i \|_F^2}{\| \hat{X}_i - X_i \|_F^2} \right) \tag{16}
\]

Where \( J \) is the number of sources and \( \| \cdot \|_F \) is the Frobenius norm. The efficiency of the separation results is good when \( \text{SNR} \geq 25 \) [10].

We note from Fig. 3 that the proposed approach achieves about 5.7 dB higher SIR for \( J=5 \) sources with only two mixtures than the highest performance algorithm among the other three approaches. Another comparison of the proposed approach with the other five approaches is presented using...
the following examples with 2 observable mixtures where $X$ is the chosen source signal shown in Fig. 4.

**Example 1.** $X = \{X_1, X_2, X_3\}$

**Example 2.** $X = \{X_1, X_2, X_3, X_4\}$

**Example 3.** $X = \{X_1, X_2, X_3, X_4, X_5\}$

![Fig. 4. Performance estimation of Examples 1–3 from 2 observable mixtures.](image)

From the results in Figs. 3 and 4, we can conclude that the separation performance of the proposed approach is very high, has faster convergence, and can separate 1+3 source signals from I mixed signals.

**II. CONCLUSION**

In this paper, we addressed the problem of underdetermined blind source separation with the challenging case that the true number of source signals is unknown. A new two-step approach for optimum estimation of the source signals without additive noise. In this approach, STFT is combined with rough fuzzy c-means clustering to estimate the mixing matrix and determine the number of source signals. Then the source signals are estimated by a modified LPG algorithm with Armijo rule based general matrix factorization. Simulation experiments demonstrated the validity and superior performance of the proposed approach.
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Abstract—The Multiple Pheromone Ant Clustering Algorithm (MPACA) models the collective behaviour of ants to find clusters in data and to assign objects to the most appropriate class. It is an ant colony optimisation approach that uses pheromones to mark paths linking objects that are similar and potentially members of the same cluster or class. Its novelty is in the way it uses separate pheromones for each descriptive attribute of the object rather than a single pheromone representing the whole object. Ants that encounter other ants frequently enough can combine the attribute values they are detecting, which enables the MPACA to learn influential variable interactions. This paper applies the model to real-world data from two domains. One is logistics, focusing on resource allocation rather than the more traditional vehicle-routing problem. The other is mental-health risk assessment. The task for the MPACA in each domain was to predict class membership where the classes for the logistics domain were the levels of demand on haulage company resources and the mental-health classes were levels of suicide risk. Results on these noisy real-world data were promising, demonstrating the ability of the MPACA to find patterns in the data with accuracy comparable to more traditional linear regression models.

I. INTRODUCTION

CLUSTERING is the task of partitioning data sets into categories of common likeness. It can be a complex problem to unravel because the boundaries between classes are often ambiguous and non-linear. If the data set has high dimensionality, it can be extremely difficult to understand the inherent structure and exploit it with an appropriate clustering algorithm. This has led to a large variety of approaches seeking to optimise cluster analysis, including ones modelled on insect behaviour.

This paper investigates how computer models of ants can help humans sort data into meaningful classes using cluster analysis. A brief review of relevant ant models is provided before explaining how the MPACA works. The main aim of the paper is to show how it can provide meaningful results with real-world data and examples from transport logistics and health are used. The paper concludes with a discussion of the model, its effectiveness, and how it can be applied to additional data sets.

II. BACKGROUND

Swarm intelligence (SI) is the phenomenon whereby intelligent behaviour emerges from the interactions of numerous separate entities with low-level cognitive capacities [1], [4], [5], [6]. There are many examples in the insect world but the focus of this paper is on ants and specifically ant colony optimisation (ACO). Two ant behaviours have fuelled many of the computer models, one for sorting larvae or corpeses and the other foraging for food. The so-called Basic Model (BM) [8] comes from the sorting of ant bodies into piles and is often referenced as the Standard Ant Clustering Algorithm (SACA). It works by assessing the similarity of bodies with others in the same location. In contrast, ant foraging depends on laying down pheromone trails that guide other ants towards objects in which they are interested. It is used to optimise paths between objects, either to link similar ones or to find the shortest paths. The MPACA is based on this type of ACO algorithm.

Using scents or pheromone to form paths is a form of stigmergy, where information is placed in the environment for communication purposes [7], [24]. Shorter paths have ants returning to them more quickly and the pheromone is less affected by evaporation. Together, these phenomena attract ants to locations containing objects with similar attributes and are the driving forces for cluster formation. For the MPACA model applied to real-world domains in this paper, objects are placed within a multidimensional graph space, as others have done [20], [26]. Its main innovation is by having multiple pheromones that distinguish ants within colonies rather than more normally between them [10]. The next section summarises the latest version of the MPACA, which was introduced as a clustering algorithm in [41] and applied to some standard data sets. The goal of this paper is to show how the MPACA can be used to learn class assignations and be applied to noisy, diverse real-world data in the domains of mental-health risk assessment and predicting resource requirements for logistics companies.

III. OVERVIEW OF THE MPACA

The Multiple Pheromone Ant Clustering Algorithm, MPACA, is not unique by having many different pheromones laid down on trails for objects. However, no previous models attach a specific pheromone to each particular value of every descriptive attribute of an object. Pheromones encourage other ants to follow them via a scent. In the MPACA model, each pheromone type indicates paths towards a specific feature value in the given search space. It is applicable to multiple dimensions and can accommodate both discrete and continu-
ous data of any type. Ordinal dimensions are used to set up the hyperdimensional problem space but are first normalised to help prevent bias due to types of distributions. The values are measured in the number of standard deviations (SD) from the mean, \( z \), where

\[
x = \frac{(x - \mu)}{SD},
\]

where \( x \) is the original value and \( \mu \) is the mean.

The values of each object along the dimensions of the hyperdimensional space determine its location in the graph and objects are linked by edges to all other objects if the Euclidean distance is within a parameterised maximum. Non-ordinal features are not part of the hyperdimensional space but still participate in learning by having ants leave pheromone traces along the edges corresponding to these features and their particular values. Ants are then placed on every object, with each ant assigned to one attribute and responding to the particular value the object has for that attribute. The ant’s own attribute value becomes the distinctive pheromone it deposits, which it lays whenever leaving an object with a matching value and which it follows if laid by another ant. The upshot is that there will be as many pheromones in the domain as there are distinct attribute values, including nominal features and ordinal dimensions.

Learning takes place by ants following trails matching their own feature value and depositing pheromone from objects if they also have that value. Paths from an object are chosen stochastically based on the amount of matching pheromone compared to the alternatives. The resulting stigmergy means objects with similar feature values will have higher levels of pheromone connecting them because ants will be depositing in both directions along the path compared to ants travelling along edges with different values at each end. Also, the evaporation of pheromone means longer paths tend to have lower levels of pheromone.

The MPACA has a mechanism for ants to learn feature combinations or interactions that might be important for cluster analysis and classification. Pheromone trails for different feature values can draw ants into the same locations if they regularly co-occur with the same objects. If the encounters between the ants exceed a parameterised threshold, the ants will combine each other’s features which means they will now only respond to objects having both features. It enables ants to detect feature combinations and thus to pick up non-linear interactions.

Merging colonies is similarly driven by the frequency of ant encounters. Both feature and colony merges are operationalised by recording ant meetings. These take place when an ant, which we will call the “focus” ant for referential clarity, has reached an object and only if its feature set matches that of the object because this means it is in an area of interest to it. The “encounters” data structure of the focus ant is updated at this point by finding all other ants within the vicinity that are also in an area of interest to them, which is the case if they are in deposit mode on a path away from the object that has the focus ant on it or are coming towards the object. If the number of encounters for the focus ant go above a threshold for colony or feature merging (they have different thresholds), then the focus ant updates its feature and colony properties accordingly. The thresholds have to be exceeded within a certain time span. The time span is measured in the number of steps, where each cycle of the system moves an ant one step along an edge and encounters recorded on a step that goes outside the time window are removed.

A. MPACA parameters

Although the general idea and philosophy of the MPACA has been described, much of the detail resides with how it is parameterised. This will be summarised here so that the actual values used when applying the model to the data can be understood.

- **Edges joining objects** Only ordinal dimensions are used to set up the hyperdimensional problem space. They are normalised as already explained by Equation 1. This gives the same units to all dimensions in the hyperdimensional space and object values are likewise normalised so that they can be placed in their appropriate location in the space. The resulting graph, \( G \), has a vertex, \( v \), for every object and all objects are connected to other objects by an edge, \( e \), but only if is is within a distance parameter, \( d \): relationships between objects further apart are therefore ignored.

- **Step size** The granularity for measuring differences between objects depends on how small the steps are along the edges. The assumption was made that plus or minus 2 SDs from the mean covers most population values on that dimension except the outliers. A step size of 0.1 SDs gives 40 steps along each dimension, which is enough for meaningful distinctions between objects.

- **Pheromone deposition, evaporation, and path choice** Pheromone is laid by ants when they leave an object with matching values and the same parameterised amount, \( ph \), is laid for all ants and all features. A percentage is removed from paths by evaporation on each step and a maximum amount, \( ph.max \), prevents paths increasing levels of pheromone indefinitely, which would overwhelm the influence of other paths.

A residual parameter \( r \), determines the percentage of total matching pheromone on all edges that is placed on each of them by default. It adds uncertainty by allowing ants to go down paths with little or no scent and explore new areas. Given \( N \) potential paths from a vertex with pheromone scent \( s \) on the first step of each path, where \( s \) is the pheromone matching the features of the ant, the probability of selecting a particular path, \( p \), is given by

\[
P(p) = \frac{(s+p)}{\sum_{i=1}^{N} s_i + (r \times N)}
\]

- **Detection range for continuous dimensions** Ants responding to a dimension of an object (e.g. length) are given a range around the exact value of their “home”
object (the one they are placed on at the start and that defines their feature value). They respond to any value within this range, which is based on the step size for the dimension.

- **Ant complement**
  The ant complement, \( ac \), determines how many ants are placed on each feature of an object at the start. It defines the population size and influences sensitivity of cluster analysis by increasing encounters between ants. Greater computational load is an inevitable consequence and the balance will depend on the density of objects and dimensionality of space.

- **Merging thresholds**
  The colony threshold, \( ct \), determines when the population density of ants is high enough to trigger the ant joining a colony. The feature threshold, \( ft \), is linked to the number of times a particular feature has been seen in other ants. Both are driven by ant encounters. On each encounter, the ant records the following information of the other ant: the ant identifier (id), the colony id, the carried feature id, the timestep, and a boolean flag holding the deposit mode of the encountered ant at that time stamp. This is put into the `AntSeenRecord`, within the `AntSeenList`. The size of the list structure is kept in check by the time stamp which is placed on it. On exceeding the time-window parameter, this encounter is removed.

- **Time-window**
  The time window, \( tw \), defines the maximum number of steps that can be remembered for ant encounters. It helps prevent over-fitting and enables the ACO model to learn new patterns over time if the domain structure changes.

- **Visibility**
  The number of steps within which an ant encounter is counted. Any ant within this distance of the ant whose encounters are being calculated (the focus ant in the earlier description) becomes eligible for being recorded as an encounter.

B. **Ant movement**

Ants move one step at a time and each movement is recorded as one timestep for the whole system. The path or edge to follow is chosen as a probabilistic function of the strength of matching pheromone on the first step of each edge to follow is chosen as a probabilistic function of the recorded as one timestep for the whole system. The path or

C. **The MPACA Algorithm**

**Require:** Graph space with connecting edges and ants assigned to each feature.

```plaintext
while (Termination not met) do
  for (Each ant in antlist) do
    Increment StepNumber against all encounters in AntSeenList by one
    if (StepNumber > threshold) then
      Remove encounter from AntSeenList
  end if
  if (Ant at vertex) then
    Update AntSeenList counts;
  else
    Deactivate pheromone deposition mode;
  end if
  if (Ant features match object) then
    Activate pheromone deposition mode;
    Process AntSeenList for colony and feature merging
  else
    Output cluster definitions;
  end if
  if (Ant in deposition mode) then
    deposit pheromone for each feature;
  else
    Perform system wide evaporation;
  end if
end while
```

In the MPACA, each step of the ants is a single time interval so edges which are \( n \) steps long will take \( n \) timesteps to traverse. The MPACA terminates when ants reach a stable dynamic equilibrium in the colonies they form. This is indicated by a consistent number of colonies and a stable population number in each one.

IV. **Evaluation and results**

The main aim of this paper is to determine the potential of the MPACA for analysing diverse real-world data sets. Two example domains have been chosen, mental-health risk assessment and hub-and-spoke logistics. The domains have extremely high dimensions (over 200 for the mental-health one) and extremely high numbers of cases (many millions for the logistics domain). These present serious challenges for the tractability of the MPACA but the rewards are high. If the MPACA can form accurate clusters, these will have ant populations that represent a detailed analysis of the relative importance of features and feature combinations required for cluster membership.

In each domain, one of the authors is creating a cognitive model of decision making based on human expertise [42], [43] [44]. The aim is to use it within an Intelligent Knowledge-Based System that helps end users optimise their decisions based on the input information and by exploiting mathematical analysis of the underlying database. The MPACA can provide a useful alternative method that analyses the ant population demographics in each colony to form rules about class membership that can complement the cognitive model. The Ant-Miner algorithm [27] and its derivatives have shown how this approach can work and provide data representations that are
more comprehensible to users. The main loop of the Ant-Miner algorithm consists of three key steps: rule construction, rule pruning, and pheromone updating. Results show that Ant-Miner has good classification performance on test data sets and the ability to constrain the number of rules required [27], [28]. The MPACA rules would be constructed from a detailed understanding of how ant features and their combinations differ within the learned classes.

A. Application of the MPACA to hub-and-spoke logistics networks

Fig. 1. Transportation in a multiple hub-and-spoke logistics system.

Hub-and-spoke logistics networks have a standard modus operandus [45]. They consist of a number of haulage depots which collect and deliver shipments to and from one or more central hubs. Figure 1 shows a simplified diagram of these activities for a network with 3 hubs and 8 depots. In reality, the networks are much larger than this, with over 100 depots feeding the main hub for the one used to evaluate the MPACA in this paper. The idea is that a depot takes its own customers’ shipments to the hub and brings back shipments from any of the other depots that require delivery to the depot’s assigned delivery area.

The problem depots have is predicting how many shipments will be at the hub by the end of the day that they are required to deliver. If they take too many lorries to the hub, they will have wasted space on the return trip; if they take too few, they will have to leave shipments behind with costly penalties if the network has to deploy alternative resources to deliver them. In short, if depots could be informed early in the day about the total demand (number of shipments) they will have in the day, this will help decision making to optimise their resources.

Clearly some form of automated analysis is required to enable decision makers in a hub-and-spoke model make sense of the available information [46] and companies have been investing in information technology to this effect [47]. It is a key subject of the EU FP7 co-funded project ADVANCE [48], where various machine learning approaches are being studied with regard to their appropriateness for providing reliable predictions. The MPACA will be applied to the same data to compare the performance of ACO with more traditional machine learning.

Field work conducted for ADVANCE shows that fluctuations in the numbers of shipments (pallets, in this domain) have a deleterious impact on operational performance (Figure 2). Such peaks and troughs may appear over the whole network, where the total number of shipments passing through a hub varies widely, as well as on a local level where individual depots experience large changes in numbers from day to day even though the overall network numbers may remain stable. Interviews with depot managers revealed a desire for knowing whether they would have more than or less than the expected number of shipments on a particular day. They could then gear up for additional resources or offer to take on other depots’ shipments if spare capacity was likely. To explore the potential of the MPACA in supporting hub-and-spoke decision making, the first step was to find out how well it could predict whether the demand was above or below the mean and compare this with the machine learning program chosen for ADVANCE [40].

1) Predicting shipments: The machine learning program used to compare with the MPACA consists of two main processes: select the most appropriate attributes for a depot and then learn the accompanying linear regression model for predicting the number of shipments or total demand at the end of the day [40]. The attributes used to predict demand include the known current demand (what has already been committed to the hub) and a number of other variables to do with stages of shipment orders, when they were made, and so on. These numbers obviously change as the day progresses so models were learned for separate time points. In fact, a separate regression model was learned for each depot at selected times of each day for each day of the week.

The attribute-selection process picked out 15 of the most influential variables from sixty potential ones and these were used to learn the regression model. The same ones, including the known end-of-day demand, were used by the MPACA to set up the hyperdimensional graph space. Each object (or day in this domain) was assigned to one of two classes: “above” if the known demand was above the mean and “below”
TABLE I
PARAMETER SETTINGS FOR THE MPACA. THE START VALUE IS THE ONE SET AT THE BEGINNING OF LEARNING AND THE MEAN AND STANDARD DEVIATION (SD) ARE THE AVERAGE VALUES AS THESE PARAMETERS WERE MANUALLY VARYED OVER THE 13 TRAINING CYCLES

<table>
<thead>
<tr>
<th>Parameter</th>
<th>start</th>
<th>mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max Edge Length</td>
<td>7</td>
<td>8.4</td>
<td>1.6</td>
</tr>
<tr>
<td>Step size</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
</tr>
<tr>
<td>Pheromone evaporation</td>
<td>0.01</td>
<td>0.05</td>
<td>0.0</td>
</tr>
<tr>
<td>Pheromone deposition</td>
<td>100</td>
<td>100</td>
<td>0.0</td>
</tr>
<tr>
<td>Detection range</td>
<td>2</td>
<td>2</td>
<td>0.0</td>
</tr>
<tr>
<td>Ant complement</td>
<td>1</td>
<td>1.3</td>
<td>0.5</td>
</tr>
<tr>
<td>Feature merging threshold</td>
<td>5</td>
<td>5</td>
<td>0.0</td>
</tr>
<tr>
<td>Time window</td>
<td>55</td>
<td>63</td>
<td>8.0</td>
</tr>
<tr>
<td>Visibility</td>
<td>4</td>
<td>4</td>
<td>0.0</td>
</tr>
</tbody>
</table>

otherwise. At the start of learning, the ants were assigned to the colony matching the class of their starting object. The ants then moved around the graph according to the algorithm described earlier until they had formed population clusters.

Testing was conducted by putting the unknown objects into the hypergraph but with the known-demand dimension removed. In other words, the outcome information about these unknown objects was not included in the domain. They were assigned to the colony that had the nearest centroid (multidimensional mean), measured as the Euclidean distance from the object to that point. This provided the MPACA with the ability to predict whether the demand was going to be greater than or less than normal for the day depending on whether it was in the colony for total known demand above the mean or below the mean. The method differs from the MPACA’s origins in cluster analysis [41] by exploiting known outcomes through supervised learning: the actual number of shipments required for delivery is made part of the hyperdimensional space for learning and then removed when classifying unknown cases.

2) Results: Four depots were tested at two different times of the day, 12.00 and 15.00, on a Wednesday. The mean number of shipments for the depots was around 100 (which equates to between two and three lorry loads). Thirteen separate training and testing cycles were conducted for the MPACA and the results were compared with the machine-learning regression model using precision, which is the percentage of outcomes and predictions agreeing with each other with respect to the total sample size of predictions. The sample for each depot consisted of 206 days and these were randomly divided into two equal sets for training and testing.

Table I shows the parameter settings at the beginning and end of learning, where the parameters are in the same order as described in Section III-A. Automated search was not conducted over the parameter space so these are manual settings based on estimates of the optimal initial settings. The mean and SD show that little variation was used to improve the results but this is mainly due to each cycle being set manually. It is likely that a hill-climbing parameter search would produce better results but it is computationally extremely time-consuming and requires optimising the MPACA experimental code.

Table II compares the prediction precision of the MPACA with the machine-learning regression program produced by ADVANCE [40]. These are preliminary results that are designed to provide an indication of the MPACA’s potential for application to real-world data and clearly there are many more sophisticated ways of testing it. Nevertheless, the outcome is promising, with the MPACA having a mean precision equal to the standard regression method. The variation for which of the two models is better for a particular depot and time is probably due to using categorical outcomes where outcome demands only marginally above or below the mean are equally weighted with those having much larger deviations.

B. Mental health risk assessment

The mental-health risk-assessment data relates to the development of the Galatean Risk and Safety Tool, GRiST [49]. GRiST helps mental-health practitioners assess patients’ risks of suicide, self-harm, harm to others, self-neglect, and vulnerability. It is based on the assessment knowledge of multidisciplinary practitioners working in all areas of mental health and was designed to disseminate their expertise to services where people did not have a specialist mental-health training.

The MPACA will be tested on the suicide risk data collected by GRiST. The input patient information consists of 138 individual items of information or patient cues. Each of these patient vectors has a clinical risk evaluation given to it by the assessor and the database contains more than 50,000 patient records. However, the data varies in its completeness because the circumstances of assessment often mean only some areas are of interest at any particular time. Therefore, clinical judgements are not based on full vectors, and may have less than 50 per cent of the values present. The output risk judgements are along a sliding scale from 0 (minimum risk) to 10 (maximum risk), which means there are no output classes for categorical assignment. Instead, the judgements map to fuzzy risk labels such as minimum, low, medium, high, and maximum.

The aim of analysing the GRiST suicide data is to determine whether input data can predict clinical judgements accurately.
If so, then the decision support system can provide advice to assessors based on the clinical consensus of the several thousand expert mental-health practitioners who provided the judgements in its database.

The most important pragmatic objective for GRiST predictions is to minimise the numbers of patients who are placed in either the high-risk category when they are low risk or placed in the low-risk category when they are high risk. To test the ability of the MPACA for doing this, two classes of patients were extracted: those with clinical judgements below 4 and those with judgements above 6 on an integer scale from 0 to 10.

Random-forest classification [50] was one of the most successful methods applied to the GRiST data. Its precision for predicting a judgement within plus or minus one of the clinician’s judgement was 87%. This was based on 25 of the most important variables and where missing variables had imputed values. For testing the potential of the MPACA, the task was made considerably easier by predicting the most important errors: patients stated to be high risk when they were low or vice versa. However, it was based on a smaller sample using only 13 independent variables and there was no necessity to handle missing data.

The same learning and testing approach was used for the MPACA on the risk data as for the logistics data. A sample of 232 cases were used that were randomly split into 50% training and 50% test cases. The training objects were placed in the hyperdimensional space of 13 variables where the training cases also had the known clinical judgement given as an extra dimension. Ants were placed on each object and if the object was in one of the categories to learn, because the clinical-judgement value was below 4 or above 6, then the ants were assigned to the colony associated with that object. After completion of learning, the test cases were added to the hyperdimensional graph but with the clinical judgement dimension removed. Objects were assigned to the class that had the nearest centroid, as for the logistics domain.

Table III displays the initial parameter values for the 49 cycles of training and testing. Once again, the manual manipulation of parameters from the start value to improve classification did not alter them very much, demonstrated by the very low standard deviation across the 49 cycles. Improvements are obviously possible if automated optimisation was used but these preliminary results show the potential for the MPACA to learn risk judgements. The mean precision, where the MPACA predictions correctly placed test objects into the low clinical risk or high clinical risk categories, was 91.2% with a standard deviation of 0.01. Although this looks like a very good result, it was made easier by only trying to detect gross errors where high and low risks are confused. Attempting to predict the exact judgement between 0 and 10 would obviously be harder but enough encouragement has been given with these initial results to make it worth pursuing.

V. Conclusion

This paper has described a new Ant Colony Clustering model called the Multi-Pheromone Ant Clustering Algorithm, MPACA. It was introduced in [41] as a clustering method and was tested on three data sets from the Machine Learning Repository [3]: the Iris, Wine, and Wisconsin Breast Cancer data. This paper gave an overview of the latest incarnation of the MPACA including a detailed description of the algorithm and its parameters. It is unique by having a pheromone for every attribute value of the objects in the domain space. The ants are able to link similar features of objects, to combine the features they detect depending on the frequency with which they meet other ants with the same features, and to form colonies based on local ant population densities. Together, these enable ants to learn the feature profile for different clusters and for mapping colony membership onto those clusters. Where this paper differs from the earlier one is by extending the model to classification learning as well as cluster analysis. In other words, it shows how the MPACA can be adapted for supervised learning and that it should perhaps be renamed a classification/clustering algorithm. Secondly, the paper explored how useful and effective the approach might be when applied to noisy and heterogeneous real-world data sets. These create interesting problems and this paper conducts experiments that determine whether innovations of the MPACA translate into useful outcomes.

Two data sets were used, one for logistics and one for mental health. The structure, dimensionality, and classification objectives differed widely between the two sets but the results show that the MPACA can induce and utilise patterns to produce helpful classification advice. A more stringent test was given to the algorithm for the logistics domain than the mental-health one and the application to both domains could be improved. For the logistics data, having classification decisions based on such broad categories as either above or below the mean does not provide the most interesting output to end users. They need to know how large is the deviation from the mean. In fact, the most important information is whether there will be a peak or trough in demand and the MPACA could easily be adapted to test for these by redefining classes into those where the demand exceeds a given threshold value above or below the mean. This is rather like its application to the mental-health risk data where high and low risk patients were being discriminated. Of course, this leaves patients with

<table>
<thead>
<tr>
<th>Parameter</th>
<th>start</th>
<th>mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max Edge Length</td>
<td>9</td>
<td>9.77</td>
<td>0.29</td>
</tr>
<tr>
<td>Step size</td>
<td>0.1</td>
<td>0.1</td>
<td>0</td>
</tr>
<tr>
<td>Pheromone evaporation</td>
<td>0.005</td>
<td>0.018</td>
<td>0.014</td>
</tr>
<tr>
<td>Pheromone deposition</td>
<td>100</td>
<td>148.9</td>
<td>50.51</td>
</tr>
<tr>
<td>Detection range</td>
<td>1</td>
<td>1.39</td>
<td>0.49</td>
</tr>
<tr>
<td>Ant complement</td>
<td>1</td>
<td>1.45</td>
<td>0.51</td>
</tr>
<tr>
<td>Feature merging threshold</td>
<td>5</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>Time window</td>
<td>50</td>
<td>53</td>
<td>5.18</td>
</tr>
<tr>
<td>Visibility</td>
<td>4</td>
<td>4</td>
<td>0</td>
</tr>
</tbody>
</table>
judgements in between these classes without a colony and it would be useful to predict their category as well.

The machine learning regression approach in each domain predicts the actual values of outputs, not just class membership, which makes it more informative. Further work on the MPACA will be on how to translate the colony memberships into a similar prediction. Even with the crude assignment mechanism used in this paper, where unknown objects were classified in the class associated with the colony having the nearest multidimensional mean (centroid), it is possible to translate the relative distances from colonies into the degree of membership in the colony. The more membership in a class above or below the mean, the higher the difference between the predicted demand and the mean.

The most productive way of immediately improving the classification output of the MPACA is by using more sophisticated assignments of unknown objects to classes after learning. Methods currently under investigation include variants of nearest-neighbour analysis where the number of ants from different colonies is calculated for all nodes within a given radius of the object to be classified. The relative proportions of colony populations can be translated into a probability of class membership using a simple Bayes equation. Alternatively, sophisticated probability density functions could be used as input to the Bayesian probability calculations.

There are many avenues requiring exploration for the MPACA model itself, both with the general mechanism and its parameterisation. At the time of writing, there are problems with merging colonies because domains with multiple clusters eventually merge into just two. Somewhere in the learning and merging process, an optimal configuration will have been achieved but it is not easy to know when; some form of dynamic equilibrium should happen and it should also be detectable so that it is clear when learning has reached an optimum end point.

Parameters are an important influence on the model’s operation and more needs to be discovered about how they exert their influence so that performance can be improved. The current method is slow and cumbersome, requiring manual setting of parameters, observation of performance, and a new run with adjusted parameters in accordance with conclusions from the observations. A hill-climbing approach where parameters are systematically adjusted to reduce classification errors after learning is the obvious next step. The problem is that ACO methods are computationally expensive and time consuming, requiring careful optimisation of the MPACA code to generate the necessary execution speed.

An important guideline to remember for future research on the MPACA is to avoid chasing performance optimisation without understanding how it is being achieved. Otherwise the particular qualities of the MPACA could be lost or diluted, with improvements failing to come from the metaphor that has motivated the research in the first place.
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Abstract—In partial approximation spaces with Pawlakian approximation pairs, three partial membership functions are generated. These fuzzy functions rely on the lower and upper approximations of a set. They provide special type of fuzziness on the universe: all of them are partial functions and derived from the observed data relatively to available knowledge about the objects of the universe. With the help of these functions, three new approximation pairs are generated and so new approximation spaces appear effectively. Using not Pawlakian approximation pairs gives a special insight into the nature of general set approximations, and so new models of necessity and possibility can be given.

I. INTRODUCTION

SET approximations were invented by Pawlak in the early 1980’s which is known as rough set theory [1], [2], [3]. Its general scheme may be outlined as follows. Let a beforehand predefined family of subsets of the universe of objects be given. It is called the base system from which definable sets may be derived. Next, so-called lower and upper approximations can be formed with the help of definable sets via beforehand fixed rules in order to approximate any sets in the universe.

The starting point of rough set theory is a nonempty finite set $U$ of objects and an equivalence relation $\varepsilon$ on $U$ [3]. The equivalence classes are called $\varepsilon$-elementary sets.

Definable sets are any unions of $\varepsilon$-elementary sets. Any set $S \subseteq U$ can be naturally approximated by the lower and upper $\varepsilon$-approximations of $S$ which are denoted by $\varepsilon(S)$ and $\pi(S)$ respectively. The former is the union of all $\varepsilon$-elementary sets which are the subsets of $S$, whereas the latter is the union of all $\varepsilon$-elementary sets which have a nonempty intersection with $S$.

A number of studies deal with the relationship between rough set theory and fuzzy set theory [4], [5], [6], [7], [8]. A detailed discussion of their connections and differences can be found, e.g., in [9], [10], [11].

There are many possibilities to establish a relationship between them [12], [13], [14], [15].

Just until now it has been generally accepted that the two theories are related but distinct and complementary to each other. Recently, however, Chakraborty has proposed a common ground relying on the classical rough membership function [16].

The classical rough membership function quantifies the degree of the relative overlap between a set $S \subseteq U$ and an $\varepsilon$-elementary set [10]. As usual, it is defined by

$$\mu_S(u) = \frac{|u| \cap S}{|u|}$$

where $| \cdot |$ is the cardinality of a set, and $[u]_\varepsilon$ denotes the $\varepsilon$-elementary set to which a $u \in U$ belongs.

Hence, we just obtain a fuzzy membership function $\mu_S : U \rightarrow [0, 1]$ with

$$\mu_S(u) = 1 \text{ if and only if } [u]_\varepsilon \subseteq S;$$

$$\mu_S(u) > 0 \text{ if and only if } [u]_\varepsilon \cap S \neq \emptyset;$$

$$\mu_S(u) = 0 \text{ if and only if } [u]_\varepsilon \cap S = \emptyset.$$}

Thus, the rough membership function can be seen as a fuzzyfication of rough approximation, and $\mu_S$ is a fuzzy subset of $U$ induced by $S$.

One of the main features of $\mu_S$ is that it relies on the system of base sets, the system of equivalence classes. In other words, rough membership functions are generated by our knowledge (appearing, e.g., in an information system). This is a distinctive feature of rough membership functions in contrast with fuzzy membership functions [18]. Furthermore, following from the definition of $\mu_S$, there are many constraints on the values of rough membership functions [12], [20], [21].

An important observation is that the Pawlakian lower and upper approximation pair can be reconstructed by employing the rough membership function. The well-known formulae are the following:

$$\varepsilon(S) = \{u \in U | \mu_S(u) = 1\},$$

$$\pi(S) = \{u \in U | \mu_S(u) > 0\}.$$
In many cases, however, our knowledge does not fulfill these requirements:

- The partition shows the limit of our knowledge about the objects of the universe in the sense that two objects are indistinguishable if they belong to the same base set. On the other hand, it makes explicit our knowledge because we do distinguish two objects belonging to different base sets. Giving up the requirement of the pairwise disjoint property, the so-called covering-based rough set theory is obtained [22], [23], [24], [25], [26], [27].
- The universe may involve some objects without any information, i.e., base sets are not total. For instance, information systems often contain NULL values. In the papers [28], [29], the authors give a very general system of the set approximation giving up both the pairwise disjoint property and the covering of the universe. It is called the (general) partial approximation framework.

In this paper, the above procedure is transferred to a partial set approximation context:

1) First, in a partial approximation space with a Pawlakian approximation pair, three partial membership functions are defined in the style of the classical rough membership function.

2) Then, three approximation pairs are generated with the help of partial membership functions. The question is whether these approximation pairs meet (at least) the minimum requirements of approximation pairs, i.e., these pairs actually form approximation pairs in partial approximation spaces.

The rest of the paper consists of three parts. In Section 2, the basic notions and notations of partial approximation spaces are summarized. In Section 3, three approximation pairs are generated as outlined above, and it is shown that they meet the minimum requirements prescribed for approximation pairs in partial approximation spaces. Section 4 consist of some remarks on the logical application of partial membership functions.

II. PARTIAL APPROXIMATION OF SETS

A. Basic notions and notations

Let \( U \) be a nonempty finite set and \( \mathcal{B} \subseteq 2^U \) be a nonempty family of nonempty subsets of \( U \). \( U \) is the universe of objects, \( \mathcal{B} \) is the base system and its members are \( \mathcal{B} \)-sets or base sets [30], [29], [31], [32], [33].

If \( B \in \mathcal{B} \) is a union of a family of sets \( \mathcal{B}^U \subseteq \mathcal{B} \setminus \{B\} \), \( B \) is called reducible in \( \mathcal{B} \), otherwise \( B \) is irreducible in \( \mathcal{B} \).

A base system \( \mathcal{B} \) is single-layered if every base set is irreducible, and one-layered if the base sets are pairwise disjoint. Of course, a one-layered base system is single-layered. From any base systems, single-layered and one-layered base systems can be constructed [31].

By formulae, a base system \( \mathcal{B} \) is single-layered, if

\[
\forall B \in \mathcal{B} \ \forall \mathcal{B}' \subseteq \mathcal{B} \setminus \{B\} (B \cap \bigcup \mathcal{B}' \neq B),
\]

and one-layered, if

\[
\forall B \in \mathcal{B} \ \forall \mathcal{B}' \subseteq \mathcal{B} \setminus \{B\} (B \cap \bigcup \mathcal{B}' = \emptyset).
\]

Informally, a base system \( \mathcal{B} \) is single-layered if every nonempty union of base sets has at least one member which belongs to exactly one base set, whereas \( \mathcal{B} \) is one-layered if all members of every nonempty union of base sets belong to exactly one base set.

During the approximation process, a family of sets \( \mathcal{D}_{\mathcal{B}} \subseteq 2^U \) are applied. In the most general case, it is supposed only just that

1) \( \mathcal{D}_{\mathcal{B}} \) is an extension of \( \mathcal{B} \), i.e., \( \mathcal{B} \subseteq \mathcal{D}_{\mathcal{B}} \);
2) \( \emptyset \in \mathcal{D}_{\mathcal{B}} \).

Let \( l, u : 2^U \rightarrow 2^U \) be an ordered pair of mappings and denoted it by \( \langle l, u \rangle \).

The intended meaning of \( l \) and \( u \) is to express the lower and upper approximations of any subsets of \( U \). Hence, it is called an approximation pair. The next definition specifies its minimum requirements.

Definition 1. An approximation pair \( \langle l, u \rangle \) is a weak approximation pair if

C0) \( l(2^U), u(2^U) \subseteq \mathcal{D}_{\mathcal{B}} \) (definability of \( l \) and \( u \));
C1) \( l \) and \( u \) are monotone, i.e. for all \( S_1, S_2 \in 2^U \) if \( S_1 \subseteq S_2 \) then \( l(S_1) \subseteq l(S_2) \) and \( u(S_1) \subseteq u(S_2) \) (monotonicity of \( l \) and \( u \));
C2) \( u(\emptyset) = \emptyset \) (normality of \( u \));
C3) if \( S \subseteq U \), then \( l(S) \subseteq u(S) \) (weak approximation property).

Clearly, \( l \) and \( u \) are many-to-one and \( u(2^U) \neq l(2^U) \subseteq \mathcal{D}_{\mathcal{B}} \) in general.

Informally, definable sets represent our available knowledge about the the objects of the universe. They can be thought of as tools, in more detail, base sets as primary tools and definable sets as derived tools. An approximation pair prescribes the utilization of tools in approximation processes.

It is reasonable that base sets as primary tools are exactly approximated from “lower side”. In classical rough set theory, however, definable sets are exactly approximated from “lower side” as well.

Definition 2. A weak approximation pair \( \langle l, u \rangle \) is

C4) granular if \( B \in \mathcal{B} \), then \( l(B) = B \) (\( l \) is granular),
C5) standard if \( D \in \mathcal{D}_{\mathcal{B}} \), then \( l(D) = D \) (\( l \) is standard).

Of course, if \( l \) is standard, the granularity of \( l \) also holds.

The following proposition summarizes some simple consequences of the minimum requirements (C0)–(C3) in Definition 1 and the conditions (C4)–(C5) in Definition 2.

Proposition 1. Let \( \langle l, u \rangle \) be a weak approximation pair on \( U \).

1) \( l(\emptyset) = \emptyset \) (normality of \( l \));
2) \( l \) is idempotent, i.e., \( l(l(S)) = l(S) \) for all \( S \in 2^U \), and \( l(2^U) = \mathcal{D}_{\mathcal{B}} \) if and only if \( l \) is standard.
3) a) If \( l(S) = S \), then \( S \in \mathcal{D}_B \).
   b) Let \( l \) be standard. Then, \( l(S) = S \) if and only if 
   \( S \in \mathcal{D}_B \).

4) a) If \( l(U) = \bigcup \mathcal{D}_B \), then \( \bigcup \mathcal{D}_B \in \mathcal{D}_B \).
   b) Let \( l \) be standard. Then, \( l(U) = \bigcup \mathcal{D}_B \) if and only if 
   \( \bigcup \mathcal{D}_B \in \mathcal{D}_B \).

The next definition deals with the question how lower and upper approximations relate to the approximated sets.

**Definition 3.** A weak approximation pair \( (l, u) \) is

- (C6) *lower semi–strong* if \( l(S) \subseteq S \) for all \( S \in 2^U \) (i.e., \( l \) is contractive);
- (C7) *upper semi–strong* if \( S \subseteq u(S) \) for all \( S \in 2^U \) (i.e., \( u \) is extensive);
- (C8) *strong* if it is lower and upper semi–strong, i.e., each subset \( S \in 2^U \) is bounded by \( l(S) \) and \( u(S) \): \( l(S) \subseteq S \subseteq u(S) \).

**Proposition 2.**

1) If \( (l, u) \) is an upper semi–strong approximation pair on \( U \), then \( u(U) = U \) (co–normality of \( u \)).
2) If \( (l, u) \) is an upper semi–strong approximation pair on \( U \) and \( l \) is standard, then \( l(U) = U \) (co–normality of \( l \)).

Based on the foregoing, a general set–theoretic partial approximation framework can be defined as follows.

**Definition 4.** The ordered 5–tuple \( \text{GAS}(U) = (U, \mathcal{B}, \mathcal{D}_B, l, u) \) whose components are defined as before, is called a (general) approximation space.

**Definition 5.** \( \text{GAS}(U) \) is a (general) total approximation space or simply total, if \( \mathcal{B} \) covers the universe, i.e., \( \bigcup \mathcal{B} = U \), otherwise \( \text{GAS}(U) \) is a (general) partial approximation space or simply partial.

**Definition 6.** \( \text{GAS}(U) \) relies on Pawlakian base, if \( \mathcal{B} \) is a partition of \( U \).

**Corollary 1.** \( \text{GAS}(U) \) relies on Pawlakian base if and only if its base system is total and one–layered.

**Definition 7.** The general approximation space \( \text{GAS}(U) \) is a weak/standard/upper semi–strong/upper semi–strong/strong approximation space, if the approximation pair \( (l, u) \) is weak/standard/upper semi–strong/upper semi–strong/strong, respectively.

**B. Exactness in general approximation spaces**

In classical rough set theory, the notions of “crisp” and “definable” are inherently one and the same. In general approximation spaces, however, they can be differentiated.

**Definition 8.** Let \( \text{GAS}(U) \) be a weak approximation space and \( S \subseteq U \).

- \( S \) is **crisp**, if \( l(S) = u(S) \), otherwise
- \( S \) is **rough**.

If a set is crisp, its lower and upper approximations coincide with the approximated set only in strong approximation spaces. Furthermore, a crisp set is necessarily definable only in strong approximation spaces as well. However, it can easily be shown that a definable set is not necessarily crisp even in strong approximation spaces (I33, Example 8). Consequently, in general approximations spaces, the notions of “crisp” and “definability” are generally not synonymous to each other.

**C. General approximation spaces with Pawlakian approximation pairs**

**Definition 9.** \( \text{GAS}(U) = (U, \mathcal{B}, \mathcal{D}_B, l, u) \) is a approximation space with a Pawlakian approximation pair, if

1) \( U \) is a finite nonempty set;
2) \( \mathcal{D}_B \) is strict finite union type, i.e., it is given by the following inductive definition:
   a) \( \emptyset \in \mathcal{D}_B \);
   b) \( \mathcal{B} \subseteq \mathcal{D}_B \);
   c) if \( B_1, B_2 \in \mathcal{B} \), then \( B_1 \cup B_2 \in \mathcal{D}_B \);
3) \( (l, u) \) is a Pawlakian approximation pair, i.e.,
   a) \( l(S) = \bigcup \mathcal{L}(S) \), where 
      \( \mathcal{L}(S) = \{ B \in \mathcal{B} \mid B \subseteq S \} \);
   b) \( u(S) = \bigcup \mathcal{U}(S) \), where 
      \( \mathcal{U}(S) = \{ B \in \mathcal{B} \mid B \cap S \neq \emptyset \} \).

**Proposition 3.** Let \( \text{GAS}(U) \) be an approximation space with a Pawlakian approximation pair.

1) \( \text{GAS}(U) \) is a standard lower semi–strong approximation space.
2) \( \text{GAS}(U) \) is an upper semi–strong approximation space if and only if \( \mathcal{B} \) covers the universe.

**Definition 10.** Let \( \text{GAS}(U) \) be an approximation space with a Pawlakian approximation pair and \( S \subseteq U \). Then 

\[
 b(S) = \bigcup (U(S) \setminus \mathcal{L}(S))
\]

is called the boundary of \( S \).

Clearly, \( b(S) \subseteq u(S) \) for all \( S \subseteq U \).

**Corollary 2.** Let \( \text{GAS}(U) \) be an approximation space with a Pawlakian approximation pair.

1) In general, \( u(S) \setminus l(S) \subseteq b(S) \) for any \( S \subseteq U \).
2) If \( S \subseteq U \),

\[
 b(S) = u(S) \setminus l(S) \iff b(S) \cap l(S) = \emptyset.
\]

**Proof:**
1) \( u \in u(S) \setminus l(S) \)
   \[ \iff u \in \bigcup (U(S) \setminus \mathcal{L}(S)) \]
   \[ \iff \exists B \in \mathcal{B} \ (u \in B \land B \in U(S) \land B \not\in \mathcal{L}(S)) \]
   \[ \iff \exists B \in \mathcal{B} \ (u \in B \land B \in U(S) \setminus \mathcal{L}(S)) \]
   \[ \Rightarrow u \in \bigcup (U(S) \setminus \mathcal{L}(S)) = b(S) \]
2) \( \Rightarrow b(S) \cap l(S) = (u(S) \setminus l(S)) \cap l(S) = \emptyset. \)
(\( \Leftarrow \) \( b(S) \))
\[
(b(S) \cap l(S)) \cup (b(S) \cap (l(S))^c)
= b(S) \cap (l(S))^c
\subseteq u(S) \cap (l(S))^c = u(S) \setminus l(S),
\]

which are compared to (1), we get

\[b(S) = u(S) \setminus l(S).\]

\[\Box\]

III. FUZZINESS IN PARTIAL APPROXIMATION SPACES WITH
Pawlakian APPROXIMATION PAIRS

Let \(GAS(U) = \langle U, \mathfrak{B}, \mathfrak{D}_3, 1, u \rangle\) be a partial approximation space with a Pawlakian approximation pair. In other words, \(GAS(U)\) is an approximation space with a Pawlakian approximation pair and \(\bigcup \mathfrak{B} \subseteq U\).

A. Partial membership functions

If \(u \in U\), let \(\mathcal{N}_3(u) = \{ B \in \mathfrak{B} \mid u \in B \}\). The family of sets \(\mathcal{N}_3(u)\) may be called the (reflective) neighborhood system of \(u\) with respect to the base system \(\mathfrak{B}\) [34], and its members are called the neighborhoods of \(u\).

Three different partial membership functions are defined in \(GAS(U)\) as follows [32], [33], [36], [38], [20].

**Definition 11.** Let \(GAS(U) = \langle U, \mathfrak{B}, \mathfrak{D}_3, 1, u \rangle\) be a partial approximation space with a Pawlakian approximation pair and \(S \subseteq U\).

\(\mu_p^u, \mu_a^u, \mu_p^u : U \to [0, 1]\) are optimistic/average/pessimistic partial membership functions, respectively, if

\[\mu_p^u(u) = \begin{cases} 
\max \left\{ \frac{|B \cap S|}{|B|} \right\} & \text{if } u \in \bigcup \mathfrak{B}; \\
\text{undefined,} & \text{otherwise;}
\end{cases}
\]

\[\mu_a^u(u) = \begin{cases} 
\frac{1}{|B|} \cdot \sum_{B \in \mathcal{N}_3(u)} |B| & \text{if } u \in \bigcup \mathfrak{B}; \\
\text{undefined,} & \text{otherwise;}
\end{cases}
\]

\[\mu_p^u(u) = \begin{cases} 
\min \left\{ \frac{|B \cap S|}{|B|} \right\} & \text{if } u \in \bigcup \mathfrak{B}; \\
\text{undefined,} & \text{otherwise.}
\end{cases}
\]

**Remark 1.** For the sake of brevity, we will use the symbol "\(^*\)" in order to denote a member of \(\{ o, a, p \}\).

In Definition 11, each partial membership function \(\mu_p^u\) forms a special type of fuzziness on \(U\) which is induced by the base system \(\mathfrak{B}\), i.e., our available knowledge (primary tools) about the objects of the universe.

An important feature of each \(\mu_p^u\) is that it is a partial function. Clearly, if \(\bigcup \mathfrak{B} \subseteq U\), \(\mu_p^u(u)\) is undefined for all \(u \in U \setminus \bigcup \mathfrak{B}\). In other words, \(\text{dom } \mu_p^u = \bigcup \mathfrak{B} \subseteq U\).

The following statements can easily be checked.

**Proposition 4.** Let \(GAS(U) = \langle U, \mathfrak{B}, \mathfrak{D}_3, 1, u \rangle\) be a partial approximation space with a Pawlakian approximation pair. Then, for any \(S \subseteq U\) and \(u \in U\)

1) \(\mu_p^u(u) = 1\) if and only if

\[\exists B \in \mathcal{N}_3(u) (B \subseteq S) \text{ (i.e., } \mathcal{N}_3(u) \cap l(S) \neq \emptyset);\]

2) \(\mu_u^o(u) = 1, \mu_a^u(u) = 1\) if and only if

\[\forall B \in \mathcal{N}_3(u) (B \subseteq S) \text{ (i.e., } \mathcal{N}_3(u) \cap l(S) \subseteq \emptyset);\]

3) \(\mu_a^u(u) > 0, \mu_a^u(u) > 0\) if and only if

\[\exists B \in \mathcal{N}_3(u) (B \cap S \neq \emptyset) \text{ (i.e., } \mathcal{N}_3(u) \cap U \neq \emptyset);\]

4) \(\mu_a^u(u) > 0\) if and only if

\[\forall B \in \mathcal{N}_3(u) (B \cap S \neq \emptyset) \text{ (i.e., } \mathcal{N}_3(u) \cap \bigcup S \neq \emptyset);\]

5) \(\mu_u^o(u), \mu_u^p(u) = 0\) if and only if

\[\forall B \in \mathcal{N}_3(u) (B \cap S = \emptyset) \text{ (i.e., } \mathcal{N}_3(u) \cap \bigcup S = \emptyset).\]

6) \(\mu_u^p(u) = 0\) if and only if

\[\exists B \in \mathcal{N}_3(u) (B \cap S = \emptyset).\]

Proposition 4 implies the following statements.

**Corollary 3.** Let \(GAS(U)\) be a partial approximation space with a Pawlakian approximation pair. Then, for the optimistic partial membership function \(\mu_u^o\),

1) \(\mu_u^o(u) = 1\) if and only if \(u \in l(S)\),

2) \(\mu_u^o(u) > 0\) if and only if \(u \in u(S)\),

3) \(0 < \mu_u^o(u) < 1\) if and only if \(u \in u(S) \setminus l(S),\)

4) \(\mu_u^o(u) = 0\) if and only if \(u \in \bigcup \mathfrak{B} \setminus u(S)\),

for any \(S \subseteq U\) and \(u \in U\).

**Corollary 4.** Let \(GAS(U)\) be a partial approximation space with a Pawlakian approximation pair. Then, for the average partial membership function \(\mu_a^u\),

1) if \(\mu_a^u(u) = 1\) then \(u \in l(S),\)

2) if \(\mu_a^u(u) > 0\) then \(u \in u(S)\),

3) if \(\mu_a^u(u) > 0\) and \(u \notin l(S),\)

then \(u \in u(S)\) and \(\mu_a^u(u) < 1\),

4) if \(u \in \bigcup \mathfrak{B} \setminus u(S)\), then \(\mu_a^u(u) = 0\),

for any \(S \subseteq U\) and \(u \in U\).

The different notions of necessity and possibility can be found in the definitions of partial membership functions \(\mu_p^u\).

The values \(\mu_p^u(u) (u \in U)\) of the partial membership functions defined above informally mean the following.

The case of optimistic partial membership function:

1) if \(\mu_p^u(u) = 1\), i.e., \(u\) has at least one neighborhood inside \(S\), \(u\) can certainly be classified as belonging to \(S\) in an optimistic sense;}
2) if \( \mu^S_o(u) > 0 \), i.e., \( u \) has at least one neighborhood wholly or partly inside \( S \), \( u \) can possibly be classified as belonging to \( S \) in an optimistic sense;
3) if \( 0 < \mu^S_o(u) < 1 \), i.e., \( u \) does not have any neighborhood inside \( S \) but has at least one neighborhood partly inside and partly outside \( S \), \( u \) cannot be classified as either belonging to \( S \) or does not belonging to \( S \) in an optimistic sense.

The case of the average partial membership function:
1) if \( \mu^S_a(u) = 1 \), i.e., all neighborhoods of \( u \) are inside \( S \), \( u \) can certainly be classified as belonging to \( S \) in average approach;
2) if \( \mu^S_a(u) > 0 \), i.e., \( u \) has at least one neighborhood wholly or partly inside \( S \), \( u \) can possibly be classified as belonging to \( S \) in average approach;
3) if \( 0 < \mu^S_a(u) < 1 \), i.e., \( u \) has a neighborhood not inside \( S \) and has at least one neighborhood wholly or partly inside \( S \), \( u \) cannot be classified as either belonging to \( S \) or does not belonging to \( S \) in average approach.

The case of pessimistic partial membership function:
1) if \( \mu^S_p(u) = 1 \), i.e., all neighborhoods of \( u \) are inside \( S \), \( u \) can certainly be classified as belonging to \( S \) in a pessimistic sense;
2) if \( \mu^S_p(u) > 0 \), i.e., all neighborhoods of \( u \) are wholly or partly inside \( S \), \( u \) can possibly be classified as belonging to \( S \) in a pessimistic sense;
3) if \( 0 < \mu^S_p(u) < 1 \), i.e., \( u \) has a neighborhood not inside \( S \) and all neighborhoods of \( u \) are wholly or partly inside \( S \), \( u \) cannot be classified as either belonging to \( S \) or does not belonging to \( S \) in a pessimistic sense.

Last, for all three partial membership functions,
\[
\mu^S(u) = \text{undefined}
\]
indicates that we do not have any information about \( u \).
Consequently, defining membership degree for \( u \) should be meaningless with respect to our knowledge about the objects of the universe.

In classical rough set theory, lower and upper approximations and the boundary can be reconstructed setting out from the membership function. In a fuzzy context, the reconstruction can be carried out by means of \( \text{core} \) and \( \text{support} \) of membership functions in a standard way.

As usual, for the partial membership function \( \mu^S \), the \( \text{core} \) and \( \text{support} \) are the following:
\[
\text{core}(\mu^S) = \{ u \in U | \mu^S(u) = 1 \};
\]
\[
\text{support}(\mu^S) = \{ u \in U | \mu^S(u) > 0 \}.
\]

Now, \( \text{l}^*, \text{u}^*: 2^U \rightarrow 2^U \) approximation pair may be defined as usual:
\[
\text{l}^*(S) = \text{core}(\mu^S) = \{ u \in U | \mu^S(u) = 1 \},
\]
\[
\text{u}^*(S) = \text{support}(\mu^S) = \{ u \in U | \mu^S(u) > 0 \}.
\]

1) The case of optimistic partial membership functions: In the case of optimistic partial membership function \( \mu^S_o \), the optimistic lower and upper approximation pair is the following:
\[
\text{l}^o(S) = \text{core}(\mu^S_o) = \{ u \in U | \mu^S_o(u) = 1 \} = \{ u \in \text{l}(S) | \exists B \in \mathcal{N}_o(u) (B \subseteq S) \}
\]
\[
\text{u}^o(S) = \text{support}(\mu^S_o) = \{ u \in U | \mu^S_o(u) > 0 \} = \{ u \in \text{u}(S) | \exists B \in \mathcal{N}_o(u) (B \cap \emptyset) \}
\]
by Corollary 3 (1), and
\[
\text{l}^o(S) = \{ u \in U | \mu^S_o(u) = 1 \}
\]
\[
\text{u}^o(S) = \{ u \in U | \mu^S_o(u) > 0 \}
\]
by Corollary 3 (2).

Informally, \( \text{l}^o(S) \) is a collection of such \( u \in U \) which has at least one neighborhood included in \( S \), and \( \text{l}^o(S) = \text{l}(S) \).
\( \text{u}^o(S) \) is a collection of such \( u \in U \) which has at least one neighborhood having nonempty intersection with \( S \), and \( \text{u}^o(S) = \text{u}(S) \).

In other words, in the case of optimistic partial membership function \( \mu^S_o \), we get back the Pawlakian approximation pair \( \langle \text{l}, \text{u} \rangle \). It implies that \( \langle \text{l}^o, \text{u}^o \rangle \) meets the minimum requirements \( (C0)-(C3) \) and the conditions \( (C4)-(C5) \).

2) The case of average partial membership functions: In the case of the average partial membership function \( \mu^S_a \), the average lower and upper approximation pair is the following:
\[
\text{l}^a(S) = \text{core}(\mu^S_a) = \{ u \in U | \mu^S_a(u) = 1 \} = \{ u \in \text{l}(S) | \forall B \in \mathcal{N}_a(u) (B \subseteq S) \}
\]
\[
\text{u}^a(S) = \text{support}(\mu^S_a) = \{ u \in U | \mu^S_a(u) > 0 \} = \{ u \in \text{u}(S) | \exists B \in \mathcal{N}_a(u) (B \cap S) \}
\]
by Corollary 4 (1), and
\[
\text{l}^a(S) = \langle \text{l}^a, \text{u}^a \rangle
\]
\[
\text{u}^a(S) = \langle \text{l}^a, \text{u}^a \rangle
\]
by Corollary 4 (2).

Informally, \( \text{l}^a(S) \) is a collection of such a \( u \in U \) whose all neighborhoods included in \( S \), and \( \text{l}^a(S) \subseteq \text{l}(S) \) \( \text{u}^a(S) \) is a collection of such \( u \in U \) which has at least one neighborhood having nonempty intersection with \( S \), and \( \text{u}^a(S) = \text{u}(S) \).

That is, in the case of average partial membership function \( \mu^S_a \), we get back the upper Pawlakian approximation map, but the Pawlakian lower approximation map has already changed.

**Proposition 5.** \( \text{GAS}(U) = \langle U, \mathcal{B}, \mathcal{D}^a_{\emptyset}, \text{l}^a, \text{u}^a \rangle \) is a weak general approximation space provided that \( \mathcal{D}_1 \setminus \mathcal{D}_2 \in \mathcal{D}^a_{\emptyset} \) \( \mathcal{D}_1, \mathcal{D}_2 \in \mathcal{D}_\emptyset \).

**Proof:**

\( (C0)-(C2) \) They are straightforward.

\( (C3) \) If \( u \in \text{l}^a(S) \), then \( \forall B \in \mathcal{N}_a(u) (B \subseteq S) \), and so \( \exists B \in \mathcal{N}_a(u) (B \cap \emptyset) \), i.e., \( u \in \text{u}^a(S) \).

\( \square \)
3) The case of pessimistic partial membership functions:
In the case of the pessimistic partial membership function $\mu_{S}^{p}$, the pessimistic lower and upper approximation pair is the following:

\[ \forall(S) = \text{core}(\mu_{S}^{p}) = \{ u \in U \mid \mu_{S}^{p}(u) = 1 \} \]
\[ \subseteq \{ u \in U \mid \forall B \in N_{S}(u) (B \subseteq S) \} \]

by Corollary 5 (1), and

\[ u^{p}(S) = \text{support}(\mu_{S}^{p}) = \{ u \in U \mid \mu_{S}^{p}(u) > 0 \} \]
\[ \subseteq \{ u \in U \mid \forall B \in N_{S}(u) (B \cap S \neq \emptyset) \} \]

by Corollary 5 (2).

Informally, $\forall(S)$ is a collection of such $u \in U$ whose all neighborhoods included in $S$, and $u^{p}(S) \subseteq l(S)$. $u^{p}(S)$ is a collection of such $u \in U$ whose all neighborhoods having nonempty intersection with $S$, and $u(S) \subseteq u^{p}(S)$.

In the case of pessimistic partial membership function $\mu_{S}^{p}$, both lower and upper Pawlakian approximation maps have changed.

Proposition 7. GAS($U$) = $\langle U, \mathcal{B}, D_{S}^{p}, \forall, u^{p} \rangle$ is a weak general approximation space provided that $D_{1}, D_{2} \in D_{S}(\mathcal{D}_{1}, \mathcal{D}_{2} \in D_{S})$.

Proof:
(C0)–(C2) They are straightforward.
(C3) If $u \in \forall(S)$, then $\forall B \in N_{S}(u) (B \subseteq S)$, and so $\forall B \in N_{S}(u) (B \cap S \neq \emptyset)$, i.e., $u \in u^{p}(S)$.

The next proposition deals with the conditions (C4)–(C5) of average and pessimistic approximation pairs.

Proposition 8. Let $\langle U, \mathcal{B}, D_{S}^{p}, \forall, u^{p} \rangle$ and $\langle U, \mathcal{B}, D_{S}^{p}, \forall, u^{p} \rangle$ be weak approximation spaces whose components are defined as above.

If the base system $\mathcal{B}$ is one–layered, $D_{S}^{p} = D_{S}^{p} = D_{S}$ and the weak approximation pairs $\langle \forall, u^{p} \rangle$ and $\langle \forall, u^{p} \rangle$ are standard, i.e., $\forall(D) = D$ and $\forall(D) = D$ for all $D \in D_{S}$.

Proof:
Since $l$ is standard, $\forall(D) \subseteq l(D) = D$ for all $D \in D_{S}$.

On the other hand, $\mathcal{B}$ is one–layered, and so every definable set $D \in D_{S}$ is a finite union of pairwise disjoint base sets, e.g., $D = B_{1} \cup \cdots \cup B_{n}$, where $B_{i}$’s are pairwise disjoint. Moreover, for every $u \in D$ there exists exactly one $i \in \{1, 2, \ldots, n\}$ in such a way that $N_{S}(u) = \{B_{i}\}$.

Hence, we get for all $D \in D_{S}$,

\[ \forall(D) = \{ u \in U \mid \forall B \in N_{S}(u) (B \subseteq D) \} \]
\[ \supseteq \{ u \in D \mid \forall B \in N_{S}(u) (B \subseteq D) \} \]
\[ = \{ u \in B_{1} \cup \cdots \cup B_{n} \mid \forall B \in N_{S}(u) (B \subseteq D) \} \]
\[ = \{ u \in B_{1} \mid \forall B \in N_{S}(u) (B \subseteq D) \} \]
\[ \cup \cdots \cup \{ u \in B_{n} \mid \forall B \in N_{S}(u) (B \subseteq D) \} \]
\[ = B_{1} \cup \cdots \cup B_{n} = D. \]

Therefore, $\forall(D) = D$.

The standard property of $\forall$ can be proved similarly.

IV. SOME REMARKS ON THE LOGICAL APPLICATIONS

In the previous sections, first, three partial membership functions have been defined in partial approximation spaces with Pawlakian approximation pairs, then three approximation pairs have been generated with the help of them. It has been shown that, among others, they meet the minimum requirements prescribed for approximation pairs in partial approximation spaces, i.e., they actually form approximation pairs.

Optimistic, average and pessimistic partial membership functions have already been studied by the second author from the logical point of view in [38], [32]. It turned out that they are in connection with decision–theoretic rough set models (DTRS) which can be considered as the probabilistic extensions of algebraic rough set models [37].

Optimistic, average and pessimistic partial membership functions may serve as a bases of the semantics of a partial first–order logic. In the paper [35], the semantic system of a partial first–order logic with three different types of partial membership functions is presented. The proposed logical system gives an exact possibility to introduce different semantic notions of logical consequence relations which can be used in order to make clear the consequences of our decisions.

V. CONCLUSION AND FUTURE WORK

In this paper, having defined three partial membership functions, three approximation pairs have been generated in partial approximation spaces with Pawlakian approximation pairs. We have investigated how these pairs meet the requirements prescribed for approximation pairs in partial approximation spaces. As a result, in this way we have constructed two not Pawlakian approximation pairs.

In the future, it should be worth performing similar investigations in partial approximation spaces setting out from arbitrary approximation pairs, in particular, which have been obtained in this paper.
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Abstract—Texture is considered as one of the most crucial image features used commonly in computer vision. It is important source of information about image content, especially for single-band images. In this paper we present the results of research carried out to assess the usefulness of selected textural features of different groups in panchromatic very high resolution (VHR) satellite image classification. The study is based on images obtained from EROS A satellite. The aim of our tests was to estimate and compare the accuracy of main land cover types classification, with a particular focus on determining usefulness of textural features based on multifractal formalism.

Presented research confirmed that it is possible to use the textural features as efficient global descriptors of VHR satellite image content. It was also proved that multifractal parameters should be considered as valuable textural features in the context of land cover classification.

I. INTRODUCTION

Texture as a primary factor of visual perception is a necessary feature of image description. It is usually easy to recognize texture, but it is more difficult to define it, because texture, in contrast to colour, is not determined by a single point, but involve neighbouring area and can be related to a direction or a scale. It was created large spectrum of parameters, due to a lot of possible textural descriptors, to help to extract information about texture (also in the context of satellite images [1]). Textural characteristic can be calculated based on the entire image (global features), fragments of this image delineated by segmentation results or small clusters of pixels formed by moving windows [2], [3], [4]. Different texture analysis techniques, such as Markovian analysis (including Haralick measures), spatial autocorrelation, multi-scale autoregressive models, wavelet transforms or fractals have been successfully used to describe the content of the images [2], [3], [5]. They are considered especially important in case of single-band images, like medical ones.

The textural analysis becomes also an important component of the process of information extraction from satellite images, especially in Object-Based Image Analysis approach where textural features supplement the set of typical characteristics obtained from histogram features and image objects' shape. However, it is even more valuable tool when single-band panchromatic images of very high spatial resolution are considered. Textural analysis may facilitate information extraction from such images by enabling the automatic classification of their content. It is also especially important from the content-based image retrieval (CBIR) point of view. Due to the increase of high resolution remote sensing imagery, the developments in this direction are particularly desirable.

In our work we propose multifractal formalism, as a generalization of the fractal geometry, in order to more complete analyze the texture of satellite images [6]. In our previous study [7] we compared efficiency of selected textural features as global content-based descriptors of panchromatic WorldView2 Very High Resolution satellite images. We wanted to investigate how accurately remotely sensed image can be automatically classified to the broad land cover types such as agriculture, urban areas, water bodies, and forest, based on textural information derived from the entire image. We were able to construct decision trees capable for very accurate classification of images from our test image database into these main land use categories. The research proved that degree of multifractality can be considered as important global image characteristic.

However, tested WorldView2 images were characterised by very homogeneous landuse – over 90% of the image was in the dominating landuse category – and high radiometric quality. In case of the present study we applied the same methodology of analysis to panchromatic EROS A satellite images. This is also a VHR sensor, although older then WorldView2 and acquiring images with a little bit lower spatial resolution (2 m in case of EROS A vs. 0.5 m in case of WorldView2) and higher level of noise. Moreover, images in our EROS A test image database are not such homogeneous regarding the landuse of imaged terrain – the dominat-
ing landuse category covers over 50% of the image. Our previous work [6] showed that selected multifractal parameters can be used as features describing the content of these images. The aim of the present study is to compare their efficiency with other textural parameters. We also intend to carry out experiment to determine the parameters most appropriate as classification features.

II. DATA

The test data used in the experiment are the same like used in [6] and consist of two partially overlapping EROS-A scenes (panchromatic high-resolution images, ground resolution – 2 m) of Krakow area (south Poland) acquired on 10th and 15th October 2007. Images were acquired using similar pointing angles (29 and 27.5 degrees) and ground sample distances (2.20 and 2.15 m respectively). The images were orthorectified using orbital model.

We created our testing image database from the 512x512 pixel orthoimage tiles. To make more image tiles available for the study, the ortophotomaps were cut into tiles twice. The second set of tiles was cut with the origin of tiles shifted for the study, the ortophotomaps were cut into tiles twice. The analytical approach adopted in the study is the same as in [7]. The final database consisted from following sets of images:

- Image set EROS1 – 262 image tiles cut from Scene 1 (agriculture – 199, urban – 40, forest - 23);
- Image set EROS1s – 259 image tiles cut from Scene 1 with shifted origins (agriculture – 204, urban – 35, forest - 20);
- Image set EROS2 – 344 image tiles cut from Scene 2 (agriculture – 298, urban – 25, forest - 21);
- Image set EROS2s – 349 image tiles cut from Scene 1 with shifted origins (agriculture – 308, urban – 24, forest – 17).

III. METHODS

The analytical approach adopted in the study is the same as in [7].

A. Textural parameters

Chosen global textural characteristics were calculated for every image chip. As the result every image in the database was described by 295 attributes, which may be grouped into 9 attribute groups (AG):

- AG1: the label (land cover class);
- AG2: four histogram-based characteristics (mean, variance, skewness and kurtosis);
- AG3: six multifractal parameters ($\Delta_{SUM}$, $\Delta_{MAX}$, $\Delta_{BCD}$, $\Delta_{SUM}^{\theta}$, $\Delta_{MAX}^{\theta}$, $\Delta_{BCD}^{\theta}$); $\Delta$ stands for the degree of multifractality and $\Delta_{\theta}$ for the degree of multifractality for $q > 0$; SUM, MAX and BCD are three different measure types (measure SUM takes sum of pixel values on a given box; measure MAX chooses maximum value of pixels in a given box; measure BCD takes deviation of gray levels in a box) [8], [6].
- AG4: 220 co-occurrence matrix-based parameters [9], [10]: angular second moment, contrast, correlation, sum of squares, inverse difference moment, sum average, sum variance, sum entropy, entropy, difference variance, difference entropy; these parameters were computed 20 times, for $(d,0)$, $(0,d)$, $(d,d)$, $(d,-d)$ where the distance $d$ can take values of 1, 2, 3, 4, and 5;
- AG5: 20 run length matrix-based parameters [9], [11]: run length nonuniformity, gray level nonuniformity, long run emphasis moment, short run emphasis inverse moment, fraction of image in runs; these parameters were computed 4 times (for vertical, horizontal, 45-degree and 135-degree directions);
- AG6: 5 absolute gradient-based parameters [9]: mean absolute gradient, variance of absolute gradient, skewness of absolute gradient, kurtosis of absolute gradient, percentage of pixels with nonzero gradient;
- AG7: 5 autoregressive model parameters [12], [13]: $\theta_0$, $\theta_1$, $\theta_2$, $\theta_3$, $\theta_4$;
- AG8: 20 parameters derived from wavelet analysis [14], [15], [16];
- AG9: fractal dimension determined by using differential boxing-counting (DBC) method [17].

Features from attribute groups AG4 – AG8 were obtained using MaZda software [16]. Histogram-based features, multifractal parameters and fractal dimension were calculated in MatLab.

B. Fractal Dimension and Multifractal Parameters

There are several methods for estimating a fractal dimension (FD) in an image [18], [19]. In the most commonly used Box-Counting methods fractal dimension is calculated by covering an object with boxes of varying size $l$ and is given by the relation:

$$D_F = \lim_{l \to 0} \frac{\ln N(l)}{\ln 1/l}$$

(1)

where $N(l)$ denotes the number of boxes of size $l$ needed to cover considered object. Methods differ mainly in the ways they approximate the quantity $N(l)$. Most of them are applied to images that must be turned into binary images. In our work we calculate fractal dimension by using differential box-counting (DBC) method [20], [17]. This
method, proposed by Sarkar and Chaudhuri [20], allows working directly on grey-scale images and thus the binarization process is avoided.

In DBC algorithm an image of size $M \times M$ is considered as a three-dimensional spatial surface, where $(x,y)$ denotes pixel position and the third coordinate ($z$) denotes pixel gray level. The $(x,y)$ plane is partitioned into grids of size $s \times s$, where $M/2 \geq s \geq 1$ and $s$ is an integer. On each grid there is a column of boxes of size $s \times s \times s'$, where $s'$ is the height of each box, $G/s' = M/s$, and $G$ is the total number of gray levels. Let the minimum and maximum gray level of the image in $(i,j)$-th grid fall into the $k$th and $l$th boxes, respectively. The DBC method was considered as a better method, as was also supported by the other investigation [25]. Moreover, some modifications of DBC method have been lately proposed [26].

In our research we also consider one of the multifractal functions: generalized dimensions, $D_q$, as well quantitative parameter strictly connected with this function. The generalized dimensions $D_q$ are calculated as a function of a continuous index $q$, where $-\infty < q < \infty$ (e.g., see [27], figure 3.1). Index $q$ can be compared to a microscope for exploring different regions of the considered image.

As for FD estimation, many methods exist to obtain the multifractal functions [20]. Here, the Box-Counting based moment method has been applied [28]. In the first step of analysis an image is divided into boxes of size $\delta \times \delta$. Next, for each box following multifractal measure is calculated:

$$\mu_i(\delta) = \frac{p_i(\delta)}{N(\delta)},$$

where $i = 1, \ldots, N(\delta) = 2^n$ labels the individual boxes of size $\delta$. Here $p(\delta)$ denotes three different measures [29], [8]:

$$p_i^{SUM}(\delta) = \sum_{(k,l) \in \Omega_i} g(k,l)$$

$$p_i^{MAX}(\delta) = \max_{(k,l) \in \Omega_i} g(k,l)$$

$$p_i^{BCD}(\delta) = \max_{(k,l) \in \Omega_i} d(k,l)$$

where $g(k,l)$ is a gray-scale intensity at point $(k,l)$, $\Omega_i$ is a set of all pixels $(k,l)$ in the $i$th box and $d(k,l)$ denotes the deviation of gray levels in box $i$.

In the next step of our analysis, a weighted summation is performed over all boxes in a particular grid returning the partition function of order $q$, i.e.

$$\chi(q, \delta) = \sum_{i=1}^{N(\delta)} \left( \mu_i(\delta) \right)^q$$

which scales with the box length $\delta \to 0$ and $N(\delta) \to \infty$ according to:

$$\chi(q, \delta) \propto \delta^{D_q(q-1)}$$

From the Equation (8) we obtain generalized dimensions [30]

$$D_q = \lim_{\delta \to 0} \frac{\log(\chi(q,\delta))}{(q-1) \log(\delta)}$$

The difference of the maximum and minimum dimension $D_\alpha$, associated with the least dense and the most dense regions in the considered measure, is given by

$$\Delta = D_{-\alpha} - D_{+\alpha}$$

and can be regarded as a degree of multifractality (e.g., [31], [27]). The degree of multifractality $\Delta$ is a measure of complexity of considered data; higher values of $\Delta$ inform us about greater non homogeneity on image and suggest that different fractals are needed for its full description. In particular, for monofractal scaling the degree of multifractality equals zero.

Finally, as a result of multifractal analysis performed for each image we obtain the following set of six parameters: the degree of multifractality ($\Delta$) for measure SUM ($\Delta^{SUM}$), MAX ($\Delta^{MAX}$) and BCD ($\Delta^{BCD}$), as well the degree of multifractality for positive values of index $q$ ($\Delta_{+}^{SUM}$, $\Delta_{+}^{MAX}$ and $\Delta_{+}^{BCD}$). Presented parameters state quantitative and global characteristics used to compare complexity of images.

C. Classification

The decision (classification) tree approach was used for classification. We decided to use this method as it has good computational efficiency and the obtained tree can be presented as a set of easily interpretable rules. It has also been already successfully applied for the semantic labeling of satellite images [32], [33].

In our study, the classification was done using See5 software (Rel. 2.07). The software generates decision trees based on C5.0 algorithm, improved commercial version of well-known C4.5 [24].

Classification was done based on different sets of features (classification features sets, CFS):
• CFS1: all classification features (AG2 – AG9);
• CFS2: all classification features apart from histogram-based ones (AG3 – AG9);
• CFS3: co-occurrence matrix-based features (AG4);
• CFS4: co-occurrence matrix-based and histogram-based features (AG2 and AG4);
• CFS5: run length matrix-based features (AG5);
• CFS6: run length matrix-based and histogram-based features (AG2 and AG5);
• CFS7: absolute gradient-based features (AG6);
• CFS8: absolute gradient-based and histogram-based features (AG2 and AG6);
• CFS9: autoregressive model parameters (AG7);
• CFS10: autoregressive model parameters and histogram-based features (AG2 and AG7);
• CFS11: parameters derived from wavelet analysis (AG8);
• CFS12: parameters derived from wavelet analysis and histogram-based features (AG2 and AG8);
• CFS13: fractal dimension and histogram-based features (AG2 and AG9);
• CFS14: histogram-based features (AG2);
• CFS15: multifractal parameters (AG3);
• CFS16: multifractal parameters and histogram-based features (AG2 and AG3);

Such approach enabled us both, to evaluate the individual performance of each group of textural characteristics (used alone and together with histogram-based features) and to assess the usefulness of combining of features from different groups.

Five approaches with different pruning and thresholding options as well as with or without winnowing of attributes were used for every set of classification features. Boosting with ten trials was used in every classification run.

In the area where satellite scenes overlap, existed some number of ‘twin’ tiles covering exactly the same area. To eliminate the possibility of using them as training and test data at the same time, in our study we have used the image data sets as shown in Table I.

The average overall classification accuracy was calculated for each classification approach and each set of tested classification features (CFS). The lowest of five classification errors was then assigned as a measure of classification quality for particular tested set of attributes.

### IV. RESULTS AND DISCUSSION

The results of classification tests are shown in Table II. The best results for each of classification tests gave the classification accuracies in the range from 94 to 96 percent. In two classification tests the best results were obtained when all calculated textural parameters were included in classification feature set. However, in Classification 2 the best result was achieved using the classification feature set consisted only of absolute gradient-based and histogram-based features (CFS8). This kind of textural features is also the best one, when looking into the performance of particular texture attribute groups. This result is surprising as in the previous study for WorldView2 images [7], this attribute group gave rather poor results when compared to other ones. It should be noticed however, that the achieved level of accuracy was quite similar (93 – 95% in case of EROS A and 93% in case of WorldView2). The performance of other textural characteristics was much worse in the actual study. It is especially the case of autoregressive model parameters (CFS9), which performance for EROS A images classification can be pointed as the worst one. For WorldView2 images this group of attributes was between the best ones [7].

The results presented in Table II show that, in general, the classification performance increases when textural features are combined with histogram-based ones. This conclusion is consistent with the results of our previous studies [6], [7].

Multifractal parameters used together with histogram-based features gave the second-best result for Classification 2. However, in the two other tests their performance was rather average.

When features from all attribute groups are combined (CFS1 and CFS2) the classification tree built may be quite complex as many of available features can be used in classification process. In the classification method used in our study, the number of features used for classification may be reduced by using the winnowing approach. We compared the results of the overall accuracy achieved for both options (without winnowing and winnowed) in Table III.

It should be noted, that for two of three tests the classification performance of winnowed set is comparable to the full one and still better then performance of any other classification features set. In these cases the final set of winnowed attributes is the same and consists of two co-occurrence matrix-based parameters, multifractal parameter and skewness of absolute gradient. This result is very similar to achieved for WorldView2 images, where also the result based on three winnowed parameters was better then any of the results of particular attribute groups [7]. In case of that study the set of winnowed attributes consisted of multifractal parameter ($\Delta$F<sub>MAX</sub>) skewness of absolute gradient and the feature derived from autoregressive model ($\sigma$).

### TABLE I. TRAINING AND TEST DATA SETS

<table>
<thead>
<tr>
<th>Classification</th>
<th>Training data set</th>
<th>Test data set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classification 1</td>
<td>EROS1</td>
<td>EROS2s</td>
</tr>
<tr>
<td>Classification 2</td>
<td>EROS2s</td>
<td>EROS1</td>
</tr>
<tr>
<td>Classification 3</td>
<td>EROS1 and EROS2s</td>
<td>EROS1s and EROS2</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Classification 1</th>
<th>Classification 2</th>
<th>Classification 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classification feature set</td>
<td>Overall classification error [%]</td>
<td>Classification feature set</td>
</tr>
<tr>
<td>CFS 1</td>
<td>5.5</td>
<td>CFS 8</td>
</tr>
<tr>
<td>CFS 2</td>
<td>5.5</td>
<td>CFS 16</td>
</tr>
<tr>
<td>CFS 8</td>
<td>7.0</td>
<td>CFS 7</td>
</tr>
<tr>
<td>CFS 3</td>
<td>7.3</td>
<td>CFS 2</td>
</tr>
<tr>
<td>CFS 11</td>
<td>7.3</td>
<td>CFS 6</td>
</tr>
<tr>
<td>CFS 4</td>
<td>7.8</td>
<td>CFS 12</td>
</tr>
<tr>
<td>CFS 13</td>
<td>7.8</td>
<td>CFS 1</td>
</tr>
<tr>
<td>CFS 12</td>
<td>8.7</td>
<td>CFS 3</td>
</tr>
<tr>
<td>CFS 15</td>
<td>8.7</td>
<td>CFS 4</td>
</tr>
<tr>
<td>CFS 16</td>
<td>8.7</td>
<td>CFS 14</td>
</tr>
<tr>
<td>CFS 7</td>
<td>9.3</td>
<td>CFS 15</td>
</tr>
<tr>
<td>CFS 6</td>
<td>9.9</td>
<td>CFS 13</td>
</tr>
<tr>
<td>CFS 10</td>
<td>10.2</td>
<td>CFS 5</td>
</tr>
<tr>
<td>CFS 14</td>
<td>11.0</td>
<td>CFS 11</td>
</tr>
<tr>
<td>CFS 9</td>
<td>14.0</td>
<td>CFS 10</td>
</tr>
<tr>
<td>CFS 5</td>
<td>14.5</td>
<td>CFS 9</td>
</tr>
</tbody>
</table>
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V. CONCLUSIONS

The aims of the presented study were twofold: (i) to test the usefulness of the selected textural parameters as classification features of panchromatic VHR satellite images and (ii) to compare the efficiency of the multifractal parameters (which we propose for more complete description of the texture of remote sensing images) and other textural features in the context of land cover classification. The present study of EROS A satellite images was a continuation of the research done previously for WorldView2 data [7]. Some results confirmed, but partially the results of this research differ from the earlier ones.

In both studies we prove that for VHR satellite images it is possible to use the textural features as efficient global descriptors of image content. The observed in this study increase in classification accuracy when textural features are supplemented by histogram-based ones was also present in the results of our earlier experiments [6], [7]. Similarly, we noticed earlier the possibility of successful reduction of classification features. It is worth noting, that in both our experiments we were able to reduce the number of classification features from 295 to 3 or 4 with very limited (or even negli-
gible) impact on the overall classification accuracy. This is very important, as calculating of textural parameters for VHR satellite images is very computationally expensive.

When comparing the classification efficiency of different groups of textural parameters, in the present study the best results were obtained for absolute gradient-based features. In the WorldView2 experiment done previously the best accuracy was achieved for multifractal parameters. It is interesting that in the case of the absolute gradient group the level of error obtained in both research is quite similar and for other kinds of textural features the errors are much higher for EROS A classification. In our opinion there are at least two possible sources of such results and much lower value of classification accuracy achieved for EROS A images in general (96.2% comparing to 99.6% for WorldView2).

First of all, the differences are present in the input images themselves. The WorldView2 images have higher spatial resolution (0.5 vs. 2.0 m) and are considered as better radiometrically. The higher level of noise potentially present in EROS A data may deteriorate the quality of textural measures derived from images. It is possible that absolute gradient-based features are less sensitive to the noise present in the imagery.

The second source of differences in the results may be in a different image content. In case of WorldView2 data used in previous experiment, the images were almost entirely (at least in 90%) covered by single land cover class. In present study the EROS A images were labeled based on the prevailing land cover category defined as covering over 50% of imaged area. This could result in much higher complexity of image content, and in turn, in lower classification accuracies.

Both possibilities should be taken into account during further research. Some noise may be added to WorldView2 images, as well as more homogenous EROS A images (or WV2 images of the areas having more complex land cover) may be used.

Presented research prove that for VHR satellite images multifractal parameters should be considered as valuable textural features. Based on this features the second-best classification result was obtained in the one of the three performed tests. For two other tests the multifractal feature ($A^\text{SUM}$) was in the set of the four winnowed attributes, enabling very efficient classification approach. It should be stressed that similar result was obtained also in previous WorldView2 experiment. In both cases, the very limited (and very efficient) sets of textural parameters were chosen by winnowing, containing the multifractal parameter (although not the same one) and the skewness of absolute gradient feature. However, the importance of these parameters for classification of VHR satellite images indicated in reported studies should be proven during further research extended for other VHR satellite sensors and images of different areas.
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Abstract—The formalization of fuzzy sets in terms of corresponding membership functions is already available in machine-verified mathematical knowledge base. We show how it can be extended to provide the development of fuzzy numbers fully benefitting from the existing framework. The flexibility which is offered by automated proof-assistants allowed us to overcome some initial difficulties. Although fuzziness stems from the same background as rough set theory, i.e. incomplete or imprecise information, both formal approaches are substantially different.

I. INTRODUCTION

URING the past decades, mathematics would evolve from the pen-and-paper model in the direction of use of computers. As fuzzy set theory proposed by Zadeh offered new mathematical insight for the real data in the world of uncertain or incomplete information, dealing mainly with those contained in digital archives, it is not surprising that similar methods will be used in order to obtain the properties of objects within the theory itself. The original approach to fuzzy numbers met some criticism and various ways of improvement were offered as yet. But usually computers serve as an assistant offering calculations – why not to benefit from their more artificial intelligence strength? We try to address some issues concerned with the digitization of this specific fragment of fuzzy set theory, representing a path to fuzzy numbers, so it can be considered as a case study in a knowledge management, being a work on fuzzy sets in the same time.

The paper is organized as follows. The next section is devoted specifically to the situation in the area of computer-checked formalization of mathematics and contains a brief primer to formal fuzzy sets; in the third we gave an example of the proof to show how it looks like; fourth is devoted to the plans for future work.

II. A FORMAL PRIMER OF FUZZY SETS

We were surprised that within the rough set theory the notion of a rough set is not formally chosen as unique. On the one hand, it is a class of abstraction with respect to the rough equality, on the other – the pair of approximation operators. As both theories have much in common, we expected the same from fuzzy sets. But – the membership function itself can be just treated as a fuzzy set. Obviously, there is something unclear with the domain vs. support of a function (as what we call ‘fuzzy sets’ in fact is a fuzzy subset), but it is not that dangerous. As the author developed the formalization of rough sets, he could make the decision of how much of the existing apparatus should be used also in this case. Eventually all relational structure framework [3] was dropped as completely useless here. We could take the Cartesian product of the original set and the corresponding function, but it is enough to deal only with the latter one.

“Computer certification” is a relatively new term describing the process of the formalization via rewriting the text in a specific manner, usually in a rigorous language. Now this idea, although rather old (taking Peano, Whitehead and Russell as protagonists), gradually obtains a new life. As the tools evolved, the new paradigm was established: computers can potentially serve as a kind of oracle to check if the text is really correct. And then, the formalization is not l’art pour l’art, but it extends perspectives of knowledge reusing. The problem with computer-driven formalization is that it draws the attention of researchers somewhere at the intersection of mathematics and computer science, and if the complexity of the tools will be too high, only software engineers will be attracted and all the usefulness for an ordinary mathematician will be lost. But here, at this border, where there are the origins of MKM – Mathematical Knowledge Management, the place of fuzzy sets can be also. To give more or less formal definition, according to Wiedijk [9], the formalization can be seen presently as “the translation into a formal (i.e. rigorous) language so computers check this for correctness.”

In this era of digital information anyone is free to choose his own way; to quote V. Voevodsky, Fields Medal winner’s words: “Eventually I became convinced that the most interesting and important directions in current mathematics are the ones related to the transition into a new era which mathematics will be characterized by the widespread use of automated tools for proof construction and verification”. If we take into account famous Four Colour Theorem, automated tools can really enable making some significant part of proofs, so hard to discuss with this opinion.

Among many available systems which serve as a proof-assistant we have chosen Mizar. The Mizar system [4] consists of three parts – the formal language, the software, and the database. The latter, called Mizar Mathematical Library (MML for short) established in 1989 is considered one of the largest repositories of computer checked mathematical knowledge. The basic item in the MML is called a Mizar article. It reflects roughly a structure of an ordinary paper, being considered at two main layers – the declarative one, where definitions and
theorems are stated and the other one – proofs. Naturally, although the latter is the larger, the earlier needs some additional care.

As lattice theory and functional analysis are the most developed disciplines within the MML, further codification of fuzzy numbers, including their lattice-theoretic flavour, looks very promising. As a by-product, apart of readability of the Mizar language, also presentation of the source which is accessible by ordinary mathematicians and pure HTML form with clickable links to notions and theorems are available after the acceptance of the development into the library. As far as we know, this is the first attempt to formalize fuzzy sets in such extent using any popular computerized proof assistant.

Recall that a fuzzy set $A$ over a universe $X$ is a set defined as 

$$A = \{(x, \mu_A) : x \in X\},$$

where $\mu_A \in [0,1]$ is membership degree of $x$ in $A$. Because the notions in the MML make a natural hierarchy (as the base set theory is Tarski-Grothendieck, which is close to ordinary Zermelo-Fraenkel axiomatics, accepted by most mathematicians): functions $\rightarrow$ relations $= \{\text{subsets of Cartesian product} \rightarrow \text{sets}\}$, so it is a relation. Zadeh’s approach assumes furthermore that $\mu_A$ is a function, extending a characteristic function $\chi_A$. So, for arbitrary point $x$ of the set $A$, the pair $(x, \mu_A)$ can be replaced just by the value of the membership function $\mu_A(x)$, which is in fact, formally speaking, the pair under consideration. Then all operations can be viewed as operations on functions, which appeared to be pretty natural in the set-theoretic background taken in the MML as the base. All basic formalized definitions and theorems can be tracked under the address http://mizar.org.

Table I. As we can read from this table, there are standard operations of fuzzy sets available, usually taken component-wise (note that $F.x$ stands for the value of the function $F$ on an argument $x$). Note that the Mizar repository extensively uses a difference between functions and partial functions; (Function of $X$, $Y$ and PartFunc of $X$, $Y$ in Mizar formalism); because in case of partial functions only the inclusion of the domain in the set $X$ is required, hence the earlier type expands to the latter automatically.

<table>
<thead>
<tr>
<th>The notion</th>
<th>Formal counterpart</th>
</tr>
</thead>
<tbody>
<tr>
<td>fuzzy set</td>
<td>Membership_Func of C</td>
</tr>
<tr>
<td>$\chi_A(x)$</td>
<td>FuzzySet of C</td>
</tr>
<tr>
<td>$\alpha$-set</td>
<td>$\chi([a,\alpha],x)$</td>
</tr>
<tr>
<td>sup $C$</td>
<td>alpha-set $C$</td>
</tr>
<tr>
<td>$F \cap G$</td>
<td>support $C$</td>
</tr>
<tr>
<td>$F \cup G$</td>
<td>$\min (F,G)$</td>
</tr>
<tr>
<td>$eF$</td>
<td>$\max (F,G)$</td>
</tr>
</tbody>
</table>

III. AN ILLUSTRATIVE EXAMPLE OF THE PROOF

In this section we focus on the example of formalized theorem about level sets. Before we start, we explain some plain ASCII symbols which will be used as all Mizar articles have the limitation of using only this narrow set of codes (but automated translation enables to use ordinary mathematical notations, usually based on L\_TX). ...
IV. ROUGH AND FUZZY FORMAL APPROACHES

In the usual informal mathematical jargon it is easy to say that e.g., two objects are identical up to the isomorphism, formal language has to deal somehow with it. In the fuzzy set theory this can be noticed at the very beginning – some people treat fuzzy sets as the pair of the set and the corresponding membership function. Fuzzy sets are subsets of ordinal sets; as we can take membership function just as χ of ordinary sets, it clearly shows the feasibility of this approach. Of course, it is impossible then, at least without any additional preparing work, to find the common bottom ground for ordinary sets and fuzzy sets; however all sets can be made fuzzy in view of the simple lemma cited below:

**definition** let A be finite Tolerance_Space;
let X be Subset of A;
func MemberFunc (X, A) ->
Function of the carrier of A, REAL means
for x being Element of A holds it.x =
(card (X \ / Class (the InternalRel of A,x)) /
(card Class (the InternalRel of A,x));
end;

Paradoxically, even the notion of the rough set was defined in two ways, as pairs of the lower and the upper approximations of a set (in the sense of Iwinski), and as classes of abstraction with respect to given reflexive, symmetric, and transitive binary relation (original Pawlak’s approach). MML reflects both approaches, concentrating on the properties of approximation operators and various types of binary relations generalizing equivalence relations.

V. SOME “EASY” PROBLEMS

Virtually any mathematician uses a formal language; as engineers have also a higher math course in his curriculum, it shouldn’t be a big problem to validate facts formally. But if we claim the proof is correct, some natural questions arise: the correctness with respect to which assumptions? What about foundations? If it comes to machine, what are properties of the checker? The original de Bruijn’s dream was to have a small checker with the transparent kernel. Most of contemporary proof assistants are rather far from this requirement. Although a theorem can look easy, formal mathematics can bring some unpredictable problems; it is enough to mention e.g. Kepler’s conjecture about the densest sphere packing (a part of Hilbert’s 18th problem) or Jordan curve theorem that any simple closed curve cuts the plane into two disjoint areas. Intuitively, they are nearly trivial and understandable virtually for any human being. However, even at the very foundational level of used logic (constructive proofs do not claim the law of excluded middle) we can find some unexpected difficulties.

Especially important example in our fuzzy context is the so-called glueing lemma – the proof of a simple fact about pasting some continuous functions together to make e.g. triangular (or trapezoidal) fuzzy set, intuitively trivial, draws some surprising dependencies.

It is rather hard to approximate the real complexity of a proof; one of the most popular measures is the de Bruijn factor, i.e. the ratio between the formal translation of the mathematical paper and the original (usually after packing the source and corresponding LATEX file). Although it is claimed to be about 4 in the case of the Mizar library, in our case is about six (i.e. formal proofs are six times longer than their informal counterparts). Such relatively high number is caused by technical calculations in the process of glueing continuous functions.

VI. TOWARDS FUZZY NUMBERS

As all Mizar types should have non-empty denotation, it would force us to define both triangular and trapezoidal fuzzy sets. The natural definition is usually written as conditional definition of parts of the function. We used intervals [.a,b.] and AffineMaps to save some work (e.g., affine maps are proven to be continuous, one-to-one, and monotone real maps under underlying assumptions). The operator ++ glues two functions if their domains are disjoint; if not, then the ordering of glueing counts.

**definition** let a,b,c be Real;
assume a < b & b < c;
func TriangularFS (a,b,c) -> FuzzySet of REAL
equals
AffineMap (0,0)
++ (AffineMap (1/(b-a),-a/(b-a)) | [.a,b.])
++ (AffineMap (-1/(c-b),c/(c-b)) | [.b,c.]);
end;

The assumptions on the ordering of real variables a, b, c are unnecessary here and will be removed; we kept this as needed to prove the continuity of this fuzzy set afterwards. It is worth mentioning here that the proof of correctness of the above definition is 40 lines long – surprisingly long comparing to the popular (of course, false) opinion that definitions don’t need proofs. Continuity of this triangular fuzzy set needed much more lines in our Mizar script (90 lines in case of one-point glueing).

Remembering that a fuzzy number is a convex, normalized fuzzy set on the real line R, with exactly one x ∈ R such that μA(x) = 1 and μA is at least segmentally continuous, we defined it as the Mizar type:

```
mode FuzzyNumber is f-convex continuous
strictly-normalized FuzzySet of REAL;
```

As all types are constructed as radix types with added optional adjectives, the generalization, especially that automated-
driven (by cutting the adjectives in the assumptions), is possible and quite frequently used. Some of the adjectives are a little bit stronger that others, with the quoted below as example:

\[
\text{definition let } C \text{ be non empty set;} \\
\text{let } F \text{ be FuzzySet of } C; \\
\text{attr } F \text{ is strictly-normalized means :SNDef:} \\
\quad \text{ex } x \text{ being Element of } C \text{ st} \\
\quad F.x = 1 \land \text{ for } y \text{ being Element of } C \text{ st} \\
\quad F.y = 1 \text{ holds } y = x; \\
\text{end;}
\]

Observe that this adjective means that a fuzzy set is also normalized in normal sense. Due to automatic clustering of attributes after registering this quite natural and easy property any additional reference won’t be needed.

\[
\text{registration let } C \text{ be non empty set;} \\
\text{cluster strictly-normalized } \rightarrow \\
\text{normalized for FuzzySet of } C; \\
\text{end;}
\]

In our opinion, we made some significant progress on the certification of fuzzy sets and numbers, but our primary aim was to get the formal net of notions correct and reusable and we hope to benefit from it in our future work.

VII. CONCLUSION AND FURTHER WORK

The primary aim of using computers in the process of the formalization was to provide its undoubted correctness. One can argue however that also careful human review should do the same work. The famous exception is the publication of the proof of the Kepler conjecture by Hales in “Annals of Mathematics”; referees cannot be fully sure of the correctness of computer programs and tedious, extremely long computer-driven calculations. But things are different when it comes to program themselves; hardly readable, looking like computer code, proof of Four Color Theorem is verified formally; it sheds some new light for the verification of program libraries – e.g. there is significant progress made with the computer certification of Java or C libraries or even compilers themselves. But here readability is of minor interest; also proofs and the content itself are rather routine. Once the topic is formalized in the machine-understandable language, automated provers can be applied to obtain new results automatically. Based on computer-certified content, further automatic semantical investigations can be made [5], as, for example, extracting lemmas, annotating technical proofs or investigating direct corollaries, automated translation, and fast unification. Furthermore, MML is a subject of continuous changes called revisions which can be the result of software upgrades, generalizations, theory merging, introducing new language constructions etc. Also the original first formal approach for fuzzy sets which is dated back to 2001 [6], was thoroughly revised by the author to improve its reuse (e.g., a fuzzy set was primarily defined as the Cartesian product of the set \( C \) and the image of the membership function applied to \( C \)).

Computer certification of proofs seems to be an emerging trend and some corresponding issues can be raised. We are assured that there are some visible pros of our approach, as for example, automated removal of repetitions, and also the need of writing a sort of preliminary section vanishes in the Mizar code. The type system enables us to search for possible generalizations (including a kind of reverse mathematics at the very end); the use of automated knowledge discovery tools is much easier due to internal information exchange format, which at the same time offers direct translations for a number of formats (e.g. close to the English-like human-oriented language), not limited to the Mizar source code. There are of course drawbacks we should remember of: first of all, the syntax. The Mizar language, although pretty close to natural language, is still an artificial language. Of course, main problem with the formalization is making proper formal background – lemmas and theorems – which can be really time-consuming, hence the stress on reusability of available knowledge.

We argue that the formalization itself can be very fruitful and creative as long as it extends the horizons of the research and make new results possible. Furthermore, the more the database larger is, the formalization can be more feasible. Even if the formalized content concerning fuzzy sets is not that big as of now (there is only about 9000 lines of Mizar code on fuzzy sets comparing with 2.5 million of lines in the whole MML), the basics are already done, and it can serve both as a good starting point for further development, including rough-fuzzy hybridization, as well as from translated existing content we can try to obtain new results. Regardless of the gains of the availability of the topic to majority of popular proof assistants one can ask a question of assurance of correctness of the proofs; Urban’s [8] tools translating Mizar language into the input of first-order theorem-provers or XML interface providing information exchange between various math-assistants are already in use, so not only proof-checkers other than the Mizar verifier can analyze it, but additionally it can allow for some “dirty work” to be done by computer.
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Abstract—Truly, heart is successor to the brain in being the most significant vital organ in the body of a human. Heart, being a magnificent pump, has its performance orchestrated via a group of valves and highly sophisticated neural control. While the kinetics of the heart is accompanied by sound production, sound waves produced, by the heart, are reliable diagnostic tools to check heart activity. Chronologically, several data sets have been put forward to sneak on the heart performance and lead to medical intervention whenever necessary. The heart sounds data set, utilized in this paper, provides researchers with abundance of sound signals that was classified using different classification algorithms; decision tree, rotation forest, random forest are few to mention. This paper proposes an approach based on local transfer function classifier as a new model of neural networks for heart valve diseases detection. In order to achieve this objective, and to improve the efficiency of the predication model, boolean reasoning discretization algorithm is introduced to discretion the heart signal data set, then the rough set reduction technique is applied to find all reducts of the data which contains the minimal subset of attributes that are associated with a class label for classification. Then, the rough sets dependency rules are generated directly from all generated reducts. Rough confusion matrix is used to evaluate the performance of the predicted reducts and classes. Finally, a local transfer function classifier was employed to evaluate the ability of the selected descriptors for discrimination whether they represent healthy or unhealthy. The experimental results obtained, show that the overall accuracy offered by the employed local transfer function classifier was high compared with other techniques including decision table, rotation forest, random forest, and NBtree.

Index Terms—Cardiac disorders, LTF-C, machine learning, feature selection

I. INTRODUCTION

Heart sounds automated diagnosis in recent years became very important to determine condition of the patient (healthy or unhealthy) and determine type of the disease (valvular disease or not), since heart diseases are identified by sounds produced by the heart [1], [9]. Most of heart valve diseases have an effect on the heart sound of patients [2]. Operation of auscultation of heart sounds by the Stethoscope require a professional person to recognize the sounds then detect whether the subject is patient or not and also can detect the type of the heart disease in patients [3], [5]. Junior physicians can’t easy detect type of heart disease from the it sound. Using artificial intelligent tools for remote classification of heart sound signal is a useful technique to avoid the needing to the experience physician and expensive equipments such as Echocardiography (ECG), Magnetic Resonance Imaging, (MRI), etc., which used to recognize heart diseases in accurate manner than heart auscultation. In [1] a different classification algorithms using support vector machine (SVM) with different parameters have been applied to find the best classification accuracy. But due to the high number of features, 100 features, the classification accuracy could be enhanced if irrelevant and noisy features are removed. Discretization or feature selection or both should be prior the classification operation by most of the classification techniques which could lowers the classification performance and accuracy under many conditions [4]. The discretization method should be a supervised manner to satisfy nature of the classification problem, then feature selection method should be applied after the discretization, that demonstrates the dependence on such method for producing an appropriate results, the successful performance of the two pre-processing steps mean successful classification results. Finally a classification technique should be applied to perform the class label, disease type, prediction. Every classification technique has its own strong and weak points [5]. The most important preprocessing step is the feature reduction of the input data set. The data set contain features that are considered as noisy or irrelevant features, these features could have a negative impact on the classification accuracy of the instances, patients. Feature reduction methods are either feature extraction or feature selection method. Feature extraction method applies operation on the original features and extracts a lower number of features that carries the same characteristics. Feature selection methods have two advantages, the first advantage is rank and select the most important features, where if only a subset of features with the highest rank are used in classification, high classification accuracy could be achieved. The extracted heart sound data are three different data sets, each of 100 features where they are slitted into six different parts. The first data set is required to classify
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I. INTRODUCTION

Heart sounds automated diagnosis in recent years became very important to determine condition of the patient (healthy or unhealthy) and determine type of the disease (valvular disease or not), since heart diseases are identified by sounds produced by the heart [1], [9]. Most of heart valve diseases have an effect on the heart sound of patients [2]. Operation of auscultation of heart sounds by the Stethoscope require a professional person to recognize the sounds then detect whether the subject is patient or not and also can detect the type of the heart disease in patients [3], [5]. Junior physicians can’t easy detect type of heart disease from the it sound. Using artificial intelligent tools for remote classification of heart sound signal is a useful technique to avoid the needing to the experience physician and expensive equipments such as Echocardiography (ECG), Magnetic Resonance Imaging, (MRI), etc., which used to recognize heart diseases in accurate manner than heart auscultation. In [1] a different classification algorithms using support vector machine (SVM) with different parameters have been applied to find the best classification accuracy. But due to the high number of features, 100 features, the classification accuracy could be enhanced if irrelevant and noisy features are removed. Discretization or feature selection or both should be prior the classification operation by most of the classification techniques which could lowers the classification performance and accuracy under many conditions [4]. The discretization method should be a supervised manner to satisfy nature of the classification problem, then feature selection method should be applied after the discretization, that demonstrates the dependence on such method for producing an appropriate results, the successful performance of the two pre-processing steps mean successful classification results. Finally a classification technique should be applied to perform the class label, disease type, prediction. Every classification technique has its own strong and weak points [5]. The most important preprocessing step is the feature reduction of the input data set. The data set contain features that are considered as noisy or irrelevant features, these features could have a negative impact on the classification accuracy of the instances, patients. Feature reduction methods are either feature extraction or feature selection method. Feature extraction method applies operation on the original features and extracts a lower number of features that carries the same characteristics. Feature selection methods have two advantages, the first advantage is rank and select the most important features, where if only a subset of features with the highest rank are used in classification, high classification accuracy could be achieved. The extracted heart sound data are three different data sets, each of 100 features where they are slitted into six different parts. The first data set is required to classify
whether the heart of the patients are normal or not. The second and third data set are required for the detection of the heart valve disease. The heart valve diseases under investigation in this paper are aortic stenosis AS, aortic regurgitation AR, mitral stenosis MS and mitral regurgitation MR. This disease classification is performed in two steps where the first step is applied on the second data set for determining the type of the systolic murmur which means AS or MR, and the second step is applied on the third data set of a diastolic murmur diseases which means AR or MS. The second advantage of feature selection method is to determine which stage of the heart sound could have the greatest indication to heart valve disease in the case of each murmur type. The four stages of a heart sound are the first heart signal S1, the systolic period, the second heart signal and the diastolic period [1].

This paper proposes an approach based on local transfer function classifier as a new model of neural networks for heart valve diseases detection. In order to achieve a good detection, and to increase the efficiency of the predication model, boolean reasoning discretization algorithm is introduced to discretion the heart signal data set, then the rough set reduction technique is applied to find all reducts of the data which contains the minimal subset of attributes that are associated with a class label for classification. Then, the rough sets dependency rules are generated directly from all generated reducts. Rough confusion matrix is used to evaluate the performance of the predicted reducts and classes. Finally, a local transfer function classifier was employed to evaluate the ability of the selected descriptors for discrimination whether they represent healthy or unhealthy.

The rest of this paper is structured as follows: Section II gives a brief introduction of the heart signals data collection and its characteristics. Section III shows an overview of rough set approach to features selection and reduction methods. The proposed approach is given in section IV. The experimental results and conclusions are presented in Section V and VI respectively.

II. HEART SOUND SIGNALS DATA SET AND ITS FEATURES

A lot of researches have been applied on heart sound for the detection of heart valve disease. Features are extracted from the heart sound signal into a data set that is composed of 100 features. Then, a classification algorithm is applied on such data set for detection of heart valve disease. Features are extracted in three phases, segmentation [6] [7], transformation and extraction. These extracted features represent the four stages of a heart signal which are S1 signal, systolic period, S2 signal and diastolic period as shown in figure 1. These features are divided into six groups as follows: (1) att0:att3 are the standard deviation of all heart sounds, S1, S2 and average heart rate; (2) att4:att11 represents signal S1; (3) att12:att35 represents the systolic period; (4) att36:att43 represents signal S2; (5) att44:att91 the four stages of a heart signals are passed from four band-pass frequency filters. The energy of each output is calculated to form these last 8 features.
upper approximation and the lower approximation. So, we
can define a rough set as any set defined through its lower
and upper approximations. On the other hand, indiscernibility
notion is fundamental to rough sets theory. Informally, two
objects in a decision table are indiscernible if one cannot
distinguish between them on the basis of a given set of
attributes. Hence, indiscernibility is a function of the set of
attributes under consideration. For each set of attributes we
can thus define a binary indiscernibility relation, which is a
collection of pairs of objects that are indiscernible to each
other. An indiscernibility relation partitions the set of cases or
objects into a number of equivalence classes. An equivalence
class of a particular object is simply the collection of objects
that are indiscernible to the object in question.

**B. Local transfer function neural network classifier**

A new model based on artificial neural network, called
Local transfer function classifier produces encouraging results
for many data sets, it is virtually the same architecture as
Radial Basis Function Neural Network (RBFNN), its used in
supervised learning [13].

Let the training set be composed of N pairs of the form:
\( (X^{(i)}, c^{(i)}) \), where \( X^{(i)} = [x_1^{(i)}, x_2^{(i)}, ..., x_n^{(i)}] \)
is the i-th input pattern belonging to the \( c^{(i)} \)-th class \( (c^{(i)} = 1, 2, ..., k) \). Vectors
\( X^{(i)} \) can be treated as points in the n-dimensional space \( X \).
Close neighborhood of the point \( X^{(i)} \) should belong to the
same class as \( X^{(i)} \), therefore the space \( X \) can be divided into
finite number of decision regions-areas of the same value of
classification.

**IV. THE PROPOSED HEART VALVE DISEASES ANALYSIS**

One way to construct a simple model computed from data,
easier to understand and having good predictive power, is
to create a set of minimal number of rules. Some condition
values may be unnecessary in a decision rule produced directly
from the data set. Such values can then be eliminated to
create a more comprehensible minimal rule preserving essen-
tial information. The proposed heart valve diseases detection
approach is comprised of the following three fundamental
building phases: (1) Pre-processing including a Discretiz-
ation of the attributes; (2) Generate the reducts with minimal
number of attributes along with significant of the attributes; (3) Rule
generation for the classification: generate a list of rules,
compute the overall accuracy of the generated rules; this
phase utilizes the rules generated from the previous phase
to predict the classification accuracy. These three phases are
described in detail in the following section along with the steps
involved and the characteristic features for each process. Fig.
2 illustrates the general architecture of the proposed heart
valve disease analysis.

**A. Pre-processing phase: Rough Discretization process**

When dealing with attributes in concept image classifi-
cation, it is obvious that they may have varying degree of
importance in the problem being considered, importance can
be pre-assumed using auxiliary knowledge about the problem,
properly chosen weights. However, in the case of using the
rough set approach to concept classification, it avoids any
additional information aside from what is included in the
information table itself. Basically, the rough set approach tries
to determine from the data available in the information table
whether all the attributes are of the same strength and, if not,
how they differ in respect of the classifier power. Therefore,
some strategies for discretization of real valued features must
be used when we need to apply learning strategies for data
classification (e.g., equal width and equal frequency intervals).
It has been shown that the quality of learning algorithm is
dependent on this strategy, which has been used for real-valued
data discretization [10].

Many classification algorithms such as rough set theory,
require that training data contain only discretized feature
values. Otherwise, too many equivalent classes will be produced
and the algorithms will be over sensitive to noise. To use
such an algorithm when there are numeric-valued features, all
numeric values must first be converted into discrete values -
a process called discretization[11]. This process is performed
by dividing the values of a continuous attributes into a small
number of intervals, where each interval is mapped to a
discrete categorical, nominal, symbolic symbol. Discretization
can significantly influence the effectiveness of a classification
algorithm.

Medical data sets contains continues and discrete valued
data in real world data set. The discretization process divides
the attributes value into intervals[12]. The discretization based
on RS and Boolean Reasoning (RSBR) shows the best results
in the case of heart valve disease data set. In the discretization
of a decision table \( S = (U, A \cup \{d\}) \), where \( U \) is a non-empty
finite set of objects and A is a non-empty finite set of attributes. And \( V_a = [x_a, x_a) \) is an interval of real values \( x_a \) and \( w_a \) in attribute \( a \). The required is to a partition \( P_a \) of \( V_a \) for any \( a \in A \). Any partition of \( V_a \) is defined by a sequence of the so-called cuts \( x_1 < x_2 < \ldots < x_k \) from \( V_a \). The main steps of the RSBR discretization algorithm are provided in algorithm 1.

**Algorithm 1 RSBR discretization algorithm**

Input: Information system table \((S)\) with real valued attribute \( A_{ij} \) and \( n \) is the number of intervals for each attribute.

Output: Information table \((ST)\) with discretized real valued attribute

1. for \( A_{ij} \in S \) do
2. Define a set of boolean variables as follows:

\[
B = \{ \sum_{i=1}^{n} C_{ai}, \sum_{i=1}^{n} C_{bi}, \ldots, \sum_{i=1}^{n} C_{ni} \} \tag{1}
\]

3. end for

Where \( \sum_{i=1}^{n} C_{ai} \) correspond to a set of interval defined on the variables of attributes \( a \)

4. Create a new information table \( S_{new} \) by using the set of intervals \( C_{ai} \)

5. Find the minimal subset of \( C_{ai} \) that discards all the objects in the decision class \( D \) using the following formula:

\[
\gamma^o = \bigwedge \{ \Phi(i, j) : d(x_i) \neq d(x_j) \} \tag{2}
\]

Where \( \Phi(i, j) \) is the number of minimal cuts that must be used to discern two different instances \( x_i \) and \( x_j \) in the information table.

**B. Reducts with minimal number of attributes process**

Reduct is an important concept in rough sets theory and data reduction is a main application of rough set theory in pattern recognition and data mining. As it has been proven that finding the minimal reduct of an information system is a NP hard problem [10].

The computation of the reducts from a decision table is a way of selecting relevant features [18]. It is a global method in the sense that the resultant reducts represent the minimal sets of features which are necessary to maintain the same classification accuracy given by the original and complete set of attributes. A straight manner for selecting relevant features is to assign a measure of relevance to each attribute and choose the attributes with higher values. Based on the reduct system, we generate the list of rules that will be used for building the classifier model for the new objects. In decision tables, there often exist conditional attributes that do not provide any additional information about the objects. So, we should remove those attributes since it reduces complexity and cost of decision process [18]. A decision table may have more than one reduct. Anyone of them can be used to replace the original table. Finding all the reducts from a decision table is NP-complete. Fortunately, in applications, it is usually not necessary to find all of them. Few of them are sufficient. A natural question is, which reducts are the best. The selection depends on the optimality criterion associated with the attribute. If it is possible to assign a cost function to attributes, then the selection can be naturally based on the combined minimum cost criteria. In the absence of an attribute cost function, the only source of information to select the reduct is the content of the table.

We present a reduct algorithm based on the entropy information measure introduced in [18]. Algorithm-2 shows the main steps of the reduct algorithm.

**Algorithm 2 Reduct-based on entropy algorithm**

Input: Rough Sets Decision System (RSDS)

Output: One reduct of RSDS

1. \( \forall a \in A \) compute the equivalence relation

2. \( \Phi \leftarrow \text{reduct} \)

3. for \( a_i \in A \rightarrow \text{reduct} \) do

4. Compute \( H_i = H(a_i \mid \text{reduct}) \) \( \{ \text{Where } H_i \text{ is the information quantity of the attribute set, } R \text{ is a equivalence relation matrix} \}

\[
H = -\frac{1}{n} \sum_{i=1}^{n} \log \lambda_i \tag{3}
\]

\[
\lambda_i = \frac{|x_i| R |}{n} \tag{4}
\]

5. end for

6. Compute the significance of attribute \( a \) (SIG) in attribute set \( A \) using the following equations:

\[
SIG(a, A) = H(A) - H(A - a) \tag{5}
\]

\[
H(a|\text{reduct}) = \max(SIG(a_i, \text{reduct})) \tag{6}
\]

7. Select attribute which satisfies Equation(20)

8. if \( H(a|\text{reduct}) > 0 \) then

9. \( \text{reduct} \cup a \rightarrow \text{reduct} \)

10. end if

11. Go to Step 3

**C. Rule generation for the classification process**

The generated reducts are used to generate decision rules. The decision rule, at its left side, is a combination of values of attributes such that the set of (almost) all objects matching this combination have the decision value given at the rule’s rough side. The rule derived from reducts can be used to classify the data. The set of rules is referred to as a classifier and can be used to classify new and unseen data. The main steps of the rule generation and classification algorithm are provided in Algorithm 3 (cf. [18]).

V. EXPERIMENTAL RESULTS AND DISCUSSIONS

**A. The heart sound signals data set characteristics**

Cardiac disorders of heart diseases in the proposed approach were applied on three different data set of cardiac disorders
Algorithm 3 Rule generation for the classification

Input: reduct sets $R_{final} = \{r_1 \cup r_2 \cup \ldots \cup r_n\}$

Output: Set of rules

1: for each reduct $r$ do
2:   for each correspondence object $x$ do
3:     Contract the decision rule $(c_1 = v_1 \land c_2 = v_2 \ldots \land c_n = v_n) \rightarrow d = u$
4:   end for
5: end for

with different number of instances in every class. The first data set is healthy and unhealthy persons “$HS - H - U$” contains 70 instances, where 38 instances represent healthy persons and the other 32 instances represents unhealthy patients. The second data set represents 84 instances systolic diseases such that 41 instances aortic stenosis and 43 instances mitral regurgitation “$HS - AS - MR$”. Finally the third data “$HS - AR - MS$” set represents 76 instances diastolic diseases, it consists of 38 instances aortic regurgitation and 38 instances mitral stenosis.

Table I shows the generated reducts that contains minimal number of attributes. While Table II, III, and IV show the generated rules set of the three data sets of heart valve disease signals. As an explanation for some of rules, should be first clearing some terms, “att3” is feature of standard deviation of all heart sounds, S1, S2 and average heart rate, “att36” is feature of signal S2, “att92 and att96” are represent the four stage of the heart signal. If att36 = 0.15405 and att92=0.06865 and att3=0.32355 then this patient is normal, about 16 cases match this rule. If att96=0.04485 and att3=0.32355 and att92=0.06865 then this patient is up normal, about 8 cases match this rule.

### Table I

**Minimal reduct sets of the three data sets**

<table>
<thead>
<tr>
<th>Data type</th>
<th>Reduct sets</th>
</tr>
</thead>
<tbody>
<tr>
<td>$HS - H - U$</td>
<td>att0, att2, att33, att87, att95, att96</td>
</tr>
<tr>
<td>$HS - AS - MR$</td>
<td>att0, att2, att31, att87, att89, att99</td>
</tr>
<tr>
<td>$HS - AR - MS$</td>
<td>att1, att4, att12, att35, att37</td>
</tr>
</tbody>
</table>

B. Results analysis and discussion

In this approach, local transfer function neural network classifier (LTF-C) has been applied on three types of heart valve murmurs data sets. It shows the highest classification results as shown by figures 3, 4 and 5. The best classification in the three data sets is achieved by LTF-C classifier, comes

### Table II

**Generated rules for the $HS - H - U$ data set**

<table>
<thead>
<tr>
<th>Matches</th>
<th>Decision rules</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>(att36e=&quot;(0.15405,Inf)&quot;) &amp; (att92e=&quot;(Inf,0.06865)&quot;) &amp; (att3=&quot;(0.32355,Inf)&quot;)</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>(att96e=&quot;(Inf,0.04485)&quot;) &amp; (att92e=&quot;(Inf,0.05875)&quot;) &amp; (att36e=&quot;(0.15405,Inf)&quot;)</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>(att96e=&quot;(Inf,0.04485)&quot;) &amp; (att92e=&quot;(0.06865,Inf)&quot;) &amp; (att36e=&quot;(0.15405,Inf)&quot;)</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>(att36e=&quot;(0.15405,Inf)&quot;) &amp; (att92e=&quot;(Inf,0.06865)&quot;) &amp; (att96e=&quot;(Inf,0.04485)&quot;)</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>(att0e=&quot;(0.05875,Inf)&quot;) &amp; (att36e=&quot;(Inf,0.15405)&quot;) &amp; (att92e=&quot;(Inf,0.06865)&quot;) &amp; (att96e=&quot;(0.04485,Inf)&quot;)</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>(att96e=&quot;(0.04485,Inf)&quot;) &amp; (att36e=&quot;(0.15405,Inf)&quot;) &amp; (att0e=&quot;(0.05875,Inf)&quot;)</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>(att96e=&quot;(0.04485,Inf)&quot;) &amp; (att36e=&quot;(Inf,0.32355)&quot;)</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>(att96e=&quot;(0.04485,Inf)&quot;) &amp; (att36e=&quot;(Inf,0.32355)&quot;)</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>(att96e=&quot;(Inf,0.05875)&quot;) &amp; (att36e=&quot;(Inf,0.15405)&quot;)</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>(att36e=&quot;(Inf,0.05875)&quot;) &amp; (att94e=&quot;(0.2325,Inf)&quot;) &amp; (att96e=&quot;(Inf,0.04485)&quot;)</td>
<td>1</td>
</tr>
</tbody>
</table>

### Table III

**Generated rules for the $HS - AR - MS$ data set**

<table>
<thead>
<tr>
<th>Matches</th>
<th>Decision rules</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>28</td>
<td>(att12e=&quot;(Inf,3.0E-5)&quot;) &amp; (att35e=&quot;(Inf,0.19665)&quot;)</td>
<td>2</td>
</tr>
<tr>
<td>22</td>
<td>(att35e=&quot;(0.19665,Inf)&quot;) &amp; (att37e=&quot;(0.01215,Inf)&quot;)</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>(att1e=&quot;(Inf,0.23755)&quot;) &amp; (att4e=&quot;(Inf,0.22775)&quot;) &amp; (att37e=&quot;(0.01215,Inf)&quot;) &amp; (att18e=&quot;(Inf,0.19665)&quot;)</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>(att12e=&quot;(5.0E-5,Inf)&quot;) &amp; (att37e=&quot;(Inf,0.01215)&quot;)</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>(att12e=&quot;(Inf,0.23755)&quot;) &amp; (att4e=&quot;(Inf,0.22775)&quot;)</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>(att1e=&quot;(Inf,0.5E-5)&quot;) &amp; (att4e=&quot;(Inf,0.22775)&quot;)</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>(att12e=&quot;(Inf,0.01215,Inf)&quot;)</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>(att12e=&quot;(Inf,0.23755)&quot;) &amp; (att4e=&quot;(Inf,0.22775)&quot;)</td>
<td>2</td>
</tr>
</tbody>
</table>

![Fig. 3. Classification results for Healthy Unhealthy Data Set](image-url)
TABLE IV
GENERATED RULES FOR THE HS−AS−MR DATA SET

<table>
<thead>
<tr>
<th>Matches</th>
<th>Decision rules</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>23</td>
<td>(att3=’(0.01485,Inf)’) &amp; (att0=’(0.0279,Inf)’) &amp; (att99=’(-Inf,67.9889)’)</td>
<td>2</td>
</tr>
<tr>
<td>20</td>
<td>(att2=’(-Inf,0.58995)’) &amp; (att87=’(-Inf,0.00105)’) &amp; (att31=’(-Inf,0.01485)’)</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>(att87=’(-Inf,0.00105)’) &amp; (att99=’(67.9889,Inf)’) &amp; (att31=’(0.01485,Inf)’)</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>(att0=’(0.0279,Inf)’) &amp; (att31=’(-Inf,0.01485)’) &amp; (att87=’(-Inf,0.00105)’) &amp; (att89=’(-Inf,0.00895)’) &amp; (att99=’(-Inf,67.9889)’)</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>(att31=’(0.01485,Inf)’) &amp; (att2=’(-Inf,0.58995)’) &amp; (att99=’(-Inf,0.00105)’) &amp; (att87=’(-Inf,0.00895)’) &amp; (att89=’(-Inf,0.00895)’) &amp; (att0=’(-Inf,0.0279)’)</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>(att31=’(-Inf,0.01485)’) &amp; (att99=’(-Inf,67.9889)’) &amp; (att0=’(0.0279,Inf)’)</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(att2=’(0.58995,Inf)’) &amp; (att87=’(-Inf,0.00105)’)</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(att87=’(-Inf,0.00105)’) &amp; (att2=’(-Inf,0.0279)’) &amp; (att89=’(-Inf,0.00895)’) &amp; (att99=’(-Inf,67.9889)’)</td>
<td>2</td>
</tr>
</tbody>
</table>

VI. CONCLUSIONS AND FUTURE WORKS

The heart sounds data set, utilized in this paper, provides researchers with abundance of sound signals that was classified using different classification algorithms; decision tree, rotation forest, random forest are few to mention. Such algorithms were of disputable performance if compared with the classification algorithm adopted in this paper, i.e., the “local transfer function neural network classifier (LTF-C)”. Discretization of analogue heart sounds was a preparatory step to apply LTF-C classification technique. Consequently, discretized data were classified into several domains and Rough Confusion Matrix was used to produce reducts out of them. The purpose of such data manipulation is to reach a state of subjecting features to discernability, so classes of distinct features can fuel proper decision for a cardiologist, to which class of cardiac disorder this patient belongs. Classes were meant to touch upon crucial cardiac diseases and to aid in diagnosis and prognosis as well. The LTF-C achieved a high accuracy classification compared with other machine learning techniques such as Decomposition Tree, NBTree, Decision Table, RandomForest in addition to RotationForest.
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I. INTRODUCTION

In one class of mobile robotics research heralded by [1], sets of rules are used for collision avoidance. Rules correspond to sensing abilities of the mobile robots. Assuming that each robot has abilities to detect collisions and can measure the distance to a colliding robot and its velocity in the forward direction of the avoiding robot, the following two rules are used. In these rules, the robot can know the location of the colliding robot by using sensors for detecting collisions and can judge whether it is approaching or leaving by measuring its velocity. At first, the robot will attempt to apply the rules without communications. If the rules do not apply because of an environmental restriction, the robot stops and starts communicating to determine a way out of the deadlock.

(1) If the colliding robot is located in front and near and it is approaching, then avoid it from the left.

(2) If the colliding robot is located in front and near and it is departing, then stop locomotion for predetermined time duration.

When rules are not applicable, in another class of mobile robotics research, collision avoidance is a negotiated activity between pairs of robots that have potential collisions. During the message exchange of warning and its reply, priorities of each robot are reported to each other. Mobile Robot 1 detects the collision, and after it takes into account the priorities, it determines if it is reasonable for robot 1 to avoid collision due to high priority. If robot 2 detects the collision, reverse processes are executed. If the priority of robot 2 is found to be higher than robot 1 as a result of negotiation, robot 1 sends to robot 2 a declaration to proceed instead of a command to wait for robot 1. Then, robot 2 moves to avoid collision and sends a command to restart to robot1. Alternatively, the coordination algorithm is useful when groups of robots move in opposite directions and while navigating or when a specific region is a target for many robots, in particular [9]. The main goal in the coordination algorithm is that it forces robots to wait while the other robots continue to move to their target, and then allows the remaining robots to move. Consequently, with this coordination, the congestion problem will be decreased, and at the same time, the percentage of reaching robots to their target will be increased. We used a version of this priority scheme in an earlier paper [6]. There have been several attempts to use human behavior as inspiration. Human inspired methodology is summarized in the following three steps [8].

(1) Keep your direction and velocity of motion if there is minor possibility of a collision.

(2) Else, if a major possibility of a collision exists, and there are no ways to manoeuvre around it; then, stop to let the other person to continue to move in their direction and velocity.

(3) Else, if a possibility of a collision exists, and there is a way to manoeuvre around it; then Change your direction of movement with slightly changing speed to around the other person, and joining back to your original path of motion.

The strategy proposed in this paper is also largely human inspired and it can be applied to robots in crowded environments. We begin by an outline of conditions and premises in section 2. We then examine a magnified scenario of encounters between a pair of individuals in collision sites in section 3. Spiral orbits as a strategy for collision aversion is discussed in section 4. Experimental results are discussed in section 5 followed by conclusions in section 6.
There are several terms and conditions that need to be considered in regards to developing a suitable strategy that is able to avert collisions among multiple moving agents as they move toward their goals located in a site. There are two entities available on our two dimensional space: agents and goals.

Below, we outline the most important features that are directly and indirectly pertinent for elaborating our solution.

1. Agents can be located at arbitrary position on our feasible two dimensional spaces. There are limitations on their numbers; however, the total number of agents at any cycle of experiment will not exceed the total number of goals. Our experimental space, has the following default criteria: \( EC = \{ EC_1, EC_2, \ldots, EC_i \} \), \( EC_i = \{ A_i, G_i \} \), \( A_i = \{ a_{1}, a_{2}, \ldots, a_{l} \} \), \( G_i = \{ g_{1}, g_{2}, \ldots, g_{j} \} \), \( (i \in A_i, j \in G_i) \). where \( EC, A_i \) and \( G_i \) present experimental cycles, agents and goal respectively.

2. There is a one to one correspondence between agent groups and the goal collection, which means that each goal will be assigned to a unique, single agent. As a matter of course, each agent maintains its goal during cycles of experimentation. This is captured in the mapping \( f: X \rightarrow Y \), where \( X \) indicates the agent set and \( Y \) represents the goal set; \( f(A_i) = G_i \).

3. Each agent starts moving at any time during the experiment. \( T = \{ \Delta t_{a_{1}}, \Delta t_{a_{2}}, \ldots, \Delta t_{a_{l}} \} \), \( \forall (\Delta t_{a_{l-1}}, \Delta t_{a_{l}}) \in T, \Delta t_{a_{l-1}} \neq \Delta t_{a_{l}} \), is the time start for \( a_{i} \). In other words, there is no common time for each agent to start moving toward its goal within experiment cycles.

4. All agents are assumed to have the same uniform size and shape as pointed out in many other sources such as [2], [5], [11].

5. Each agent has its own distinctive communication protocol; however they are all use the same collision control method to handle collision sites, if occurred. As a matter of fact, as opposed to those who employ a method of communications among multiple moving agents for their verifications, such as [2], [5], we assumed that agents do not have any connection to each other and hence are not able to disseminate information among themselves during a period of experiment.

6. Moving toward goals is not necessarily bounded on a straight path, which means, each agent is able to select a route with any speed based on the situation.

7. Goals can be located at any arbitrary location in two-dimensional space; however, they cannot be relocated and changed their positions during each cycle of an experiment. Agents know their exact location as well as their goal locations; \( a_{i} = \{ c_{(x,y)}, g_{(x',y')} \} \) where \( c_{(x,y)} \) is the coordinate of the agent and \( g_{(x',y')} \) is the coordinate of the goal location. Each agent is capable of calculating its location and also its corresponding goal location at any needed time during each experimental cycle. An effectual way to achieve this goal is to equip agents with a vision sensor device which is already demonstrated in former publications such as optical motion planning mapping in [7], [10], or motion sensor themselves that are presented in [4], [3] and [12].

III. COLLISION SITE

Each agent is able to recognize a limit site (i.e., a region) located in front of its vision sensor, which is computed by \( vs = \int_{0}^{\theta} s_{d} dS = \int_{0}^{\theta} s_{d} d\theta = \int_{0}^{\theta} \frac{1}{2} r^{2} \theta \), and based on that, it decides and determines the best possible path toward its goal at any time. In this formula, \( r \) and \( \theta \) denote maximum vision depth and vision range angle for each agent vision sensor, respectively. We define a collision site form, if an agent detects another agent in its vision site range. In such situations, orientations of those agents participating to form collision sites are not taken into account. Figure 1 shows a prototypical collision site.

Fig. 1. \( a_{1} \) detects \( a_{2} \) on its vision site \( (v_{S_{2}}) \), and hence collision site \( (c_{S_{1}}) \) is formed.

All agents that are forming such collision sites will use our solution as a potential collision control strategy to enter and exit those sites. The process of handling a collision site consists of two phases. The first phase is forming a distance set \( c_{S_1} = \{ D_{a_{j}(x,y)}, D_{a_{j-1}(x,y)} \} \), where \( D_{a_{j}(x,y)} \) indicates distance between \( a_{j} \) and \( a_{j-1} \). The second phase is to form the smallest circular area that contains the agent that has the nearest distance from \( a_{i} \) where both agents located on the perimeter of it. For instance, \( a_{i} \), forms \( (x-l)^{2} + (y-k)^{2} = r^{2} \), where \( x, y, l, k \), and \( r \) are coordinates for \( a_{i} \) and \( a_{j} \) respectively, if \( \forall (a_{i}, a_{j}) \in c_{S_1}, D_{a_{j}(x,y)} < D_{a_{j}(x,y)} \), then starts moving toward a temporary expansion spiral route computed by \( r = pe^{\theta} \), where \( e \) indicates the base of natural logarithms, and \( p \) and \( q \) are parametric positive real constant values respectively, as polar coordinates, \( (r, \theta) \), shown as \( \overrightarrow{R_{1}} \) route, in Figure 2, around a virtual collision site circle formed by \( a_{i} \) and \( a_{j} \). We present our general path finder solution along with relative formulas in next section.
IV. COLLISION AVOIDANCE USING VIRTUAL EXPANSION SPIRAL ORBIT SOLUTION

In this paper, we concentrated on developing a strategy, which is capable of preventing a group of agents to strike each other while moving toward their goals. In order to achieve our objective, we developed an algorithm that each agent in our experimental space uses to determine the safest, short route at each decision making cycle. This consists of two general strategies that will be used in each presumed situation. The path finder algorithm determines a straight line connecting path as the shortest route toward agent goal during the times that agent is not causing or participating in formation of collision sites. The algorithm, however, will determine an expanding spiral path as a temporary route when the agent is still located in the collision site, in terms of preventing potential collisions among moving agents in our two dimensional space. Robots follow those temporary routes until exiting from those collision sites successfully. By analogy, this is a virtual, pivoting dance step between two agents in the collision sites. State diagram in Figure 3 demonstrates general strategies that we used in our route finder algorithm solution.

![Diagram of collision site and spiral path]

Fig 2. Collision site formed between \(a_1, a_2\), and \(a_3\), once \(a_2\) detected \(a_2\), and \(a_3\) on its vision site. \(a_1\) hence, starts moving on \(VR_1\) route

Our path finder algorithm including collision avoidance solution inside is shown in Algorithm 1.

Algorithm 1. Path finder algorithm

1. Initialize your current location.
2. Initialize your assigned goal location.
3. Recognize and analyze yourself by using your vision sensor to determine your current status.
4. If distance from your goal is 0, then end. (\(d_{a_l} = 0\)).
5. If collision site detected, then jump to step 9.
6. Adjust your direction toward your goal.
7. Move toward goal for one scale.
8. Jump to step 3.
9. Form a group of all agents that are in your vision site, virtually.
10. Calculate distance to each agent from your current coordinates.
11. Form a circle virtually crossing between you and the nearest agent in your vision site.
12. Move toward expansion spiral path around nearest virtual circle, formed in previous step for one scale.

We assumed two sets in our two dimension experimental space: \(A = \{a_1, a_2, ..., a_l\}\), and \(G = \{g_1, g_2, ..., g_j\}\), where \(A\) and \(G\) are agents and goals set, respectively. Agents know their assigned goal initially, \(\forall a_i \in A, \exists g_l \in G, (a_i, g_l) \in I\), where \(I\) indicates a one to one correspondence pairs between agent set and goal set. Initially, each agent knows its exact coordinates along with its assigned goal location at the beginning of experimental cycle.

\[
T_0 = \{a_1(x_1, y_1), a_2(x_2, y_2), ..., a_i(x_i, y_i)\}
\]

Agents start moving toward their goals at random times. Each agent \(a_i\), at the beginning of the process of movement; \(\Delta a_i\), \(a_i\) evaluates the environment around by analysing data obtained from its vision sensor. This strategy helps them to determine their situation and hence adjust their path accordingly. For instance, \(a_i\) is able to analyze the surface of \(\nu_{s_i} = \int_0^\theta \int_0^{\phi_i} \rho_i \gamma_i^2 \delta_i \theta_i\), as its vision site, captured from its vision sensor at any arbitrary time during movement toward its goal. \(\cap_{p \in 1} \nu_{s_p} = \emptyset \Rightarrow \nu_{s} = 0\), indicates that there is no agent participating to form any collision site and hence \(a_i\) concludes to move toward its goal through by \(y = y_i + \left(\frac{y_1' - y_1}{x_1' - x_1}\right)(x - x_1)\), where \((x_1, y_1)\) and \((x_1', y_1')\) denote the position of a sample agent and goal on two dimension space respectively. \(\exists (a_i, a_j) \in A, (\nu_{s_i} \cap \nu_{s_j}) \neq \emptyset \Rightarrow \nu_{s} \neq 0\), however, indicates there is at least one collision site for \(a_i\), and hence it should alter its path through a temporary expansion spiral route. Those agents are located in collision site; follow these temporary spiral routes, until exiting from those sites. During the process of moving out from collision sites, agents continue analysing their environment around to detect any new agents into their current collision sites and hence, form a new temporary path based on the agent that maintains the nearest distance from them, in order to adjust their route, as it expressed in the collision site section.

V. EXPERIMENTAL RESULTS

The presented path finder algorithm, explained in the previous section, was implemented and tested with an experimental scenario. In this section, we illustrate and examine our algorithm along with the relative results and analysis. In this experiment, our system is used to plan avoiding collision among a group of 6 agents moving toward
their goals, in our two dimensional experiment space. They are not able to communicate with one another during the experiment; however, they are all using the same strategy to find and correct their path into their goals. This scenario is formed by arranging agents and goals in space, randomly, with considering assigning the farthest possible goals in terms of distances, to agents. This type of distributing agents and goals on the experimental site, leads to increasing the possibility of facing agents to more into collision sites, and hence, using our collision avoidance strategy as much as it possible. Figure 4 shows the positions of agents and goals on our experimental space.

![Figure 4. Agents and goals distribution on experimental site](image)

Each agent is assigned a unique number in order to be recognized by other agents during the experiment. In addition, there is a one to one correspondence relationship between agents and goals. In other words, each agent in agent set is assigned the same number goal in goal set. During the cycle of experiment, we collected many key features such as, the times of start moving toward goals by agents, as well as the times of reaching goals, along with the total number of collision sites and virtual circles that each agent is face during the experiment, shown in the following Table 1.

### Table 1. RESULTS Table Of Agents Movement Toward Their Goals

<table>
<thead>
<tr>
<th>(a_i)</th>
<th>(r_i)</th>
<th>(c_{gi})</th>
<th>(v_{ci})</th>
<th>(\Delta T_{gi})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1,1)</td>
<td>0</td>
<td>7</td>
<td>5</td>
<td>196</td>
</tr>
<tr>
<td>(2,2)</td>
<td>2</td>
<td>9</td>
<td>8</td>
<td>314</td>
</tr>
<tr>
<td>(3,3)</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>88</td>
</tr>
<tr>
<td>(4,4)</td>
<td>6</td>
<td>8</td>
<td>6</td>
<td>204</td>
</tr>
<tr>
<td>(5,5)</td>
<td>8</td>
<td>5</td>
<td>3</td>
<td>165</td>
</tr>
<tr>
<td>(6,6)</td>
<td>10</td>
<td>6</td>
<td>5</td>
<td>211</td>
</tr>
</tbody>
</table>

We also collected the times of entering and exiting collision sites for each agent, during the experiment, as shown in the Table 2.

Results depicted in Table 2, show significant differences for \(\Delta T_{gi}\), for agents that encountered a larger number of collision sites. In other words, each collision site, based on its situation, and the total number of agents that participate in forming it, can potentially cause a significant delay for agents to reach their goals. This is because, agents that are located in collision sites, change their normal behaviour to choose their paths based on the following shortest possible routes, to a temporary paths which forms based on other agents participating to a same collision site, in order to handle, and hence, exiting from them. We observed no collisions among agents meaning they were able to reach their goals successfully, during the experiment.

### VI. Conclusions

In this paper, we proposed a solution to prevent collision among a group of moving agents toward their specific goals. Our demonstrated algorithm is able to analyse the information gathered by equipped vision sensors, in order to decide the best possible route, in terms of safety and collision avoidance during the time of attempting to reach to their goals. We assumed our agents are not able to communicate and hence do not share details of their environment among one another. Our solution, thus, is able to help our agents to decide and routing toward their goals independently.

Our approach is able to control collision among moving agents into their goals successfully, however, using it, causes agents to have a significant delay before reaching their goals. These delays, depend of the total number of collision sites that each agent involves during the time of pursuing goals can substantially increase the cost of time. Future works include optimizing our solution, in terms of minimizing the cost of time needed for agents to handle and exit collision sites.
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I. INTRODUCTION

TRADITIONAL optimisation techniques and optimisation methods are related to different types of problems. Some of them deal with constraint handling by using penalty methods, however, they often get stuck in local optima. Moreover, they usually need knowledge of first/second order derivatives of objective functions and constraints.

Hence one looks for more sophisticated methods, especially in cases when: Search space is discrete, discontinuous, non-convex, etc. or objective functions and constraints are non-differentiable or computationally expensive.

If we look at the branch of computer science, called computational intelligence then we find here 3 main divisions: nature inspired algorithms, fuzzy logic systems, neural networks.

In the last quarter of the previous century a dozen or more different optimisation algorithms have been proposed that are nature-based methods. One can list some of them: genetic, or more general – evolutionary algorithms, that are based on the Darwin’s theory of evolution, swarm optimisation techniques, that copy the swarm intelligence, and they include: ant colony systems, particle swarm optimisation; and simulated annealing methods, that is based on the process of steel production; generalised extremal optimisation, that is based on point-wise equilibrium phenomenon, [1], in which the evolution happens step-wise in contrast to the Darwin continuous evolution, and many more methods.

In this paper we present application of the Ant Colony Optimisation (ACO) approach (Section II), to solve the DIVERSUM problem, i.e. a recently [2] introduced hard optimisation problem of Diversified Entity Summarisation on Knowledge Graphs (Section III). The DIVERSUM problem consists in selecting a small set S of arcs incident to a node x in a knowledge graph so that S gives a good “summary” of the node x. In this paper we present a diversity-aware objective measure so that the DIVERSUM problem is viewed as a combinatorial optimisation problem that is NP-hard.

Then, we report preliminary experimental results (Section IV) run on real data that illustrate the applicability of the presented ACO optimisation technique on the DIVERSUM problem and show that the performance is higher compared with some previous solutions to the problem.

Ant Colony Optimisation approach was described in [3] and subsequently in a large number of publications. A more recent examples are [4] and [5] where also its application to a hard computational problem such as TSP was presented.

The problem of Diversified Entity Summarisation on Knowledge Graphs has been recently described and studied in [2]. In this paper, we study this problem from the optimisation perspective as optimising a properly defined diversity-aware objective function (Section III-C).

A. Contributions

The contributions of this paper include:

• novel self-adaptation mechanism for one of the parameters of ant colony optimisation algorithm, presented in Section II-G
• formulating the DIVERSUM problem as a combinatorial optimisation one, via defining a novel objective function (Section III-C)
• application of ant colony optimisation approach to such defined optimisation problem (Section III)
• promising preliminary experimental results on real data (Section IV)
II. ANT COLONY OPTIMISATION ALGORITHM

Ant System (AS), has been proposed by M. Dorigo in 1992, is a nature-based heuristic which tackles a range class of the real-life optimisation problems by information cooperation (i.e. pheromone trails evolution) inside a set \( A = \{a_1, a_2, \ldots, a_m\} \) of \( m \geq 1 \) abstract agents called ants.

AS algorithm is an iterative method in which the three main rules are repeated sequentially:

- **Neighbour Choosing Rule (AS-NCR)** – which defines the probability of adding a new element to the solution being constructed,
- **Solution Construction Rule (AS-SCR)** – which stands for a process of constructing a complete solution for an input problem (AS-NCR is used inside),
- **Pheromone Update Rule (AS-PUR)** – which determines how the ants exchanges local information to build a global description of a space being under optimisation process.

One extra rule is often added, namely:

- **Pheromone Evaporation Rule (AS-PER)** – which defines quantity of evaporation (loss) of global information written down in pheromone trials.

Ant System heuristic schema:

```plaintext
while (stop condition is false) do
    for every ant \( a_k \) do
        construct solution with AS-SCR (AS-NCR inside)
        for every ant \( a_k \) do
            update pheromone trails with AS-PUR
        evaporate pheromone trials with AS-PER
    Let us list the main components of the Ant System.

A. Neighbour Choosing Rule

Neighbour Choosing Rule is based on the probability of adding to constructed solution a new element \( x_j \), just after \( x_i \) is previously added, is equal to

\[
P_i,j = \frac{(\tau_{i,j})^\alpha (\eta_{i,j})^\beta}{\sum_{k \in \Theta} (\tau_{i,k})^\alpha (\eta_{i,k})^\beta}
\]

where \( \Theta \) is a set of indexes of all actually reachable elements and:

- \( \tau_{i,j} \) – is pheromone trail value connected with an action of choosing element \( x_j \) just after an element \( x_i \) is chosen,
- \( \eta_{i,j} \) – is heuristic value connected with an action of choosing element \( x_j \) just after an element \( x_i \) is chosen (this coefficient is defined within an input problem),
- \( \alpha, \beta \) – are parameters that control the relative weight of pheromone trail and heuristic value; they need to be adapted.

One of the results of our paper is to define and implement a self-adaptation algorithm for the parameter \( \alpha \); here we assume \( \beta = 0 \).

B. Pheromone Update Rule

In Pheromone Update Rule for ant \( a_k \) the following action is executed

\[
\tau_{i,j} \leftarrow (1 - \rho) \tau_{i,j} + \Delta_k
\]

where \( \Delta_k \) is a value of fixed function of solution quality, and the following Pheromone Evaporation Rule has been already incorporated

\[
\tau_{i,j} \leftarrow (1 - \rho) \tau_{i,j}
\]

where \( \rho \) is a fixed evaporation coefficient.

In our paper we are generalise the Ant System in the form of a Discrete Ant System. In its heuristic we face with a collective work, performed by a discrete number of objects and with the use of a discrete number of functions (tools), that may possess only a discrete number of different values.

By an optimisation problem we understand a given quadruple \((\Sigma, R, \Delta, \|\|)\), where:

- \( \Sigma = \{x_1, x_2, \ldots, x_n\} \) – is a finite set of \( n \) indexed objects (symbols),
- \( R \subset \Sigma^* \) – is a finite set of \( r \) indexed solutions (words),
- \( \Delta : \Sigma^* \rightarrow \{0, 1\} \) – is a solution acceptance function such, that

\[
\Delta(\omega) = \begin{cases} 1, & \text{if } \exists (\omega' \in \Sigma^*, \omega'' \in R) (\omega \circ \omega' = \omega'') \\ 0, & \text{in other case} \end{cases}
\]

- \( \|\| : R \rightarrow R_+ \cup \{0\} \) – is a solution quality function, where we deal here with the minimisation problem for the quality function.

Notice that this definition of the optimisation problem is suitable for a wide range of real-world computation problems including NP-hard combinatorial problems. For example in the traveling salesman problem (TSP) the set \( \Sigma \) contains all labels of vertices of the graph under consideration and \( R \) is the set of all permutations of \( \Sigma \). In a discrete knapsack problem, on the other hand, \( \Sigma \) is the set of all objects to be put into knapsack, while \( R \) is the set of words-solutions representing filling methods of the knapsack, taking into account all combinations and constrains put on the number of objects.

The solution \( \omega^* \in R \) is an optimal one if

\[
\forall (1 \leq i \leq \tau) (\|\omega_i\| \geq \|\omega^*\|)
\]

Let \( R^*_o \subset R \) denote the set of all optimal solutions. Our task in the optimisation problem \((\Sigma, R, \Delta, \|\|)\) is to find any optimal solution \( \omega^* \in R^*_o \).
C. Pheromone Trail: Basic Variant

The value of saturation of pheromone trail left by an ant is upper bounded by $\tau_{\text{max}} \in \mathbb{N}$. We assume that

$$\mathbb{H} = \{1, 2, \ldots, \tau_{\text{max}}\}$$

is a set of possible values of saturation of pheromone trail. Then $F \in \mathbb{H}^n$ is a column vector of size $n$ which defines the saturation level of pheromone trail, where $F[i]$ is a value connected with an ant’s possibility of choosing an object $x_i$. Next

$$\mathcal{F} = \{F_1, F_2, \ldots, F_l\}$$

is a finite set of all possible indexed vectors of saturation level. Notice that

$$f = (\tau_{\text{max}})^n$$

In our DAS algorithm we introduce a new object the matrix $H \in \mathbb{H}^{n \times n}$ of size $n \times n$, which determines the saturation level of pheromone trail, where $H[i,j]$ is a value connected with an ant’s moving action from an object $x_i$ to an object $x_j$. Thus

$$\mathcal{H} = \{H_1, H_2, \ldots, H_0\}$$

is a finite set of all possible indexed matrices of saturation level. Similarly

$$h = (\tau_{\text{max}})^{n^2}$$

D. Pheromone Trail – Probabilistic

Now let $\hat{\mathbb{H}}$ be a set of discrete probabilistic values over set $\mathbb{H}$ of all possible values of saturation of pheromone trail, namely

$$\hat{\mathbb{H}} = \left\{ \frac{a}{b} : a \in \{1, 2, \ldots, \tau_{\text{max}}\}, b \in \{1, 2, \ldots, n \cdot \tau_{\text{max}}\} \right\},$$

where $0 < \frac{a}{b} \leq 1$. Then, we define the following reduction function $\Omega$ for the column vectors of set $\mathcal{F}$ where $\mathcal{F} \times \mathcal{R} \times \mathcal{R} \rightarrow \hat{\mathbb{H}}^n$ and $\Omega(F, \omega, \alpha) = \hat{F}$ is a stochastic column vector, that according to the rule

$$\hat{F}[i] = \left\{ \begin{array}{ll} \frac{F[i]^n}{\sum_{i \in \hat{\mathbb{H}}} F[i]^n} & \text{if } \Delta(\omega x_i) = 1 \\ \{f : \Delta(x_i) = 1\} & \text{if } \Delta(\omega x_i) = 0 \\ 0 & \text{in other case} \end{array} \right., \quad (1)$$

for $\alpha$ being a coefficient which describes an individual behavior of a single ant.

E. Neighbour Choosing Rule

The action of Neighbour Choosing Rule is governed by the nondeterministic function, called here $\text{NCR}: \mathcal{F} \times \Sigma^* \rightarrow \Sigma$ which at given $F \in \mathcal{F}$ and actually constructed word $\sigma \in \Sigma^*$ assume values $x_i$ with the probability given by Eq.(1). It can be formulated as follows:

**Remark 1.** For any column vector $F \in \mathcal{F}$ and any word $\sigma \in \Sigma^*$ and arbitrary symbol $x \in \Sigma$ the following takes place

$$Pr(\text{NCR}(F, \sigma) = x) \in (0, 1), \text{ if } \Delta(\omega x) = 1, \text{ and} \quad (2)$$

$$Pr(\text{NCR}(F, \sigma) = x) = 0 \text{ in other cases.}$$

This is the basis of the next nondeterministic evolution mechanism in DAS, related to the solution construction rule $\text{SCR}$, where $\text{SCR} : \mathcal{F} \times \mathcal{H} \rightarrow \mathcal{R}$. This rule is the composition of a sequence of independent events generated by a multiple application of the mechanism $\text{NCR}$, unless an internal stop condition is meet. In the reality after the initiation of the algorithm and the formation of the first element of the word-solution, according to the column vector $F$ and

$$\omega \leftarrow \text{NCR}(F, \varepsilon), \quad (3)$$

at some $i$-th stage of the iteration process we obtain a word $\omega = x_1, x_2, \ldots , x_j$, say, then as the result of the $i$-th column vector of the matrix $H$, denoted here by $H[l, i]$, we determine the next element

$$x_{j+1} \leftarrow \text{NCR}(H[l, i], \omega), \quad (4)$$

with the probability given by the property of the rule $\text{SCR}$. Then we add the next symbol $x_{l+1}$ at the end of the word $\omega$, i.e.

$$\omega \leftarrow \omega x_{l+1}. \quad (5)$$

From this description we can formulate the following remark concerning the probabilistic nature of $\text{SCR}$.

**Remark 2.** For any column vector $F \in \mathcal{F}$, an arbitrary matrix $H \in \mathcal{H}$ and a word-solution $\omega \in \mathcal{R}$ of the form $\omega = x_1, x_2, \ldots , x_n$, the following is true:

$$Pr(\text{SCR}(F, H) = \omega) =$$

$$= Pr(\text{NCR}(F, \varepsilon) = x_1) \prod_{i=1}^{n-1} Pr(\text{NCR}(H[l, i], x_1, x_2, \ldots, x_i), \quad (6)$$

which means, by Remark 1, that

$$Pr(\text{SCR}(F, H) = \omega) \in (0, 1). \quad (7)$$

The last statement has a fundamental meaning for our nondeterministic algorithm: each word-solution $\omega \in \mathcal{R}$, and by this each optimal word-solution from $\mathcal{R}^* \subset \mathcal{R}$ may be obtained with a positive probability, as a result of the application of the SCR rule in an arbitrary pheromone structure $F$ and $H$. To these, rather static, mechanisms NCR and SCR we are adding a dynamic one that is related with the actualisation of the pheromone intensity on the trails, governed by the rule $\text{PUR}$. In this way we are introducing a dynamic exchange of information.

The $\text{PUR}$ mechanism has two components: short range and long range, and is deterministic. They act on elements of the sets $\mathcal{F}$ and $\mathcal{H}$. We are adding (increasing) some amount of pheromone, by the application of two operators

$$\text{inc}_\mathcal{F} : \mathcal{F} \times \mathcal{R} \rightarrow \mathcal{F}, \text{ and } \text{inc}_\mathcal{H} : \mathcal{H} \times \mathcal{R} \rightarrow \mathcal{H}, \quad (8)$$

and we are decreasing the amount of pheromone by the application of two next operators

$$\text{dec}_\mathcal{F} : \mathcal{F} \times \mathcal{R} \rightarrow \mathcal{F}, \text{ and } \text{dec}_\mathcal{H} : \mathcal{H} \times \mathcal{R} \rightarrow \mathcal{H}. \quad (9)$$
If \( \omega = x_{l_1}, x_{l_2}, \ldots, x_{l_r} \) is a word-solution, then the action of \( \text{inc}_F \) on the vector \( F \) is

\[
F[l_1] \leftarrow \min(\tau_{\max}, F[l_1] + 1)
\]

and the action of \( \text{dec}_F \) is

\[
F[l_1] \leftarrow \max(1, F[l_1] - 1),
\]

on the vector element with the index \( l_1 \), being the index of the first element of the solution \( \omega \).

The application of two other operators \( \text{dec}_{\text{HL}} \) and \( \text{dec}_{\text{HL}} \) is governed by two formulae:

\[
H[l_i, l_{i+1}] \leftarrow \min(\tau_{\max}, H[l_i, l_{i+1}] + 1), \quad \&
H[l_i, l_{i+1}] \leftarrow (\max(1, H[l_i, l_{i+1}] - 1) - 1)
\]

respectively, for all elements \( H[l_i, l_{i+1}] \) of the matrix \( H \), where \( i = 1, 2, \ldots, r \) is the subsequent index of the symbols of the solution \( \omega \).

**F. Theoretic model of DAS**

Now we describe the theoretical model of DAS for the single ant, because of its simplicity. The extension for a set of ants is rather of technical nature, because of the sequential character of the algorithm in a loop.

By a state of an ant at time \( t \) we understand a quadruple

\[
(F(t), H(t), \omega(t), \alpha_0(t))
\]

where all objects, but the last one, have been already introduced and the index \( (t) \) means that it is their actual values at time \( t \). The last object is the historical value of the best word-solution obtained till the moment \( t \).

From the previous considerations we may form the following obvious proposition.

**Proposition 1.**

A. A state of the ant at time \( t + 1 \) depends on the state of the ant at time \( t \), only.

B. The set of all possible states of the ant is finite.

Now we may introduce an algebraic model of an DAS algorithm evolution for a single ant, where:

- \( \hat{U}(t) \in [0,1]^s \) – is a column stochastic vector of size \( s \) such, that \( \hat{U}(t)[i] \) determines a value of probability of a chance that an ant state in moment \( t \) is \( s_i \),
- \( \hat{T} \in [0,1]^{s \times s} \) is a column stochastic matrix of size \( s \times s \) such, that \( \hat{T}[i,j] \) determines a value of probability of a chance that an ant changes its state from \( s_i \) to \( s_j \).

Therefore

\[
\hat{U}(t) \hat{T} = \hat{U}(t+1)
\]  

(10)

gives a probabilistic evolution of an ant state between moments \( t \) and \( t + 1 \). In general if \( \hat{U}(0) \) is an initial distribution of probability of an ant start state, then

\[
\hat{U}(i) = \hat{U}(0) \hat{T}^i
\]

(11)

describes ant state at moments \( i = 1, 2, 3, \ldots \). Hence we formulate the next proposition.

**Proposition 2.**

Evolution process of a single ant in our theoretical model of DAS is a Markovian chain.

The method how to fill the matrix \( \hat{T} \) is described in [6], [7]. The question of the convergence has been solved positively as well, by the application of the convergence theorem formulated for the case of evolutionary algorithms in [8]. In fact we may formulate the result on the so-called pointwise convergence of the DAS, by enlarging the space \( \Sigma^* \) and adding a super-state composed of all states in which the last elements are undistinguishable by the solution quality function.

**G. Self-adaptation of \( \alpha \) parameter**

For the purpose of numerical experiments presented in the article, we introduced a new mechanism for self-adaptation of \( \alpha \) parameter occurring in the equation determining the probability of obtaining by a single ant a solution \( \omega \in \mathbb{R} \) (see the equation at the beginning of Section II-E and Eq.1). The mechanism is based on the notion of radius variation of \( \alpha \) parameter which is further denoted by \( \gamma \). For practical reasons (arithmetic capabilities of computer’s CPU) we aim to reduce \( \gamma \) possible values by \( 0 \leq \gamma < \max \), where \( \max \) is some fixed constant. Then, value of \( \alpha \) parameter at time \( t \) is in range from \( 1.0 \) to \( 1.0 + \gamma \) (strengthening the pheromone trace) or from \( \frac{1.0}{1.0 + \gamma} \) to \( 1.0 \) (reducing the pheromone trace).

Initially (time \( t = 0 \)) condition \( \gamma = 0.0 \) is satisfied, thus \( \alpha \) parameter is equal to \( 1.0 \) (neutral state). In each subsequent iteration \( t > 0 \) we increment \( \gamma \) radius by \( \frac{1}{N} \), where \( N \) is the size of the ant nest. Next \( \alpha^* \) is value of \( \alpha \) coefficient which was previously used while currently best result \( \omega^* \) was found. Further \( \alpha \) self-adaptation mechanism is in accordance with the following rules:

- if \( |\alpha - \alpha^*| \leq \frac{1}{2} \) holds, then \( \alpha \) value is reset randomly with uniform probability in the range from \( 1.0 \) to \( 1.0 + \gamma \) or form \( \frac{1.0}{1.0 + \gamma} \) to \( 1.0 \),
- if \( |\alpha - \alpha^*| > \frac{1}{2} \) holds, then \( \alpha \) value is reset to \( \frac{\alpha + \alpha^*}{2} \) (bisection scheme).

Finally, if solution \( \omega \) found at time \( t \) is better than solution so far the best \( \omega^* \), \( \gamma \) is again set at \( 0.0 \).

The above mechanism of self-adaptation of \( \alpha \) parameter can be limited in the space of discrete values. Thus, all of the properties of Discrete Ant Algorithm introduced before, including most significant pointwise convergence, are sustained.

**III. APPLICATION TO ENTITY SUMMARISATION**

In this section, we demonstrate the application of the described optimisation technique on an interesting NP-hard optimisation problem concerning entity summarisation on semantic knowledge graphs that was recently proposed in [2].

**A. Semantic Knowledge Graphs**

A semantic knowledge graph (henceforth denoted as KG) is a quite novel format for representic semantic data. Knowledge graphs can be automatically or semi-automatically constructed in a process of “knowledge harvesting” from large corpora of text documents e.g. from the WWW, with use of advanced open-domain information extraction technology. There are
existing large datasets in such formats, e.g. DBpedia [9] or YAGO [10]

Basicly, KG constists of: fact graph and ontology.
The fact graph is a directed multi-graph where

- each node represents some entity (e.g. musician, actor, politician etc.) from some domain (e.g. art, movies, politics, etc.), e.g. "Fryderyk Chopin"
- each directed arc represents some “fact” concerning the entities being its ends, e.g. "Fryderyk Chopin is composer". Such facts are commonly represented as so called RDF-triples, that consist of subject, predicate and object, that is often denoted in the relational form: predicate (subject, object) (e.g. is(Fryderyk Chopin, composer).

The ontology represents type hierarchy of the entities, i.e. each entity is connected to type node(s) in the ontology by special arcs like "type", etc.

B. Entity Summarisation

[2] studies a problem of entity summarisation in KG, i.e. given an entity (to be summarised) \( x \), knowledge graph \( G \) and (small) \( k \in \mathbb{N}^+ \) (a limit on number of facts in the summary) to select a set \( S \) of facts concerning the entity \( x \) that make a concise “summary” of \( x \). In graph terms the problem consists in selecting a small set of “representative” arcs incident with \( x \) in the graph.

Since a node in a large KG (like DBpedia or YAGO) can easily have degree of 100 or higher, and the typical value of \( k \) is around 10, it naturally leads to a hard optimisation problem of how to select “the best” facts to the summary.

C. Novel Diversity-aware quality measure of entity summary

A good summary should select the most important facts concerning the entity. Furthermore, as observed and experimentally confirmed in [2], a desired summary would be diversified i.e. contain facts that concern various aspects of the entity being summarised.

This would be stated as a combinatorial optimisation problem via a properly defined bi-criteria objective function \( \text{obj} \) that takes into account 1) importance of facts, 2) mutual “dissimilarity” between facts.

More precisely, the problem can be defined as: out of the (given) set \( D \) of all facts concerning the entity, select a subset \( S \) of (up to) \( k \) facts so that the following measure is maximised:

\[
\text{obj}(S) = (k - 1) \sum_{d_1 \in S} \text{imp}(d_1) + 2\delta \sum_{d_1 \neq d_2 \in S} \text{diss}(d_1, d_2)
\]

where \( \text{imp} : D \rightarrow \mathbb{Q}^+ \) is a “importance” weight of a fact and \( \text{diss} : D^2 \rightarrow \mathbb{Q}^+ \) is represents pairwise “dissimilarity” of two facts and \( \delta \) is a parameter to balance between the two criteria of “importance” and “dissimilarity” (to be tuned experimentally). We assume that \( \text{imp} \) is an increasing function of importance and \( \text{diss} \) is an increasing function of dissimilarity of facts.

E.g. given entity “Albert Einstein” and two facts concerning this entity: \( d_1 = \text{hasWonPrize}(\text{Albert Einstein, Nobel Prize}) \) and \( d_2 = \text{hasWonPrize}(\text{Albert Einstein, Mateucci Medal}) \) it seems reasonable that \( d_1 \) is more important than \( d_2 \). In addition, given a fact \( d_3 = \text{hasChild}(\text{Albert Einstein, Evelyn Einstein}) \) it seems reasonable that \( \text{diss}(d_1, d_2) \) is lower than \( \text{diss}(d_1, d_3) \), etc.

The \( \text{imp} \) and \( \text{diss} \) functions can be computed based on structural and statistical properties of the underlying knowledge graph. In this paper we assume that the values of the functions are computed externally and we do not focus on this issue.

The factors of \((k - 1)\) and 2 are used in the formula to reflect the fact that there are \(k(k - 1)/2\) possible pairs of a k-element set.

The problem of optimising the \( \text{obj} \) function defined above is NP-hard (i.e. it can be reduced from MaxSumDispersion NP-hard optimisation problem). If the \( \text{diss} \) function was a metric, one would adapt the existing 2-approximation algorithm for the MaxSumDispersion problem to this problem.

In the next section, we experimentally apply the ACO optimisation method described in Section II to solve hard optimisation problem defined here. This is additionally justified by the fact that \( \text{diss} \) function is not necessarily a metric what excludes the applicability of some known approximation algorithms for the MaxSumDispersion problem.

IV. Experiments

To study practical properties of the described approach we used YAGO2 semantic knowledge database [10] as the underlying knowledge graph. We run the experiments on a sample of entities representing some known people. Some of them, that represent actors, were earlier used for evaluation in [2] and some (e.g. “Albert Einstein”) are new. Table I presents selected entities with number of facts assigned. Also number of unique predicates per entity is shown in third column. One can see that the number of facts varies much between entities but for each of them is much higher than 12. This implies that applying a brute force approach of considering all possible 12-element subsets of incident arcs (facts) would be of prohibitive time complexity.

For each fact of an entity we calculated its importance weight and for each pair of facts we calculated dissimilarity. Weights and dissimilarities were later used in \( \text{obj}(S) \).

A weight of a fact is given by normalised weight of an object (ending of an edge). We applied undirected random

\[\text{Table I}
\begin{tabular}{|c|c|c|}
\hline
Entity & Number of facts & Number of predicates \\
\hline
Albert Einstein & 32 & 10 \\
John Wayne & 135 & 12 \\
Denzel Washington & 34 & 7 \\
Robert Mitchum & 61 & 5 \\
\hline
\end{tabular}\]
walk (with probability of getting back to the entity set to 0.15) over graph of facts. From this we obtained global weights of entities. In the next step we took facts (with associated endings = objects) associated to a studied entity and scaled weights in a way to fit in range $[0, 1]$. At the end, the most important fact assigned to the entity has weight 1.0 and the least important $\epsilon(\approx 0)$.

A dissimilarity of two facts associated with an entity was calculated using information about types of the entity. Using information about neighbourhood in hierarchy of types we measure how often both facts occur in similar entities. By similar we understand these of close types. Applied method returns dissimilarities always in range $[0, 1]$.

A. Preliminary Results

Figure 1 presents sample results ($k = 7$) of our method for $\delta = 0.0$ (diversity oblivious variant) and $\delta = 10.0$ (diversity aware variant) in comparison to the results of diversity aware algorithm from [2]. Although we show full results only for single entity (“Denzel Washington”) outcomes for other entities have similar properties. Facts shown on different images were placed to resemble their similarity. One should note that since the time of writing [2] the YAGO2 database has been substantially updated and that could slightly influence final results. However we can see that in Diversum image and in image for $\delta = 10.0$ some facts are equal e.g. directed(D.Wash., The Great Debaters), influences(D.Wash., Noah Sife). Correspondence between other facts can also be found e.g. a fact actedin(D.Wash., DJ Vu) was replaced with fact actedin(D.Wash., The preacher’s wife), information about birth date and children were replaced with place of birth, wife and gender. Similar correspondence can be found between facts hasMonPrize(D.Wash., Academy Award for Best Actor) and hasMonPrize(D.Wash., Tony Award).

Additional remarks can be stated after comparison of images for $\delta = 0.0$ and $\delta = 10.0$. One can see that for $\delta = 0.0$ facts connected to acting career dominate summarisation. Information about influence, wife and birth place was replaced with further information about movies that Denzel Washington acted in.

To measure overall quality of obtained summarisations we used Wikipedia info-boxes. Our method is based on this used in [2]. Let $S(e)$ (where $|S(e)| = k$) denote set of facts in summarisation of an entity $e$ and $W(e)$ denote set of facts that can be found in info-box on corresponding Wikipedia pages. Let $f_1 \succ f_2$ mean that $f_1$ is equal or more specific fact than $f_2$ and $f_2$ can be inferred from $f_1$. For example: the fact that someone is an actor can be inferred from the fact that he played in some specific movie. \(\text{Recall'}\) is then defined as:

\[
\text{Recall'}(e) = \frac{|\{f : f \in W(e) \land \exists f' \in S(e) f' \succ f\}|}{|W(e)|}
\]

Tables II and III present comparison of our method to results of Diversum and Precis [2]. \(\text{Recall'}\) measure for $obj(S)$ with $\delta = 0/1/10$ and for Diversum and Precis is shown. Table II contains results for $k = 7$ and Table III for $k = 12$. One can see that our approach performs much better than Precis which seems to be the weakest one. The second worst approach is $obj(S)$ with $\delta = 0$ what shows how important diversity is. Diversum algorithm is much better and its results are comparable to our method with $\delta = 1$. When $\delta$ is set to 10 and diversity is high quality is the best according to the measure. Overall results are promising but need to be verified in further experiments on more entities.

Authors of \(\text{Recall'}\) assumed that info-boxes have size of about 7-12. This is not necessary true in our case e.g. for “Albert Einstein” there is 54 facts. Therefore we suggest
TABLE III
COMPARISON OF Recall′ FOR k = 12.

<table>
<thead>
<tr>
<th>Entity</th>
<th>δ=0</th>
<th>δ=1</th>
<th>δ=10</th>
<th>Div. Prec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>J. Wayne</td>
<td>0.46</td>
<td>0.54</td>
<td>0.54</td>
<td>0.42</td>
</tr>
<tr>
<td>D. Wash.</td>
<td>0.50</td>
<td>0.67</td>
<td>0.67</td>
<td>0.60</td>
</tr>
<tr>
<td>R. Mitchum</td>
<td>0.30</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>mean:</td>
<td>0.42</td>
<td>0.57</td>
<td>0.57</td>
<td>0.51</td>
</tr>
</tbody>
</table>

TABLE IV
DIFFERENT MEASURES FOR “D. Washington” k = 7.

<table>
<thead>
<tr>
<th>δ</th>
<th>Recall</th>
<th>Recall</th>
<th>Precision</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.50</td>
<td>0.43</td>
<td>0.71</td>
<td>0.54</td>
</tr>
<tr>
<td>1</td>
<td>0.50</td>
<td>0.43</td>
<td>0.57</td>
<td>0.49</td>
</tr>
<tr>
<td>10</td>
<td>0.67</td>
<td>0.57</td>
<td>0.57</td>
<td>0.57</td>
</tr>
</tbody>
</table>

modified measures:

Recall(e) = \frac{|\{f : f \in W(e) \land \exists f \in S(e) f' \triangleright f\}|}{|S(e)|}

Precision(e) = \frac{|\{f' : f' \in S(e) \land \exists f \in W(e) f' \triangleright f\}|}{|S(e)|}

Precision says how many facts out of returned k infer facts from info-box. Recall measures how many facts in info-box can be derived from summarisation or in different words: what fraction of facts we covered out of k possible to cover. As long as single fact from summarisation can infer one or zero facts in info-box, what is a specific property of considered data, Recall is limited to 1.0.

One should note that Wikipedia info-boxes contain some types of facts that are not included in YAGO2. Therefore we decided to update sets S(e) in a way to keep only these facts that can be connected to facts in knowledge base according to relation \triangleright.

Sample comparison of different measures for entity “Denzel Washington” can be found in Table IV. For this entity there is only 6 facts from Wikipedia info-box included into S(e) therefore Recall < Recall′. Recall that parameter δ controls diversity of results. For δ = 0.0 only weights are taken into account and dissimilarities are omitted. For δ = 1.0 we expect results balanced in weight and diversity and for δ = 10.0 we expect highly diversified results. One can note that Precision is very high for δ = 0. The reason is that from every fact “acted in movie“ we can infer that “D. Washington“ is an actor. From practical point of view it would be enough to include single fact of such type. This situation points out vulnerability of this measure.

Tables V and VI presents average values of four entities from Table I of measures for k = 7 and k = 12. An analysis shows that both Recall and Recall′ increase when δ increases. It means that for higher values of δ more facts from info-boxes is covered. Precision is the highest for δ = 0. The reason of this behaviour was explained earlier (in context of “Denzel Washington“ entity). The highest values of F1 were obtained for δ = 10 and at the end this value seem to be the best option.

To study deeper the influence of a parameter δ in obj(S) we performed three experiments for different values (0, 1.0, 10.0) of this parameter. Tables VII and VIII compare selected facts for different values of parameter δ. Each column says what fraction of facts is common for results with two different values of δ e.g. second column (“1 vs. 0“) says how many facts is retained when δ = 0.0 is changed to δ = 1.0. The Table VII presents results for k = 7 and Table VIII for k = 12. Additionally Figure 2 visually compares second columns from tables.

To study deeper the influence of a parameter δ in obj(S) we performed three experiments for different values (0, 1.0, 10.0) of this parameter. Tables VII and VIII compare selected facts for different values of parameter δ. Each column says what fraction of facts is common for results with two different values of δ e.g. second column (“1 vs. 0“) says how many facts is retained when δ = 0.0 is changed to δ = 1.0. The Table VII presents results for k = 7 and Table VIII for k = 12. Additionally Figure 2 visually compares second columns from tables.

Fig. 2. Fraction of facts shared for δ = 0.0 and δ = 10.0.

TABLE VII
COMMON FACTS FOR DIFFERENT VALUES OF δ (K=7).

<table>
<thead>
<tr>
<th>Entity / δ</th>
<th>I vs. 0</th>
<th>10 vs. 0</th>
<th>10 vs. 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Einstein</td>
<td>0.71</td>
<td>0.71</td>
<td>1.00</td>
</tr>
<tr>
<td>J. Wayne</td>
<td>0.57</td>
<td>0.57</td>
<td>0.57</td>
</tr>
<tr>
<td>D. Wash.</td>
<td>0.57</td>
<td>0.57</td>
<td>0.71</td>
</tr>
<tr>
<td>R. Mitchum</td>
<td>0.43</td>
<td>0.43</td>
<td>0.57</td>
</tr>
<tr>
<td>mean:</td>
<td>0.57</td>
<td>0.57</td>
<td>0.71</td>
</tr>
<tr>
<td>std:</td>
<td>0.12</td>
<td>0.12</td>
<td>0.20</td>
</tr>
</tbody>
</table>

TABLE VIII
COMMON FACTS FOR DIFFERENT VALUES OF δ (K=12).

<table>
<thead>
<tr>
<th>Entity / δ</th>
<th>I vs. 0</th>
<th>10 vs. 0</th>
<th>10 vs. 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Einstein</td>
<td>0.50</td>
<td>0.50</td>
<td>0.92</td>
</tr>
<tr>
<td>J. Wayne</td>
<td>0.50</td>
<td>0.42</td>
<td>0.75</td>
</tr>
<tr>
<td>D. Wash.</td>
<td>0.50</td>
<td>0.42</td>
<td>0.92</td>
</tr>
<tr>
<td>R. Mitchum</td>
<td>0.50</td>
<td>0.50</td>
<td>1.00</td>
</tr>
<tr>
<td>mean:</td>
<td>0.50</td>
<td>0.46</td>
<td>0.90</td>
</tr>
<tr>
<td>std:</td>
<td>0.00</td>
<td>0.05</td>
<td>0.10</td>
</tr>
</tbody>
</table>
An analysis of Tables VII and VIII and Figure 2 leads to several remarks. At first, when $\delta$ is changed from 0.0 to 1.0 or 10.0 about half of facts is retained. It holds both for $k = 7$ and $k = 12$. However facts selected for $\delta = 1.0$ and $\delta = 10.0$ differs much e.g. about 30% facts differs for $k = 7$ and about 10% for $k = 12$. The difference in behaviour can be explained by small differences between top facts.

What is more, one can see that there are entities that are resistant to changes of $\delta$. Figure 3 presents comparison of facts shared between situations $\delta = 1.0$ vs. $\delta = 10.0$ for $k = 7$ and $k = 12$. One can see that for “Albert Einstein” all facts are retained. By checking Table VII one can also see that for this entity adding information on dissimilarity ($\delta \neq 0$) changed results much less than for the others.

Fig. 3. Fraction of facts shared for $\delta = 1.0$ and $\delta = 10.0$.

V. CONCLUSIONS

Results obtained at current level of advance of our project are very promising. In all cases our results were not worse than those described in [2]. Most importantly, the preliminary results indicate appropriate tuning of the $\delta$ parameter in the newly proposed solution quality measure makes it possible to beat the performance of the previously proposed diversity-aware algorithm (DIVERSUM) presented in [2]. Anyways, further experiments and evaluations need to be done to confirm this, including user-based evaluations.

Also the issue of tuning the $\delta$ parameter should be separately studied as well as theoretical properties of the proposed measure.

In future work it would be also interesting to experimentally compare the performance of the presented optimisation technique, especially the influence of the novel self-adaptation mechanism, with some other existing sub-optimal approaches, e.g. approximation algorithms for the Max Sum Dispersion problem and other NP-hard optimisation problems.
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Abstract—In the article we present a comparison of the classification algorithms focused on labeling Fire&Rescue incidents with threats appearing at the emergency scene. Each of the incidents is reported in a database and characterized by a set of quantitative attributes and by natural language descriptions of the cause, the scene and the course of actions undergone by firefighters. The training set for our experiments was manually labeled by the Fire Service commanders after deeper analysis of the emergency description. We also introduce a modified version of Explicit Semantic Analysis method and demonstrate how it can be employed for automatic labeling of the incident reports. The task we are trying to accomplish belongs to the multi-label classification problems. Its practical purpose is to support the commanders at an emergency scene and improve the analytics on the data collected by Polish State Fire Service.
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I. INTRODUCTION

The main goal of Fire Services activity at the fire ground is elimination or neutralisation of arisen threats. Therefore, the core of the Fire&Rescue (F&R) action is to adequately recognize possible dangers for the involved people and properties. A specific emergency generates specific threats. It implies that if we possess a description of the emergency we could predict dangers, or more precisely threats, related to the actual emergency.

Threats Matrix at the incident scene. Therefore Polish Incident Managers do not use the method of filling the Threats Matrix. Therefore Polish Incident Data Reporting System called EWID lacks of this information. In the previous work [4] we labeled incidents with threats manually. The reports from EWID database were analysed and labeled by extramural students of The Main School of Fire Service with commanding experience. We selected only commanders having at least seven years experience in commanding. They were involved as experts – practitioners in labeling real action reports from the EWID system.

We created a special system to support manual labeling the reports. The labeling process consists of two main phases:

In German language, column names are chosen so that they can be easily remembered. In order to help to memorize all threats by commanders, German threats’ names were taken to form the following pattern: AAAA-C-EEEE Angstreaktion, Atemgifte, Atomare Strahlung, Ausbreitung, Chemische Stoffe, Einsturz, Elektrizität, Erkrankung, Explosion. The sign ‘–’ in the table indicates, that this threat in general does not apply to this object. At the background of filled Threats Matrix, German commanders define the Threat Focus and organize their actions accordingly.

If we could create a computer system which can recognize threats at the fire ground, we would effectively support the commanders in doing their duty. Moreover, our previous research [2], [3], [4] show that analytics performed in abstract spaces, such as Threats Matrix allows to reduce significantly the number of dimensions without loosing the information about complexity of the real phenomena. Unfortunately, the Polish Fire Services do not use the method of filling the Threats Matrix at the incident scene. Therefore Polish Incident Data Reporting System called EWID lacks of this information.

In the previous work [4] we labeled incidents with threats manually. The reports from EWID database were analysed and labeled by extramural students of The Main School of Fire Service with commanding experience. We selected only commanders having at least seven years experience in commanding. They were involved as experts – practitioners in labeling real action reports from the EWID system.

We created a special system to support manual labeling the reports. The labeling process consists of two main phases:
tutorial phase and labeling phase. The tutorial phase was focused on introducing the Threats Matrix and the layout of EWID incident reports to the experts. It was divided into three consecutive parts. In the first part, experts were introduced to the format and purpose of the Threats Matrix. In the second part, some examples of filled Threats Matrices were presented and discussed with the experts. In the third part, experts received an exemplary EWID report together with a Threats Matrix describing this report. The labeling phase consisted of many evaluation stages. At every stage the experts were provided with a single EWID report. On the ground of the information about the incident described in the report, they were asked to evaluate threats which appeared during the reported incident and to complete its Threats Matrix. Every expert was asked to label at least 100 EWID reports. Every report description was labeled by only one expert. In total, we collected 406 labeled incident descriptions.

The presented method has very serious shortcomings – it is not scalable. If we need more labeled reports we need more commanders. Up to now approximately 7 million reports have been collected In the EWID database. Moreover, every day 1 500 new reports are submitted into the system. It is obvious that such a number of incidents is not manually manageable by people.

This article is devoted to prediction methods from Machine Learning which can be used to label the incidents automatically. We use the 406 labeled incidents as a data set to train and evaluate our classification algorithms. We analyse different data representation and different multi-label classification methods in order to find the best one.

The remaining of the paper is structured as follows. In Section II we describe our data set which was used as an input in our experiments. In Section III we present our method of the analysis focused on determining the best classification algorithm and data representation. Section IV contains the results of the conducted experiments. The article is concluded with the interpretation and a summary of the research results, as well as a discussion on perspectives for the future research.

II. DESCRIPTION OF THE DATA

Our data set consists of 291 683 F&R reports. They contain information about the incidents responded by Fire Service, from the years 1992 to 2011. The data concerns the incidents which happened in Warsaw City and its surroundings. In this data set 136 856 reports represent fires, 123 139 local threats and 31 556 reports. From this set 406 reports were labeled by the experts. We used these reports in our experiments described in Section III.

Each of the reports consists of an attribute section and a natural language description part. The attribute section contains 506 attributes describing all types of incidents. However, depending on category of the incident, the number of attributes that take values different than zero varies from 120 to 180 for a report. Most of the attributes are boolean (True/False) type but there are also numerical values (i.e. fire area, amount of water used).

The natural language description (NL) part is an extension to the attribute part. It was designed to store information, which can not be represented in a form of a set of attributes. Unfortunately there is no clear regulation what should be written in the NL part. Therefore, in this part a full spectrum of information, from detailed information including time coordinates, to the very general and brief descriptions can be found. The simple statistics reveal that NL part contains approximately three sentences that describe the situation at the fire ground, actions undertaken and weather conditions. Figure II depicts the idea of a report representation in EWID database.

In factual aspects, the data stored in the EWID contain information about persons, objects involved in the incident and methods used to eliminate the arisen threats.

In our experiments we used a subset of this data set. For the process of labeling (assigning threats) the incidents by domain experts, we selected only the reports representing fires of residential buildings. This subset of the data consisted of 31 556 reports. From this set 406 reports were labeled by the experts. We used these reports in our experiments described in Section III.

III. Method

The labeling methodology was briefly presented in Section I and is broadly discussed in [4]. In this section we present several approaches to automated labeling of the reports.

In this research we pay a special attention to two aspects of the task: finding an appropriate classification algorithm and selecting a good input data representation. The first approach can be divided into two groups: classifiers which operate on incident features and classifiers which operate on features of the threats. The set of possible representations for the second task consists of: structured part only (SP), NL part only (NLP), structured part plus bag-of-words of descriptions of object (SP-OD), structured part bag-of-words and NL part transformed to the LSA space (SP-OD-LSA). In the next subsections we describe the utilized methods in detail. All the performance evaluation experiments were conducted on a training set of 285 incidents and a test set consisting of 122 incidents.
A. Classification on Structured Part Only

As was mentioned in section II the structured part of EWID database is represented by 506 attributes. However, for our subset of 406 incidents many of them have zero values for each of the incidents. Therefore, we removed those attributes from our subset. We also removed semantically irrelevant attributes, such as ID of a fire station. As a result we obtained an information system with 208 attributes, from which 24 were numeric and 184 were of a boolean type. The prediction targets were sets of combinations of threats and threatened objects (the risks). The set of the possible risks was created as a Cartesian product of threats and objects from the Threats Matrix. Such a representation constituted an input for our classifiers.

Our first experiment was focused on determining the best classifier for a given representation. In this experiment we used the whole set (406 cases) and 5 folds cross-validation technique to evaluate the efficiency of different classifiers. We tested: Naïve-Bayes (NB), Classification Tree, Support Vectors Machine (SVM), Clark Niblett induction algorithm (CN2) and Random Forrest. We used Matthew correlation coefficient (MCC)\(^1\) to evaluate the efficiency of the selected classifiers. Table II depicts the comparison of the results.

<table>
<thead>
<tr>
<th>Method</th>
<th>AUC</th>
<th>F1-score</th>
<th>MCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>0.76</td>
<td>0.61</td>
<td>0.33</td>
</tr>
<tr>
<td>Classification Tree</td>
<td>0.71</td>
<td>0.53</td>
<td>0.26</td>
</tr>
<tr>
<td>SVM</td>
<td>0.75</td>
<td>0.46</td>
<td>0.27</td>
</tr>
<tr>
<td>CN2 rules</td>
<td>0.76</td>
<td>0.50</td>
<td>0.31</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.71</td>
<td>0.45</td>
<td>0.20</td>
</tr>
</tbody>
</table>

According to the criteria (MCC measure) presented in Table II the Naïve-Bayes classifier obtained the best results and was selected as a representative for the rest of the experiments. Next, we used training and test methodology to compare the current methods with other approaches. The classifier was trained and tested separately for each of the decisions classes. Then we calculated some performance measures i.e. precision, recall, F1-score in two way: for each of the incidents and for each of the decision classes.

B. Classification on Structured and Object Description Parts

We repeated the experiment described in Section III-A extending the incident representation by the object description attribute. The attribute is an extension to the object type attribute and contains information such as: storey or room of the building where fire occurred, trash localization (inside, outside in the case of a trash fire), etc. This attribute stores the information in natural language form. In order to use this part as a feature vector we transformed it into the bag-of-words representation. We created Term-Document-Matrix (TDM) to transform the NL attribute into a feature vector. However, in order to reduce the number of dimensions, we firstly lemmatized the descriptions using the Morfoligik software [5]. As a result of lemmatization we obtained 1,029 unigrams in bag-of-words representation. Then we repeated the experiments described in Section III-A and calculated the performance measures.

C. Classification on Structured Object Description and NL Part

In this experiment we extended the incidents representation by the entire NL part. The difference between this approach and the one presented in Section III-B is that, we are not limited to the object description attribute only. We used the whole description of the incidents stored in the NL part.

As in the case of object description we lemmatized the textual data and created Term Document Matrix. The TDM revealed that the number of unique words equals 1,277. It our opinion the direct representation of NL part throughout term vector is to exhaustive due to the fact that TDM is a sparse matrix. In order to reduce the number of dimensions and increase the separation of the incidents we use the Latent Semantic Analysis method [6]. After conversion of the TDM into LSA space we obtain 85 dimensions. We calculate the number of dimensions finding the first position in the descending sequence of singular values where their sum, divided by the sum of all values, meets or exceeds the 0.5 share value. Next in order to obtain categorial arguments we discretized the attributes of incidents represented in the LSA space. After discretization, each of the LSA attributes had tree values: -1, 0 or 1. Then, we repeated the experiments described in Section III-A.

D. Classification Based on Features of the Threats

In this experiment we change our approach to the labeling task. Instead of training a classifier to recognize which attribute values should the incident have in order to be labeled with a given threat, we try to learn the features of the possible risks. In other words, we learn which features of the incidents most adequately represent the given risk.

The risks are defined as a Cartesian product of threats and objects from the Threats Matrix and are represented by a concatenation of a threat and an abbreviation of an object name (i.e. E1_ME). We decided to utilize the Explicit Semantic Analysis method [7] to devise the new representation of the risks in order to facilitate the labeling.

Explicit Semantic Analysis (ESA) proposed in [7] is a method for automatic tagging of textual data with predefined concepts. It utilizes natural language definitions of concepts from an external knowledge base, such as an encyclopedia or an ontology, which are matched against documents to find the best associations. The definitions of concepts are regarded as a regular collection of texts, with each description treated as a separate document. The model structure imposed by ESA can be interpreted as a one layer neural network [8] with L input nodes corresponding to terms and K output nodes

---

\(^1\)http://en.wikipedia.org/wiki/Matthews\_correlation\_coefficient
corresponding to concepts. The associations between terms and concepts have numerical weights. Figure 2 depicts the idea of ESA in a form of a neural network.

![Diagram of ESA as a neural network](image)

The implementations of ESA described in [7], [9] use external resources (e.g., an ontology, Wikipedia) which contain the definitions of concepts. In our case there are no external sources of knowledge which can serve as definitions of the risks, therefore we modified the primary idea of ESA and we created self-defined ESA. We aggregated the NL parts of incident descriptions from the training set by the assigned risks. In particular, all descriptions of incidents which were labeled with the same risk were concatenated into one document. We repeated this operation for consecutive threats obtaining as a semantic interpreter to assign the risk into incidents from external resources (e.g., an ontology, Wikipedia) which contain the definitions of concepts. The associations between terms and concepts have numerical weights. Figure 2 depicts the idea of ESA in a form of a neural network.

![Diagram of ESA as a neural network](image)

Next, all the $D_{r_k}$ from set $D$ (set of all designations) were converted to the Term-Document-Matrix (TDM), where columns are labeled by descriptions, rows by terms from vocabulary $W$ and the coordinates $d_{i}$ represent relatedness measure for $i$-th term in vocabulary ($w_{i}$), relative to the given $D_{r_k}$. The measure used by us to calculate $d_{i}$ is the tf-idf (term frequency-inverse document frequency) index (see [10]) defined as:

$$d_{i} = tf_{i,k} \times idf_{i} = \frac{n_{k,i}}{\sum_{j=1}^{L} n_{k,j}} \log \frac{|D|}{|\{D_{r_k} : w_{i} \in D_{r_k}\}|},$$

where $n_{k,i}$ is the number of occurrences of the term $w_{i}$ in the description $D_{r_k}$, $|D|$ is the cardinality of $D$ which equals $K$, and $|\{D_{r_k} : w_{i} \in D_{r_k}\}|$ is the number of the descriptions where the term $w_{i}$ appears.

Next, the TDM representation of the risks descriptions can be used as an inverted index that maps terms into lists of risks. Each row of TDM expresses an association of the given term from $W$ to $K$ risk descriptions. The inverted index is utilized as a semantic interpreter to assign the risk into incidents from the set $T'$. Given an incident description $E_{i}'$, it iterates over terms from the description, retrieves the corresponding entries and merges them into a weighted vector of risks that represent the given incident.

Let $E_{i}' = \langle e_{1}', \ldots, e_{j}', \ldots, e_{K}' \rangle$ be a bag-of-words representation of the incident $I_{i}'$ from the set $T'$. Let $inv_{i,k}$ be an inverted index entry for $e_{i}'$. It quantifies the strength of association of the term $w_{i}$ to a risk $r_{k}$. For convenience, all the weights $inv_{i,k}$ can be arranged in a sparse matrix structure with $L$ rows and $K$ columns, denoted by $INV$, such that $INV[i,k] = inv_{i,k}$ for any pair $(i,k)$.

Next we can create a new representation $U_{k}^{INV}$ of incident $I_{i}'$ from the test set as a sum of values from the TDM of terms which appear in $E_{i}'$:

$$U_{k} = \sum_{i : e_{i}' \neq 0} e_{i}' \times inv_{i,k} = W_{i} * INV[i,k].$$

In the above equation $*$ is the standard dot product and $INV[i,k]$ indicates $k$-th column of the sparse matrix $INV$. This new representation will be called a bag-of-risks of an incident $I_{i}'$.

The new representation of incident $I_{i}'$ can be now defined as $I_{i}'' = \langle E_{i}', U_{i}'' \rangle$ where $U_{i}''$ is created as follows $U_{i}'' = \langle u_{1}'', \ldots, u_{k}'' \rangle \in \{0,1\}$ and $u_{k}'' > 0 \Rightarrow u_{k}'' = 1$. 

The implementations of ESA described in [7], [9] use external resources (e.g., an ontology, Wikipedia) which contain the definitions of concepts. The associations between terms and concepts have numerical weights. Figure 2 depicts the idea of ESA in a form of a neural network.
For practical reasons it may also be useful to represent the incidents only by the most relevant risks. In such a case, the association weights can be used to rank the risks and to select only the top risks from the ranked list. Therefore, we changed the rule $u_k^\text{INV} > 0 \Rightarrow u_k^\text{INV} = 1$ into $u_k^\text{INV} > \text{var} \Rightarrow u_k^\text{INV} = 1$, where $\text{var}$ is some threshold.

IV. RESULTS OF THE EXPERIMENTS

In Table III we summarized the results obtained in the experiments. We calculated the average for each of the methods. The number of assigned risks for the ESA was set to five with the highest score.

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>SP</td>
<td>0.68</td>
<td>0.64</td>
<td>0.61</td>
</tr>
<tr>
<td>SP-OD</td>
<td>0.45</td>
<td>0.50</td>
<td>0.43</td>
</tr>
<tr>
<td>SP-OD-LSA</td>
<td>0.43</td>
<td>0.51</td>
<td>0.43</td>
</tr>
<tr>
<td>ESA NLP</td>
<td>0.48</td>
<td>0.70</td>
<td>0.54</td>
</tr>
</tbody>
</table>

The second summarization (see Table IV) compares the performance of different classification methods, according to the risks from Threats Matrix. In this table we also presented the number of the incidents in the training ($#T'$) and test ($#T$) sets, which were labeled by a given threat.

Figure 3 outlines the performance measures of the methods. We compare the classification methods according to the number of different risks which were at least once properly assigned to an incident.

The practical usefulness and the importance of the results presented in the Tables and Figure 3 is more broadly discussed in Section V.

V. DISCUSSION OF THE RESULTS

The obtained results revealed that for the maximization of F1-score for a given document we should choose the method which is based on the attribute section only and the classification algorithm (SP). This method achieved very good performance – F1-score reach the value 0.61 (see Table III). However the value of recall is lower than value obtained by ESA NLP approach. That means the best scoring method does not detect the full spectrum of risks.

The intuition is confirmed by the results from Table IV. We observed that if we calculate the F1-score according to the risks, the SP method is classified as the second best. Table IV also reveals the reason for this situation. The SP approach achieves a very good performance for the risks which are assigned very often to the incidents. As an example may serve the risks: A1_MEA (86% of incidents labeled in the training set and 88% in the test set), A2_MEA (85% and 89%, respectively), A2_MEA (88% and 84% of incidents). For these risks the SP method achieves scores 0.86, 0.81 and 0.83, respectively. However, for the risks which were rarely assigned to the incidents the SP methods fails to achieve good performance.

Table IV

<table>
<thead>
<tr>
<th>Risk</th>
<th>$#T'$</th>
<th>$#T$</th>
<th>SP</th>
<th>SP-OD</th>
<th>SP-OD-LSA</th>
<th>ESA NLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1_MA</td>
<td>99</td>
<td>46</td>
<td>0.38</td>
<td>0.49</td>
<td>0.54</td>
<td>0.45</td>
</tr>
<tr>
<td>A1_ME</td>
<td>245</td>
<td>107</td>
<td>0.86</td>
<td>0.71</td>
<td>0.69</td>
<td>0.82</td>
</tr>
<tr>
<td>A1_T</td>
<td>27</td>
<td>5</td>
<td>0.10</td>
<td>0.06</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>A2_MA</td>
<td>242</td>
<td>108</td>
<td>0.84</td>
<td>0.64</td>
<td>0.65</td>
<td>0.84</td>
</tr>
<tr>
<td>A2_ME</td>
<td>251</td>
<td>103</td>
<td>0.83</td>
<td>0.64</td>
<td>0.70</td>
<td>0.84</td>
</tr>
<tr>
<td>A2_S</td>
<td>8</td>
<td>6</td>
<td>0.29</td>
<td>0.11</td>
<td>0.22</td>
<td></td>
</tr>
<tr>
<td>A2_T</td>
<td>36</td>
<td>8</td>
<td>0.05</td>
<td>0.06</td>
<td>0.14</td>
<td>0.14</td>
</tr>
<tr>
<td>A2_U</td>
<td>57</td>
<td>28</td>
<td>0.39</td>
<td>0.37</td>
<td>0.30</td>
<td></td>
</tr>
<tr>
<td>A4_G</td>
<td>3</td>
<td>4</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.08</td>
</tr>
<tr>
<td>A4_MA</td>
<td>15</td>
<td>7</td>
<td>0.30</td>
<td>0.32</td>
<td>0.14</td>
<td>0.22</td>
</tr>
<tr>
<td>A4_ME</td>
<td>18</td>
<td>9</td>
<td>0.27</td>
<td>0.27</td>
<td>0.15</td>
<td>0.17</td>
</tr>
<tr>
<td>A4_S</td>
<td>20</td>
<td>13</td>
<td>0.38</td>
<td>0.05</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>A4_T</td>
<td>1</td>
<td>1</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.13</td>
</tr>
<tr>
<td>E1_MA</td>
<td>6</td>
<td>3</td>
<td>–</td>
<td>–</td>
<td>0.50</td>
<td>0.11</td>
</tr>
<tr>
<td>E1_ME</td>
<td>3</td>
<td>1</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>E2_MA</td>
<td>29</td>
<td>13</td>
<td>0.11</td>
<td>–</td>
<td>0.11</td>
<td>0.31</td>
</tr>
<tr>
<td>E2_ME</td>
<td>14</td>
<td>6</td>
<td>–</td>
<td>–</td>
<td>0.13</td>
<td>0.24</td>
</tr>
<tr>
<td>E2_S</td>
<td>9</td>
<td>1</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.15</td>
</tr>
<tr>
<td>E3_G</td>
<td>3</td>
<td>1</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.12</td>
</tr>
<tr>
<td>E3_MA</td>
<td>9</td>
<td>13</td>
<td>–</td>
<td>–</td>
<td>0.10</td>
<td>0.50</td>
</tr>
<tr>
<td>E3_ME</td>
<td>2</td>
<td>7</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.12</td>
</tr>
<tr>
<td>E4_MA</td>
<td>3</td>
<td>4</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>E4_ME</td>
<td>2</td>
<td>1</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>E4_S</td>
<td>5</td>
<td>2</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td>0.179</td>
<td>0.169</td>
<td>0.181</td>
<td>0.243</td>
</tr>
</tbody>
</table>

Figure 3 compares the versatility of the methods. It depicts the spectrum of risks used by different methods. It illustrates that for the method SP and SP-OD only 10 out of 24 risks could be successfully assigned. The extension of the information by the NL part of the EWID database increases the spectrum of the utilized risks. The SP-OD-LSA method successfully assigned 15 out of 24 risks. However, the most versatile method is ESA NL which is able to properly assign 19 out of 24 risks. We may conclude that the attribute section lacks information related to very rare risks. Only the extension by the NL part allows labeling the incidents with these risks.

The conducted experiments proved that there is a potential in ESA method even for short texts and even in a situation when there are no descriptions available for the concepts in a form of external knowledge base (compare the experiments with long text and an external ontology [7], [9], [11]). However, it should be stated that the descriptions stored in the NL part of EWID database are very specific. In the future work the method should be tested against some more general texts like blogs or news.

The future work should also concentrate on methods for improving ESA. Results of our preliminary experiments suggest that a properly adjusted weights in the inverted index
used by ESA can increase the average F1-score by more than 100%. Therefore, in our research we will focus on finding an appropriate algorithm for updating ESA on for this set.

The experiments also reveal that different risks have different best scoring methods. Therefore, we also consider utilization an ensemble approach in order to assemble a multi-classifier algorithm [12].
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Abstract—The advance of high-throughput techniques, such as gene microarrays and protein chips have a major impact on contemporary biology and medicine. Due to the high-dimensionality and complexity of the data, it is impossible to analyze it manually. Therefore machine learning techniques play an important role in dealing with such data. In this paper we propose to use a one-class approach to classifying microarrays. Unlike canonical classifiers, these models rely only on objects coming from single class distributions. They distinguish observations coming from the given class from any other possible states of the object, that were unseen during the classification step. While having less information to dichotomize between classes, one-class models can easily learn the specific properties of a given dataset and are robust to difficulties embedded in the nature of the data. We show, that using one-class support vector machines can give as good results as canonical multi-class classifiers, while allowing to deal with imbalanced distribution and unexpected noise in the data. To cope with high-dimensionality of the feature space, we propose to form an ensemble, based on Random Subspace and prune it with the usage of diversity measure. Experimental investigations, carried on public datasets, prove the usefulness of the proposed approach.

Index Terms—machine learning, one-class classification, multiple classifier systems, classifier ensembles, bioinformatics, microarray analysis, high dimensionality.

I. INTRODUCTION

CONTEMPORARY high-throughput technologies produce massive volumes of biomedical data. Transcriptional research and profiling, with the usage of microarray technologies are powerful tools to gain a deep insight into the pathogenesis of complex diseases that plague modern society, such as cancer. Recent works on cancer profiling showed without a doubt, that gene expression patterns can be used for high-quality cancer subtype recognition [1] - leukemias [2], melanoma [3], breast cancer [4] or prostate cancer [5] to name a few.

Identifying cancer properties, based on their distinct expression profiles may provide necessary information for a breakthrough, that is required for patient-tailored therapy. Currently there are no distinct rules on how individuals respond to chemotherapy and existing chemotherapies have in most cases severe side-effects with varying medical efficiency.

Due to massive amounts of data generated by microarray experiments and their high complexity and dimensionality, one requires a decision support system to extract the meaningful information from them. Machine learning is widely used for this task [6], with two distinct areas - unsupervised [7] and supervised learning [8]. In this paper we will focus on the latter one.

Supervised machine learning is a promising approach for analyzing microarray results in context of predicting patients outcome. Support Vector Machines are among the most popular classifiers used for this task [9]. Multiple Classifier Systems [10], or classifier ensembles, have gained an significant attention of the bioinformatics community in recent years. Random Forest [11] and Rotation Forest [12] ensembles have displayed an excellent classification accuracy for small-sample, high dimensionality microarray datasets, outperforming single-model approaches.

Another important issue is the problem of curse of dimensionality. Microarray data suffer from a relatively small number of objects, in comparison to the feature space dimensionality, often reaching several thousands. This causes difficulties for machine learning algorithms, reducing their performance and increasing their computational complexity. Among this data flood a major number of parameters possess small discriminative power and is irrelevant to the classification process, which makes feature selection a crucial step in microarray analysis [13].

Although there are many applications of machine learning-based decision support systems in bioinformatics, there are still many unresolved problems, such as:

• How to integrate heterogeneous data sources to achieve better insight into the mechanism behind complex diseases?
• How to organize, store, analyze and visualize high-dimensionality data obtained from the biomedical data flood?
• How to deal with the problem of high-dimensionality, small sample size, which strongly affects the classification performance and may lead to overfitting, poor generalization and unstable predictors?
• How to cope with difficulties embedded in the nature of microarray data, such as noise or class imbalance, as canonical machine learning classifiers cannot cope with them easily?

In this paper the last two issues are addressed.
We propose to analyze microarray data with the usage of one-class classifiers, instead of commonly applied binary ones. Up to author’s knowledge this is the first work on applying one-class ensembles and one-class classification in general, to the microarray classification.

To cope with the high dimensionality problem we apply an ensemble approach, based on Random Subspaces [14]. By decomposing the feature space we at the same time reduce the overall computational complexity of the classification model and assure initial diversity among the pool of individual classifiers in the committee. A diversity-based pruning method is applied to discard redundant classifiers and to chose mutually complementary one-class predictors. Experiments, based on a set of publicly available microarray datasets, show that the proposed approach maintains a good classification accuracy, while displaying an improved robustness to atypical data distribution and prevalent noise.

II. ONE-CLASS CLASSIFICATION

The aim of one-class classification (OCC) is to recognize one specific class from the more broad set of classes (e.g., selecting horses from all animals). The given class is known as target class \( \omega_t \), while the remaining are denoted as outliers \( \omega_0 \). During the learning only examples target class (known also as positive examples) are being presented to learner, while it is assumed that during the exploitation phase new, unseen objects from other classes may appear.

OCC problems are common in the real world where positive examples are widely available but negative ones are hard, expensive or even impossible to gather [15]. Let us consider an engine. It is a quite easy and cheap to collect data about its normal work. Collecting observations about failures it is expensive and sometimes impossible, because in this case we would have to spoil the engine.

Such approach is very useful as well for many practical cases especially when the target class is ”stable” and outlier one is ”unstable”. To explain this motivation let us consider a computer security problem as spam filtering or intrusion detection (IDS/IPS) [16].

Among several types of classifiers dedicated to OCC, the most popular is one concentrating on estimation of a closed boundary for given data, assuming that such a boundary will describe sufficiently the target class [17]. The main aim of those methods is to find the optimal size of the volume enclosing given training points. Too small size could lead to overfitting the model, while too big size might lead to excessive acceptance of outliers into the target class. Those methods rely strongly on the distance between objects [18]. Boundary methods require smaller number of objects to properly estimate the decision criterion, which makes them a perfect tool for applications suffering from a small sample size, such as microarrays classification. The well-known boundary methods are one-class support vector machine (OCSVM) [19] and support vector data description (SVDD) [20]. In this work we will use the former one.

A. One-class support vector machine

One-class SVM classifier (OCSVM) [19] can deal with datasets containing only patterns from one target class. OCSVM classification aims at discriminating one class of target samples from all other ones. It consists of learning the minimum volume contour that encloses most of the data in a given dataset. Its original application is the outlier detection finding data that differ from most of the data within a dataset. Let \( \chi = \{x_1, x_2, \ldots, x_m\} \) be a given dataset in \( \mathbb{R}^d \). Each \( x_j \) is a feature vector describing an object. OCSVM use the training data to learn a function \( f_x : \mathbb{R}^d \rightarrow \mathbb{R} \) such that most of the data in \( \chi \) belong to the set \( \mathcal{R}_\chi = \{x \in \mathbb{R}^d; f_x(x) \geq 0\} \) while the volume of \( \mathcal{R}_\chi \) is minimal. This problem is known as Minimal Volume Set (MVS) estimation. Membership of \( x \) to \( \mathcal{R}_\chi \) indicates whether this estimated volume is overall similar to \( \chi \) or not. Therefore when considering a \( M \)-class recognition problem we have to learn \( M \) membership functions \( f_{x_i} \) - one for each class.

OCSVM uses the following approach to estimate the MVS. A kernel function \( k(\cdot, \cdot) : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R} \). In our research we use a Gaussian Radial Basis Function (RBF) kernel:

\[
k(x, x') = \exp[- \|x - x'\|^2 / 2\sigma^2],
\]

where \( x' \) is the object after mapping to a hypersphere, \( \| \cdot \| \) denotes the Euclidean norm in \( \mathbb{R}^d \). The kernel induces a new, artificial feature space \( \mathcal{H} \) by the usage of mapping \( \phi : \mathbb{R}^d \rightarrow \mathcal{H} \) denoted by \( \phi(x) \equiv k(x, \cdot) \). It has been shown that \( \mathcal{H} \) reproduces kernel Hilbert spaces of given functions, with dot product denoted as \( \langle \cdot, \cdot \rangle_{\mathcal{H}} \). The reproducing kernel property implies that:

\[
\langle \phi(x), \phi(x') \rangle_{\mathcal{H}} = \langle k(x, \cdot), k(x', \cdot) \rangle_{\mathcal{H}} = k(x, x').
\]

which makes the evaluation of \( k(x, x') \) a linear operation in \( \mathcal{H} \), while it is a nonlinear operation in \( \mathbb{R}^d \).

Considering the RBF:

\[
\| \phi(x) \|_{\mathcal{H}}^2 \Delta \langle \phi(x), \phi(x) \rangle_{\mathcal{H}} = k(x, x) = 1.
\]

From this one may assume that all the data mapped into \( \mathcal{H} \) are located on the hypersphere with radius equal to one, centered onto the origin of \( \mathcal{H} \), which is denoted \( S_{d=1} \). The OCSVM determines in \( \mathcal{H} \) the hyperplane \( \mathcal{W} \) that separates most of the data from the \( S_{d=1} \), while at the same time maximizing the distance from it. This practically implements the solution to the MVS estimation problem.

Let:

\[
\mathcal{W} = \{ h(\cdot) \in \mathcal{H}; \langle h(\cdot), w(\cdot) \rangle_{\mathcal{H}} - \rho = 0 \},
\]

where parameters \( w(\cdot) \) and \( \rho \) are the results of the following optimization problem

\[
\min_{w, \xi, \rho} \frac{1}{2} \|w(\cdot)\|_{\mathcal{H}}^2 + \frac{1}{m} \sum_{j=1}^{m} \xi_j - \rho,
\]

subject to (for \( j = 1, \ldots, m \))

\[
\langle w(\cdot), k(x_j, \cdot) \rangle_{\mathcal{H}} \geq \rho - \xi_j,
\]
where \( \xi_j \geq 0 \), \( v \) is a control parameter for the fraction of the data that are allowed to be located on the wrong side of the \( \mathcal{V} \) (outliers which do not belong to the \( \mathcal{R}_x \)) and \( \xi_j \) are slack variables.

It can be shown that a solution to Eq. (5,6) can be expressed by the following:

\[
w(\cdot) = \sum_{j=1}^{m} \alpha_j k(x_j, \cdot),
\]

where \( \alpha_j \) comes from the dual optimization problem

\[
\min \alpha \left( \frac{1}{2} \sum_{j,j'} \alpha_j \alpha_{j'} k(x_j, x_{j'}) \right)
\]

subject to \( 0 \leq \alpha_j \leq \frac{1}{m}, \sum_j \alpha_j = 1 \).

The OCSVM decision function \( f_\chi(x) \) is given as follows:

\[
f_\chi(x) = \sum_{j} \alpha_j k(x_j, x) - \rho,
\]

where the value of \( \rho \) is calculated from knowing that \( f_\chi(x_j) = 0 \) for those \( x_j \in \chi \) that verify both \( \alpha_j \neq 0 \) and \( \alpha_j \neq \frac{1}{m} \).

Objects from \( \chi \) that satisfy those conditions are located onto a decision boundary.

III. PROPOSED APPROACH

In this paper we propose to use a one-class classification approach to microarray analysis. Let us list the main features and advantages of the proposed approach:

1) We utilize one of the classes as the target concept \( \omega_T \) and the remaining one as outliers. In case of imbalanced dataset the minority class is considered as the target concept, while in case of balanced distributions we chose the more numerous class. This is motivated by the fact, that while sacrificing the additional information about the second class, we gain a classifier that is able to adjust itself to the specificity of the given class and is more robust to difficulties that may be encountered, such as class imbalance or in-class noise.

2) The high dimensionality of the feature space is difficult to handle for one-class boundary classifiers. It significantly increases their complexity, the training and execution times and lead to a much more difficult optimization task (and hence to a degradation of the recognition quality).

To cope with this problem we propose to use a Random Subspace ensemble to decompose the feature space into smaller competence areas and build an ensemble of simpler one-class models.

3) As Random Subspace may lead to creation of similar classifiers, or classifiers with low discriminative power, a pruning procedure is beneficial, as it may discard irrelevant predictors. We use a diversity-based method, which uses a criterion optimized for OCC task.

A. Dealing with the high dimensionality problem

The one-class boundary compute a distance between the object \( x \) and the estimated boundary, which encloses the target class \( \omega_T \). This allows to apply fusion methods, that are based on the discrete output (returned class label) of the individual classifiers - such as the voting methods. However, to apply more sophisticated fusion methods, which assume the continuous outputs of each of the individuals, the support of an object \( x \) for a given class is required.

We propose to use the following heuristic support function produced on the basis of a distance:

\[
F(x, \omega_T) = \frac{1}{c_1} \exp\left(-d(x|\omega_T)/c_2\right),
\]

which models a Gaussian distribution around the classifier, where \( d(x|\omega_T) \) is a distance (Euclidean distance is used) from the evaluated object to the support vectors describing the target concept, \( c_1 \) is the normalization constant and \( c_2 \) is the scale parameter. Parameters \( c_1 \) and \( c_2 \) should be fitted to the target class distribution.

Estimating this mapping for high dimension is very complex and requires a significant computational power and time. To cope with this difficulty we propose to use a Random Subspace method to partition the dataset into many subspaces of smaller dimensionality. Each base classifier is trained on a new subset, which is highly smaller than the original feature space size. This boosts the training time, while applying ensemble principles makes sure that despite using weaker predictors, we still get a satisfying accuracy [21].

B. Pruning the ensemble

As Random Subspace may produce classifiers of different level of individual quality and diversity, a classifier section step is most beneficial to forming an one-class ensemble. Multiple Classifier Systems, in order to work properly, must consist of predictors of at the same time high accuracy and diversity. Only mutually complementary classifiers may lead to an improvement over using a single-model approach. Diversity is one of the most popular measures for this task. It may be applied to one-class classifiers, but after modifications, that take into consideration the nature of the OCC problem [22]. For this application an one-class entropy measure [23] is used.

Let’s assume that the highest ensemble diversity for a given object \( x_j \in X \) is displayed by \( [R/2] \) of the ensemble votes with the same value (\( \omega_T \) or \( \omega_O \)) and remaining \( R - [R/2] \) with the other value. If all votes returned identical response the ensemble cannot be considered as a diverse one. Let us denote by \( r(x_j) \) the number of one-class classifiers that correctly recognize the object \( x_j \). Assuming there are \( N \) objects in the training set, one may use entropy to measure the diversity using the presented concept:

\[
E_{oc}(\Pi^*) = \frac{1}{N} \sum_{j=1}^{N} \frac{1}{(R - [R/2])} \min\{r(x_j), R - r(x_j)\},
\]

where \( \Pi^* \) is the considered pool of classifiers.
TABLE I
STATISTICS OF THE DATASETS USED IN THE EXPERIMENTS.

<table>
<thead>
<tr>
<th>dataset</th>
<th>samples (class 1 / class 2 )</th>
<th>features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breast Cancer</td>
<td>78 (34 / 44 )</td>
<td>24481</td>
</tr>
<tr>
<td>Breast Cancer - noise</td>
<td>78 (34 / 44 )</td>
<td>24481</td>
</tr>
<tr>
<td>Central Nervous System</td>
<td>60 (21 / 39)</td>
<td>7129</td>
</tr>
<tr>
<td>Colon Tumor</td>
<td>62 (22 / 40)</td>
<td>6500</td>
</tr>
<tr>
<td>Lung Cancer</td>
<td>181 (31 / 150)</td>
<td>12533</td>
</tr>
</tbody>
</table>

This is a non-pairwise (global) diversity measure, which take values from [0,1]. 0 corresponds to identical ensemble and 1 corresponds to the highest possible diversity.

C. Fusion method

As a fusion method we use a one-class mean vote, which combines binary output labels of one-class classifiers. It can be written as:

\[ y_{mv}(x) = \frac{1}{L} \sum_{k} [\{ P_k(x|\omega_T) \geq \theta_k \}], \] (12)

where \([\cdot]\) is the Iverson brackets and \(\theta_k\) is threshold for the target class. When a threshold equal to 0.5 is applied this rule transforms into a majority vote for binary problems.

IV. EXPERIMENTAL INVESTIGATIONS

In this section we evaluate the proposed one-class ensemble on the basis of datasets available at 1, whose details are given in Table I. Four different datasets were used and additional, fifth one, was generated. It was based on the Breast Cancer dataset. To test the performance of classifiers in difficult scenarios we have affected 25% of objects with Gaussian noise, thus creating in-class outliers in the data.

As base classifier we have used an OCSVM with RBF kernel [24].

To put the obtained results into context we have tested the performance of multi-class classifiers used for this task - single SVM (trained with RBF kernel and SMO procedure), Random Forest (consisting of 100 decision trees) and Rotation Forest (consisting of 100 decision trees). Additionally we show the performance of a single OCSVM and the proposed ensemble without the pruning step.

Results are based on leave-one-out cross-validation (LOOCV).

All experiments were carried out in the R environment [25], with classification algorithms taken from the dedicated packages, thus ensuring that the results achieved the best possible efficiency and that the performance was not decreased by a bad implementation. The Friedman ranking test [26] was done for comparison over multiple benchmark datasets.

Firstly the parameters for the proposed pruned one-class ensemble are examined. We test the correlations between the accuracy and size of the subspaces / number of classifiers in the pool. For analyzing the optimal number of the classifiers, a subspace size equal to 0.2 was used. Then, when the size was selected, the subspace size parameter was investigated.

One should note that these results are prior to the pruning phase - which further improves the accuracy while reducing the number of classifiers in the pool. Results are presented in Fig 1 - 5.

---

1 http://datam.i2r.a-star.edu.sg/datasets/krbd/

---

**Fig. 1.** Correlation between the accuracy and size of the pool of individual classifiers (top) and between the accuracy and size of the feature subspaces (bottom) for the Breast Cancer dataset.
TABLE II
RECOGNITION SENSITIVITY [%] AND SPECIFICITY [%] FOR EXAMINED METHODS. RandF STANDS FOR RANDOM FOREST, RotF FOR ROTATION FOREST, OCC FOR AN ONE-CLASS ENSEMBLE WITHOUT PRUNING AND POCCE FOR THE PROPOSED PRUNED ONE-CLASS ENSEMBLE. AVERAGE RANK OF TESTED CLASSIFIERS, ACCORDING TO FRIEDMAN RANKING TEST, ARE GIVEN AT THE BOTTOM.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>SVM Sens [%]</th>
<th>RandF Sens [%]</th>
<th>RotF Sens [%]</th>
<th>OCSVM Sens [%]</th>
<th>OCC Sens [%]</th>
<th>POCCE Sens [%]</th>
<th>SVM Spec [%]</th>
<th>RandF Spec [%]</th>
<th>RotF Spec [%]</th>
<th>OCSVM Spec [%]</th>
<th>OCC Spec [%]</th>
<th>POCCE Spec [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breast Cancer</td>
<td>90.23</td>
<td>91.46</td>
<td>92.32</td>
<td>93.65</td>
<td>92.32</td>
<td>93.65</td>
<td>87.85</td>
<td>90.07</td>
<td>88.11</td>
<td>90.36</td>
<td>92.89</td>
<td>92.70</td>
</tr>
<tr>
<td>Breast Cancer - noise</td>
<td>74.46</td>
<td>83.59</td>
<td>77.36</td>
<td>84.90</td>
<td>80.05</td>
<td>85.72</td>
<td>75.20</td>
<td>82.98</td>
<td>80.95</td>
<td>85.20</td>
<td>89.09</td>
<td>90.05</td>
</tr>
<tr>
<td>Central Nervous System</td>
<td>85.60</td>
<td>94.36</td>
<td>88.20</td>
<td>95.90</td>
<td>88.20</td>
<td>95.90</td>
<td>89.69</td>
<td>92.01</td>
<td>87.44</td>
<td>92.01</td>
<td>87.44</td>
<td>93.96</td>
</tr>
<tr>
<td>Colon Tumor</td>
<td>78.98</td>
<td>91.25</td>
<td>81.35</td>
<td>94.03</td>
<td>82.70</td>
<td>93.90</td>
<td>80.15</td>
<td>92.36</td>
<td>83.85</td>
<td>93.05</td>
<td>84.05</td>
<td>93.83</td>
</tr>
<tr>
<td>Lung Cancer</td>
<td>61.72</td>
<td>93.05</td>
<td>63.89</td>
<td>95.11</td>
<td>67.00</td>
<td>94.85</td>
<td>69.22</td>
<td>92.08</td>
<td>70.98</td>
<td>93.90</td>
<td>74.61</td>
<td>94.78</td>
</tr>
<tr>
<td>Avg. score</td>
<td>74.85</td>
<td>80.58</td>
<td>77.25</td>
<td>85.00</td>
<td>79.55</td>
<td>85.90</td>
<td>74.05</td>
<td>81.05</td>
<td>78.05</td>
<td>85.05</td>
<td>82.05</td>
<td>88.05</td>
</tr>
</tbody>
</table>

Fig. 2. Correlation between the accuracy and size of the pool of individual classifiers (top) and between the accuracy and size of the feature subspaces (bottom) for the Breast Cancer - noise dataset.

Fig. 3. Correlation between the accuracy and size of the pool of individual classifiers (top) and between the accuracy and size of the feature subspaces (bottom) for the Central Nervous System dataset.

the-art multi-class models. However in case of noisy (dataset no. 2) and imbalanced (datasets no. 4 and no. 5) our proposed approach is able to outperform significantly the standard classifiers. This happens due to the nature of OCC models - as they are able to learn the distinct properties of the target class, they are able to cope with in-class difficulties.

V. CONCLUSIONS

In this paper a novel approach for microarray analysis, based on an ensemble of one-class support vector machines, was presented. To deal with the problem of high dimensionality, which may cause difficulties for one-class model, a Random Subspace method was applied. This, combined with a diversity-based pruning step, allowed for an effective classifier, returning similar performance as state-of-the-art multi-class methods. The strong points of the proposed method were revealed when dealing with noisy and imbalanced data. In such a case the proposed combined one-class classifier displayed superior quality over its competitors.

The proposed approach may be an attractive tool for bioinformatics decision support systems, in which we deal with uncertain, noisy data or data coming from uneven distributions.
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Abstract—Spam detection based on flow–level statistics is a new approach in anti–spam techniques. The approach reduces number of collected data but still can obtain relative good results in a spam detection task. The main problems in the approach are selection of flow–level features that describe spam and detection of discrimination rules. In this work, flow–level model of spam is presented. The model describes spam subclasses and brings information about major features of a spam detection task. The model is the base for decision trees that detect spam. The analysis of detectors, which was learned from data collected from different mail servers, results in the universal spam description consists of the most significant features. Flows described by selected features and collected on Broadband Remote Access Server were analysed by an ensemble of created classifiers. The ensemble detected major sources of spam among senders IP addresses.

Index Terms—Spam detection, Flow analysis, Anomaly detection

I. INTRODUCTION

RAPID development of the Internet and associated services induced growth of the desired bandwidth for their execution. Customers expect their Internet Service Providers (IS) to provide a flexible, fully secured access to the Internet. Requirements related to privacy and confidentiality increasingly important. The political environment inside European Union is discussing adjustment of law regulations to market needs. ISPs have to consider Quality of Service (QoS), security, Service Level Agreement (SLA) among others committed to privacy guarantee. This is one of the reasons for development of methods used for monitoring and analysis of traffic in the ISP’s core network.

Two approaches are interesting from the perspective of multi–gigabit stream: packet header analysis and flow analysis. Both techniques do not use information contained in payload, which is very important from data reduction and privacy point of view. Additionally, the hash function can be executed on IP addresses to guarantee higher data protection. In some cases, data does not need to be stored. A good example is the statistical detection of Distributed Denial of Service (DDoS) attacks [1] and solutions developed on Field Programmable Gate Array (FPGA) cards [2]. Moreover, such limited data were successful used in an Internet traffic classification task [3].

The packet header analysis is focused processing of headers. The flow analysis is focused on sets of headers determined by a source, a destination IP, source and destination port, timestamps, etc. depending on parameters used to define a flow. The flow analysis enables more compact data reduction. IP Flow Information Export (IPFIX) [4] and NetFlow [5] are well known standards. The equivalent given by Juniper is named J-flow.

Regardless of what was an object of analysis (headers or flows), methods are based on a language that describes analysed events. Usually components of the language are values from packet headers, statistical values such as the average time, the maximal, or the minimal size of packets. Wide lists of defined primitives for flow analysis and honeypot detection are given in [6] and [7] respectively.

In all cases, the following schema is used:

1) select observed parameters \([m_1, \ldots, m_n] \in \{M\}\) (metric),
2) capture values for the parameters \([m_1 \leftarrow .09, m_2 \leftarrow 1, \ldots, m_n \leftarrow false]\) (measurement),
3) calculate features \([f_1 \leftarrow m_1 * m_4, f_2 \leftarrow m_3 + m_5, \ldots]\) (features),
4) determine logical relationships between features if \((f_1 > f_2)\) then action 1 else action 2 (decision).

One of the most important issues in the presented schema is a selection of features. The features that describe spam can be used to create its detection rules. In this paper, flow–level parameters \(\{m\}\) selected by Žádník [8] as a subset of the set \(\{M\}\) defined in [6] are used create a primary model of spam. In collected spam records, well–separate subclasses are detected (Section II–A). The comparison of subclasses defines important discriminants (Section II–B) that can be used to determine separation rules between spam and the rest of the flows (Section II–C).

Created model was trained and tested on separate data but collected from the same mail server. Therefore, a new data set was created and the most significant features were calculated once again on new data (Section III–A). Both sets of features were compared (Section III–B) and the comparison resulted in a universal set of features (Section III–C).

The final model was checked with Broadband Remote Access Server (BRAS) data (Section IV–A). Decision trees created on the base of both learning sets were used to detect...
spam among BRAS data (Section IV-B). The classification resulted in detection of main sources of spam (Section IV-C).

Conclusions from all tests are presented in Section V.

II. SPAM MODEL

The spam model is based on flows collected by Žádník and Michlovský [8]. The flows are defined by by NetFlow protocol that contains:

- source IP address,
- destination IP address,
- IP protocol,
- source port,
- destination port,
- IP type of service.

The NetFlow version 9 allows the user to collect additional features. The features collected in the flows are a subset of features presented in [6].

The authors collected data from the SMTP server hosting mailboxes of the Liberouter project group. The data set contains over 58 thousand records described by 64 features and divided into several classes. Among classes, two describe spam. The first class \( \text{dnsbl} \) contains flows from IP address mentioned on DNS black lists. The second class \( y_{\text{spam}} \) consists of flows that have been successfully received and marked as spam by SpamAssassin.

In the case of the \( \text{dnsbl} \) class flows were labelled because of a source IP Address. All flows send from the denied addresses are labelled as spam. For the second class \( y_{\text{spam}} \), the labelling process is more complex. The flows are labelled in the off-line mode. The IP addresses and the time of arrival for the flow are compared with the SpamAssassin logs. If a mail with the same source IP address and the destination IP address was marked as spam then all flows with a similar time of arrival are labelled as spam.

The described division of spam is a consequence of used methodology and cannot be used as a framework of the model without any doubt. In the following section, the statistical methodology that creates spam subclasses is presented.

A. Detection of subclasses

Spam subclasses are created in two steps. Firstly, a clustering method is used to detect inner clusters. Next, a decision tree is created to find discrimination rules.

1) Clustering: The predefined spam subclasses \( \text{dnsbl} \) and \( y_{\text{spam}} \) are a consequence of used methodology. It should not be assumed that this division has a statistical base. Therefore, a new division is created using \( k \)-means clustering [9].

In the analysis, all members of \( \text{dnsbl} \) and \( y_{\text{spam}} \) are treated as a single class \( \text{spam} \). The class consists of almost 54 thousand records.

A number of spam subclasses is unknown. Therefore, various values of \( k \) coefficient from the range \( k \in [2, 25] \) are tested. The results of subsequent tests are compared in \( v \)-fold cross-validation process. In such test, random samples are drawn \( v \) times. Summary indices of the accuracy of the prediction are computed over the \( v \) replications. In the described case, the value \( v \) is fixed as 10.

A classification error calculated among cross-validation probes was smallest for division into four classes. In such case, the obtained error was 8 percent. However, one of the created classes has a relatively small cardinal number (632 records, which is about 1.3 percent of spam).

Significant differences between cardinal numbers of classes determine \( a \ priori \) probability used in a classification task. Members of classes with small \( a \ priori \) probability are classified as members of numerous classes to reduce the risk of misclassification.

To avoid future problems the number of classes was reduced to three. The cross-validation classification error increased over 8 percent, which is still an acceptable level. The smallest class was eliminated and the new distribution is more reasonable. The biggest class 2 contains 78.5 percent of record when classes 3 and 1 contain 12.9 and 8.6 percent respectively.

2) Separation rules: The second step of modelling creates discrimination rules between subclasses created during the clustering process. This task is done using a C&RT tree [10]. Such tree is not a very advanced classifier but creates clear decision rules.

The classification accuracy was over 99 percent. That proves a good division of spam into subclasses. Detailed information about classification errors is given in Table I.

<table>
<thead>
<tr>
<th>Observed 1</th>
<th>Observed 2</th>
<th>Observed 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted 1</td>
<td>4206</td>
<td>2</td>
</tr>
<tr>
<td>Predicted 2</td>
<td>1</td>
<td>38396</td>
</tr>
<tr>
<td>Predicted 3</td>
<td>6</td>
<td></td>
</tr>
</tbody>
</table>

However, not the accuracy of classifier but the simplicity of created rules is the point to stress in this case. The classifier uses a single feature \( \text{maxpl} \), which is the maximal length of a packet. The structure of classification tree is given in Figure 1.

Reasons for selection of \( \text{maxpl} \) as the most important discrimination factor are given in the next section.
B. Description of spam subclasses

A classification tree selects features because of the Gini coefficient [11] that is a measure of statistical dispersion. The feature significance is computed by summing over all nodes in the tree the drop in node impurity. The results are expressing relative to the largest sum found over all predictors where the largest sum gets 100 points. Details are given in [10].

The maximal length of package as the feature with major statistical dispersion should differ significantly among classes. It is proved by an analysis of normalised average of features for all three subclasses (presented in Figure 2). The differences between normalised average values calculated for separate subclasses are most significant for this feature. On the same basis, a set of important discriminants may be defined as:

- \( s_{pl} \) Average package length,
- \( s_{pl2} \) Variation of package length,
- \( m_{axpl} \) Maximal package length,
- \( s_{las} \) Average length of package having the ACK flag,
- \( s_{lps} \) Average length of package having the PUSH flag in response,
- \( r_{slps} \) Number of packages having the PUSH flag in response,
- \( r_{maxtw} \) Maximal size of the response TCP window.

All mentioned features (except \( r_{maxtw} \)) take highest values for the subclass number 3 and the lowest for the subclass number 2. The subclass number 1 is somewhere between.

The presented analysis is limited to the normalised averages. More information is given by a probability density function. The function that was calculated for selected features (separately for all subclasses) is presented in Figure 3.

\[
f(x) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(x-\mu)^2}{2\sigma^2}},
\]

where \( \mu \) is the mean and \( \sigma \) is the standard deviation. Both values are estimated on the base of values of a feature in the given subclass.

The distribution for the feature \( m_{axpl} \) presented in 3(b) shows once again that the maximal length of packets is a good discriminant of subclasses. The feature gives three well-separate distributions.

Finally, an analysis of distribution of groups \( dnsbl \) and \( y_{spam} \) among calculated subclasses is presented. The analysis shows that the subclass 2, which has the lowest values of analysed features, consists of spam sent by IP addresses from DNS black lists. In this case, the analysis confirms division of original data between spam detected by blacklists and a spam analyser. However, spam in the \( y_{spam} \) group, which contains spam detected by SpamAssassin, is not a solid group and its members split between subclasses 2 and 3. Details are given in Table II.

C. Spam subclasses in classification task

In section II-A, the decision tree was presented as a source of discrimination rules. The tree, which separates spam subclasses, brings the description of the most significant spam discriminants.

The features are used to create a similar tree that separate spam from the rest of network traffic. The tree separates known spam subclasses (1–3) from flows without spam. This new class, labelled as 0, consists of records accepted by SpamAssassin as well as outgoing traffic. The class consists of about 4 thousand of records, which is significant less than number of spam records (54 thousand).

The created tree is given in Figure 4. The tree uses the \( r_{slps} \) feature that describes the average length of package having the PUSH flag in response.

\[
\begin{array}{l}
\text{Table II} \\
\text{The distribution of } dnsbl \text{ and } y_{spam} \text{ groups among spam subclasses} \\
\hline
\text{Subclass} & \text{dnsbl [%]} & \text{y_{spam} [%]} \\
\hline
\text{1} & 2.9 & 97.1 \\
\text{2} & 98.3 & 1.7 \\
\text{3} & 0.0 & 100.0 \\
\end{array}
\]

The classes 1 to 3 are covered with a false positive error. A part of valid traffic is recognised as spam. The error is not equally distributed among classes. The error is minimal for the class 2 where it is only 0.2 percent. For classes 1 and 3

\[
\begin{array}{l}
\text{Table III} \\
\text{The classification matrix for the classification tree that separates spam subclasses from the rest of traffic} \\
\hline
& \text{Class 0} & \text{Class 1} & \text{Class 2} & \text{Class 3} \\
\text{Predicted 0} & 2920 & 2 & 0 & 282 \\
\text{Predicted 1} & 242 & 4169 & 2 & 0 \\
\text{Predicted 2} & 86 & 1 & 38396 & 0 \\
\text{Predicted 3} & 924 & 41 & 0 & 6021 \\
\end{array}
\]

The classes 1 to 3 are covered with a false positive error.
it is 5.5 and 13.8 percent respectively. Details are given in Table III.

The total accuracy of the tree is 97 percent. When spam is treated as a single class, the accuracy is a slightly lower and the classification tree creates seven rules instead of three.

Similar results, for the same data set but described by different features, are presented in [12] (over 95 percent) where the Principal Component Analysis (PCA) was used to reduce number of features and in [8] (about 96 percent) where 64 features were used.

Although the accurate rate is higher than in cited works, a high error (about 30 percent) in classification of class 0 can be observed. This class is corresponding to the flows without spam. Obviously, this is the most important class since the classifier has to avoid misclassifying non–spam flows with spam flows. The high false positive ratio makes the binary classifier useless, but the classifier that recognises spam subclasses can be still used as a filter.

In the described example, there are three different cases. The first case concerns separation of valid traffic (class 0) and...
spam from blocked DNS addresses (class 2). In this case, the
tree is an adequate tool to separate classes. The second case
concerns the class 1. Nearly all members of this class are
recognised correctly. However, some flows without spam are
also classified as members. This class requires future analysis
of false positive. The last case is focused on the class 3.
Misclassifications are noticed between this class and the class
0. A more powerful classifier is needed to separate these
classes.

III. MODEL VERIFICATION

The results of analysis presented in Section II were ver-
ified with separate data. Significance of features determined
on Žádník’s data was validated by comparison with features
calculated on Warsaw University of Technology mail server
called Alpha.

A. Alpha

The described spam model was created on the base of
NetFlow records collected by Žádník. For validation, a new
set of NetFlow records was collected at Warsaw University
of Technology. The set originates from the mail server called
Alpha and consists of NetFlow records described by the same
collection of features as Žádník’s set. Data was collected
through one working week. Over 42 thousand NetFlow records
were collected. Among them 589 were labelled as spam.

This ratio between spam and non–spam data is completely
different from the data discussed before. Here, the number of
non–spam data is lower than the spam data. Therefore, the
model was created on a dataset that is not very similar to the
dataset collected from the Alpha.

Using the same method as for the Žádník’s set (section II-C)
a classifier based on a classification tree was created. The
classifier separates spam from the rest of flows. The accuracy
for both classifiers is very similar (about 97 percent). However,
the disparate distribution of classes in the Alpha set results in
much lower observed error (about 3 percent) in classification
of class 0.

The created classification trees have different structures and
splits are based on different features. Therefore, a set of
features chose on the base of analysis of the Žádník’s set
should be verified.

B. Verification of features

Two decision trees that separate spam from the rest of
traffic were created. The first one was trained on data from
the Žádník’s set, the second one on data collected from the
Alpha server.

In the training process, the Gini coefficients were calculat ed.
Therefore, the same approach that was used before to evaluate
features describing spam can be applied once again to evaluate
importance of features. The importance was calculated for all
features proposed in [8].

An importance ranking on a 0–100 scale for each feature
was created separately for each set. Figure 5 presents calcu-
lated significance of features.

The significant correlation between sets cannot be detected.
There are several possible reasons for the difference between
features selected by different classifiers.

The first reason may lie in the method. When a classification
tree is created, the algorithm focuses on the most important
features. Third–rate features may be different in various solu-
tions.

The second reason lies in difference between the contents
doing sets. As an example the feature spas, which
describes the number of packages having ACK the flag set
Fig. 5. Significance of features for both data sets: Žádník and Alpha

The ACK flag is used to acknowledge the successful receipt of packets. Therefore, it should be turned on in almost all packages. The only exception is the first package sent in an exchange. In a transaction, the total number of packages with the ACK flag should be the total number of packages sent by a sender minus one. In practice, packages can be resend or missed and exceptions to the rule can be observed.

For discussed sets, the relation between the total number of packages ($sp$) and the total number of packages with the ACK flag ($sp_{as}$) in a flow was estimated using the method of least squares [13]. Results are presented in Figure 6.

For data collected on the Alpha server, (Figure 6(b)) the relation is similar to the ideal one:

$$sp_{as} = sp - 0.6.$$  \hspace{1cm} (2)

Meanwhile, in the Žádník’s set (Figure 6(a)), the relation is farther from the ideal:

$$sp_{as} = 0.9 \times sp - 9.4.$$  \hspace{1cm} (3)

Such differences may influence features evaluation.

C. Universal features

Despite the differences in importance of features evaluated on the base of data from different sources there is a small number of features such as $rslas$ or $rspl$ significant for both classifiers. However, their number is not enough to create a universal set of features. Therefore, the following method was used to create such set.

Each feature $f$ calculated for a flow from source to designation has its equivalent $r f$ calculated for a response. It is assumed, in the described method, that if a feature is added to the universal set then a response equivalent will be also added and vice versa.

The significance of features is evaluated on the base of Gini coefficients calculated during the decision tree creation. The evaluation functions $g_A$ and $g_Z$ are calculated from the Alpha and the Žádník’s sets respectively. Each feature should be evaluated on the base of both evaluations. The presented assumptions result in the following evaluation function

$$g(f) = \frac{\max(g_A(f), g_A(rf)) + \max(g_Z(f), g_Z(rf))}{2}.$$  \hspace{1cm} (4)

Because the range of evaluation functions $g_A$ and $g_Z$ is $[0, 100]$ it is reasonable to assume that significant features should at least achieve the level of 50 points.
TABLE IV  
THE MOST SIGNIFICANT FEATURES DESCRIBING SPAM

<table>
<thead>
<tr>
<th>Rank</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>100.0</td>
<td>slas</td>
<td>Average length of package having the ACK flag</td>
</tr>
<tr>
<td>99.5</td>
<td>spl</td>
<td>Average package length</td>
</tr>
<tr>
<td>91.0</td>
<td>slps</td>
<td>Average length of package having the PUSH flag</td>
</tr>
<tr>
<td>90.5</td>
<td>maxpl</td>
<td>Maximum package length</td>
</tr>
<tr>
<td>84.0</td>
<td>maxtw</td>
<td>Maximum TCP window size</td>
</tr>
<tr>
<td>82.5</td>
<td>spps</td>
<td>Count of packages having the PUSH flag</td>
</tr>
<tr>
<td>73.0</td>
<td>strw</td>
<td>Average TCP window size</td>
</tr>
<tr>
<td>68.0</td>
<td>mintw</td>
<td>Minimum TCP window size</td>
</tr>
<tr>
<td>67.5</td>
<td>maxtl</td>
<td>Maximum TTL</td>
</tr>
<tr>
<td>67.0</td>
<td>sp</td>
<td>Packages count</td>
</tr>
<tr>
<td>66.5</td>
<td>mintl</td>
<td>Minimum TTL</td>
</tr>
<tr>
<td>66.5</td>
<td>sttl</td>
<td>Average TTL</td>
</tr>
</tbody>
</table>

Among features, twelve have the evaluation result greater than 50 points. The most significant features are collected in Table IV. Information about direction of traffic is skipped. It is assumed that mentioned features should be calculated for both directions. That gives 24 features.

IV. MODEL APPLICATION

The model was applied on data collected from a Broadband Remote Access Server (BRAS). On the base of learning data, an ensemble of classifiers was created and used to detect main sources of spam.

A. BRAS

Data was collected from a Broadband Remote Access Server (BRAS). Firstly, a probe that contains full headers was created. In eight seconds, almost 50 million PCAP packages were captured. From the packages payload was removed. The total size of remaining headers was 4.44 GB. Among all packages, 29.5 thousand were transferred by STMP protocol. That produced 407 NetFlow records. The ratio of collected records to the size of created file forced a different approach.

The second set was calculated in a reduced form. Because of huge size of collected PCAP headers NetFlows record were captured instead. Each record was described by 12 features including minimum, maximum, and average size of package, and binary information about flags occurrence. 176 thousand records were captured. The total size of collected NetFlow records was 18 MB.

Collected records was analysed by a spam detector to get out information about sources of spam.

B. Detector

The classifiers that detect spam were created on the base of two learning sets: Alpha and Žádník. Both sets were divided into learning and testing sets. The cardinal number of the training set was similar to the cardinal number of the learning set. Moreover, the proportion of spam to the rest data was similar in the learning and the testing sets, although the proportion of spam in the Žádník’s set and the Alpha set are different.

It was mentioned before that a single tree should not be used as a detector. Instead, detector was projected as an ensemble of trees. Each tree was trained on the learning set and validated on the training set.

Each classifier from the ensemble recognises two classes: spam and background traffic. Before, the subclasses of spam were considered to determine the spam model. However, for the final user a determination of the spam subclass is not such important as a detection of spam. Therefore, the binary classification is performed.

The classes are labelled by 1 and -1 respectively. The classifier \( C_i \) that returns a decision \( y_i \) is described by the \( s_i \) coefficient that is the accuracy of discrimination between spam and the background. The final classification decision is the sign of a weighted sum given by the formula:

\[
y = \text{sgn} \sum_{i=1}^{n} \frac{s_i}{\sum_{j=1}^{n} s_j} y_i, \tag{5}
\]

where \( n \) is the number of classifiers in the ensemble.

The detector can return 0 what means that the decision is uncertain.
C. Detection of spammers

The created detector was used to detect spam among flows collected from the BRAS. Over 60 trees trained on various subsets of the universal features set were used to create the detector defined by (5). In the result, 934 records from 176 thousand records were labelled as spam.

In the next step, sources of spam were localised. Records from the captured data came from 64088 unique IP addresses. Among them, 359 have sent at least one record labelled as spam. The main spammers can be easy blocked, which results in seven main spammer. Therefore, a spammer was defined as a source of at least 10 spam records. This limitation results in seven main spammers which was an ensemble of decision trees learned on various datasets, was created. The detector showed main source of spam among senders of collected flows. An elimination of spam attack. However, a regular collection of learning records be changing over time and model will need to be retrained.

The traffic properties can be also different in case of intensive spam attack. However, a regular collection of learning records from a network should resolve the first problem. Additionally, special learning sets that simulate intensive attacks can be used to improve model.

Gradually modifications of the model can be easy done by addition of new classifiers to the detector represented by equation (5) (although the total number of classifiers should be limited to avoid the drift learning problem). Moreover, the detector based on decision trees can be implemented as a network probe. A software solution can be implemented as an nProbe [14] plug-in, but a hardware solution is also possible if the decision algorithm will be implemented on FPGA card.
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Abstract—Binary classifiers are grouped into an ensemble to solve multi-class problems. One of proposed ensemble structure is a directed acyclic graph. In this structure, a classifier is created for each pair of classes. The number of classifiers can be reduced if groups of classes will be separated instead of individual classes. The proposed method is based on the similarity of classes defined as a distance between classes. For near classes the structure of DAG stays immutable. For the distant classes more than one is separated with a single classifier. In this paper, the proposed method is tested in variants based on various metrics. The tests proved that grouping of radial basis functions into such ensemble reduces the classification cost and the recognition accuracy is not reduced significantly.

Index Terms—Classification, Radial Basis Function, Directed Acyclic Graph, Support Vector Machines

I. INTRODUCTION

RADIAL Basis Functions (RBF) can be used both as multi-class and binary classifiers. Binary RBF classifiers are useful, still improved linear models in a nonlinear subspace [1], [2] and can be used to create an ensemble of classifiers to solve multi-class problems. Such approach was confirmed by research on Support Vector Machines [3]. In fact, there is equivalence between a decision rule created by an SVM with radial kernels and radial networks [4]. Therefore, an ensemble of classifiers can be created for binary RBF classifiers as well as in the case of SVM equivalents.

Although one-step solutions were proposed [5], [6] to solve multi-class tasks by an SVM, they are not efficient [7]. An alternative solution is creation of an ensemble. Main approach to create an ensemble are discussed in [7], [8].

Proposed approaches are One–Against–All (one class is compared against the rest) [9], One–Against–One (a classifier is created for each pair of classes) [10], Error-Correcting Output Codes (class binarisation in order to enhance generalisation ability) [11], and several methods based on graph structures [12], [13].

Among several graph ensemble fusion methods can be used to solve multi-class problems using binary RBF classifiers [14] one of the most popular strategy is grouping SVM classifiers into a directed acyclic graphs (DAG) [13].

In the case of an $n$-classes problem a tree implementation requires $n − 1$ classifiers and the average decision process uses $n − 1/2$ classifiers. A DAG ensemble needs $n(n − 1)/2$ classifiers to solve the same problem. However, only $n − 1$ classifiers is used in the classification process and obtained results are usually better [15], [16].

In the work [17], the method for reduction of number of classifiers in a DAG structure was presented. The proposed method is based on a class similarity. Similar classes are grouped and separated from diametrical different classes as a whole group. In this case, a number of used classifiers is reduced. The method was projected for linear classifiers and verified on a single recognition task. The similarity calculated in the work was a derivative of the Euclidean metric. The algorithm was tested on a single recognition task.

This work is based on the algorithm proposed in [17]. However, several improvements with respect to the previously published works have been done. The algorithm has been tested on a wider set of classification problems. Researches on new problems resulted in modifications of the algorithm. The most important modification was done in limitation rules presented in Section II-C.

The algorithm was a basis for several models based on various definitions of similarity. The following metrics are used in modelling: the Euclidean, the Chebyshev, the Manhattan, the Minkowski, and the Pearson.

Models are verified on various datasets from UCI repository. Therefore, results can be compared with others works and the results of the modified algorithm were compared with results of RBF classifiers grouped into a DAG ensemble.

II. REDUCED DAG ENSEMBLE

A. DAG ensemble

A directed acyclic graph $G$, which is described by the set of vertices $V(G)$ and the set of edges $E(G)$, can be declared as an ensemble of binary classifiers.

The vertices are grouped in layers. The first layer contains a single vertex – the root. Each subsequent layer has one more vertex. The last layer consists of $n$ vertices where $n$ is the number of recognised classes.

Each vertex from any layer except the last one has connections with two vertices from the next layer. Vertices on the last layer are leaves. Each leaf from $L(G)$ is connected with a final classification decision (one of the recognised classes). The rest of vertices $V(G) \setminus L(G)$ contains binary classifiers. The decision of the classifier defines which connected vertex
will be activated next. If a leaf is activated a final decision is determined by a class connected with the leaf.

A vertex is also identified with a group of classes that can be achieved from the vertex. Each vertex can be declared as a root of sub–DAG. Such root represents a group of classes collected on the last layer of the sub–DAG. If \( v \in V(G) \) is the root of the sub–DAG \( G_v \) then \( L(G_v) \subseteq L(G) \) determines classes identified with the vertex.

Sub-DAGs can be also used to determine classifiers. A vertex \( v \in V(G) \setminus L(G) \) has two successors \( v_i \) and \( v_j \). The successors are identified with classes connected to \( L(G_{v_i}) \) and \( L(G_{v_j}) \) respectively. Therefore, the binary classifier in the vertex \( v \) divides dataspaces into two groups of separable classes from sets \( L(G_{v_i}) \) and \( L(G_{v_j}) \).

The aim of the proposed method is to eliminate some of vertices from layers. Then an activated vertex can lie on a layer further than the next one. The example of reduced structure is presented in Figure 1. The elimination of vertices shortens the average classification time. However, not each vertex can be eliminated without a significant reduction of the accuracy ratio. Therefore, the selection of eliminated vertices will be based on similarity between classes.

B. Similarity

A similarity between classes is estimated on the base of a distance. The distance between classes \( d(C_X, C_Y) \) depends on the distance between elements of those classes \( d(x, y) \) and can be defined as the distance between nearest, furthest elements or as the average distance between all pair of elements. However, mentioned above distances are very time-consuming. Instead, the distance may be approximated as the distance between centroids (the centres of gravity for the classes)

\[
d(C_X, C_Y) = d \left( \frac{1}{n_{C_X}} \sum_{x \in C_X} x, \frac{1}{n_{C_Y}} \sum_{y \in C_Y} y \right). \tag{1}
\]

The equation (1) can be also used to calculate a distance between groups of classes. If a group is an union of classes \( C_X = \bigcup_{i=1}^k C_i \) then all members of classes \( C_i \), where \( i = 1 \ldots k \), are treated as members of \( C_X \). The distance between such groups can be calculated as (1).

The distance between an individual elements of the data space \( d(x, y) \) depends on the selected metric. Usually it is the Euclidean metric

\[
d(x, y) = \sqrt{\sum_{i=1}^n (x_i - y_i)^2}. \tag{2}
\]

However, if the recognised elements are described by some specific features it is sometime better to select a different measure.

Two potential candidates are Manhattan and Chebyshev metrics. The Manhattan distance

\[
d(x, y) = \sum_{i=1}^n |x_i - y_i| \tag{3}
\]

\[
d(x, y) = \max_{i \in \{1, \ldots, n\}} |x_i - y_i| \tag{4}
\]

the similarity will depend on the maximal difference among features.

In the tests, two more metrics were used. The Minkowski metric is a parameterised metric that becomes the Euclidean metric for \( k = 2 \).

\[
d(x, y) = \left( \sum_{i=1}^n |x_i - y_i|^k \right)^{\frac{1}{k}}. \tag{5}
\]

In this work \( k = 3 \) was used.

The Pearson metric bases on the Pearson product–moment correlation coefficient \( r_{xy} \) and presents inverse correlation between data vectors

\[
d(x, y) = 1 - r_{xy}. \tag{6}
\]

C. Creation of structure

The graph for the \( n \)-classes classification task has \( n \) layers where the last layer contains leaves labelled as recognised classes. The algorithm starts with the set \( V(G) \) of \( n \) leaves. Therefore initially \( V(G) = L(G) \).

In each step a pair of the vertices \( v_i \) and \( v_j \) is selected. The selected vertices are roots of DAGs with nearest groups of classes on the last layers \( L(G_i) \) and \( L(G_j) \).

\[
(v_i, v_j) = \arg \min_{v_i, v_j \in V(G)} d(L(G_i), L(G_j)). \tag{7}
\]

In this and the following equations, the notation \( L(G_i) \) means all classes from the last layer (leaves) of the DAG with root in the vertex \( v_i \). Therefore the distance \( d(L(G_i), L(G_j)) \) can be calculated as a distance between group of classes (1).

The new vertex \( v_k \) is added to the graph \( G \). The vertices \( v_i \) and \( v_j \) are now its successors. The new graph \( G \) is given by the set of vertices

\[
V(G) = \{v_k\} \cup V(G) \tag{8}
\]

and the set of edges

\[
E(G) = \{(v_k, v_i), (v_k, v_j)\} \cup E(G). \tag{9}
\]

It is easy to observe that groups \( L(G_i) \) and \( L(G_j) \), determined by vertices \( v_i \) and \( v_j \), may be still the nearest groups in the graph \( G \). Moreover, the created group \( L(G_k) \) is the union of groups \( L(G_i) \) and \( L(G_j) \) and consequently the union may be selected as the nearest with one of groups determined by the successors. Such situations should be avoided. Therefore, the set of vertices that are taken into consideration in the equation (7) should be limited by the following rules.

Under the second rule, that eliminates problem with the same pair selected again, the two vertices \( v_i \) and \( v_j \) can be joined if and only if the union of classes represented by them is not a subset represented by any existed vertex.
∀(v_k \in V(G)) L(G_i) \cup L(G_j) \not\subseteq L(G_k). \tag{10}

The rule (10) is modification of the rule presented in [18]. The previous rule assumed that \( L(G_i) \cup L(G_j) \not= L(G_k) \), however then the algorithm was not convergent for some datasets.

Under the first rule, that eliminates problem of joining successors with a predecessor, the two vertices \( v_i \) and \( v_j \) can be joined if and only if the set of classes represented by one of them is not a subset of the other

\[
C(G_i) \not\subseteq C(G_j) \wedge C(G_j) \not\subseteq C(G_i). \tag{11}
\]

Both conditions (11) and (10) can be used to create a limited set of allowed pairs of vertices

\[
S_P = \{(v_i, v_j) : v_i, v_j \in V(G) \\
\wedge L(G_i) \not\subseteq L(G_j) \wedge L(G_j) \not\subseteq L(G_i) \\
\wedge \forall(v_k \in V(G)) L(G_k) \not= L(G_i) \cup L(G_j) \}. \tag{12}
\]

Moreover, the common part of classes is ignored when the distance is calculated and the final form of the formula (7) is

\[
(v_i, v_j) = \arg\min_{(v_i, v_j) \in S_P} d(L(G_i) \setminus L(G_i \cap G_j), L_j \setminus L(G_j \cap G_j)),
\]

where

\[
L(G_i \cap G_j) = L(G_i) \cap L(G_j). \tag{14}
\]

In each step of the algorithm, the two allowed vertices \( v_i, v_j \) are joined. The algorithm stops when no join can be made

\[
\forall(v_i \in S_G) \exists(v_j \in S_G) L(G_i) \subseteq L(G_j) \vee L(G_j) \subseteq L(G_i). \tag{15}
\]

D. Classification

The classification process starts in the root of DAG ensemble and finishes in a vertex from the last layer.

In the DAG ensemble, each classifier rejects one from the recognised classes. Therefore, if the vertex \( v_i \) is a root of a DAG with the last layer consists of vertices \( L(G_i) \) then the vertex \( v_j \), which is next in the classification path, is connected with classes defined by the following rule

\[
L(G_j) = L(G_i) \setminus \{v_k \wedge v_k \in L(G_i). \tag{16}
\]

In the reduced ensemble, the number of classification steps can be reduced, because a classifier can reject more than one class in one step and the rule (16) is replaced by

\[
L(G_j) = L(G_i) \setminus V_k \wedge V_k \subset L(G_i). \tag{17}
\]

When a vertex \( v \in V(G) \setminus L(G) \) has two successors \( v_i \) and \( v_j \), identified with classes connected to vertices \( L(G_i) \) and \( L(G_j) \) respectively, then the binary classifier in the vertex \( v \) divides dataspace between two groups of separate classes \( L(G_i) \setminus (L(G_i) \cap L(G_j))) \) and \( L(G_j) \setminus (L(G_i) \cap L(G_j)) \).

E. Time reduction

Three main elements that describe costs of the created classifiers are the construction time, the learning time, and the classification time.

The first element is a construction of the ensemble. In the case of a DAG, this element can be omitted. However, it is an important part of the presented method (described in Section II-C). If the cost of the ensemble creation is significant then potential reduction of the learning time can be balanced by a cost of the new element.

At the first glance, the learning time should be shorter in a reduced structure. However, a reduction of classifiers in the ensemble does not necessarily have to result in a reduction of the learning time. All classifiers in a DAG structure present the One–Against–One approach. Meanwhile, at least several classifiers in the reduced structure split dataspace between a class and a group of classes. It was proved that One–Against–One approach can results in lower costs than One–Against–All approach [8]. Therefore, the learning time can be longer for the reduced structure.

Considering pessimistic assumptions on the building time and the learning time, we should remember that the most important cost in the classifier evaluation is the classification time. The reduced structure has definitely lower classification costs that DAG.

In the \( n \)-classes recognition time, a DAG structure needs \( n-1 \) binary classifiers to assign the analyzed case to one of recognized classes. If \( C \) is a set of analysed cases and \( C_i \) is a subset of cases assigned to the class labelled with \( i \) then the classification time for the set \( C \) is calculated as

\[
\sum_{i=1}^{n} |C_i| \ast (n-1) \ast t = |C|(n-1) \ast t, \tag{18}
\]

where \( t \) is the binary classification time, which should be equal for all binary classifiers from the ensemble.

In the case of the reduced structure, the same set \( C \) is defined as the union of cases \( C_i \) assigned to the class labelled with \( i \) by the new classifier. The number of binary classifiers used in the classification depends on the final classification decision and can be calculated as \( d_i-1 \), where \( d_i \) describes number of vertices on the path from the root to the leaf assigned to the class labelled with \( i \). Therefore, \( d_i \leq n \).

The classification time for the set \( C \) is calculated as

\[
\sum_{i=1}^{n} \hat{C}_i \ast (d_i - 1) \ast t. \tag{19}
\]

From \( d_i \leq n \) and \( \sum_{i=1}^{n} \hat{C}_i = C = \sum_{i=1}^{n} C_i \) we know that

\[
\sum_{i=1}^{n} \hat{C}_i \ast (d_i - 1) \ast t \leq \sum_{i=1}^{n} \hat{C}_i \ast (n-1) \ast t \leq |C|(n-1) \ast t. \tag{20}
\]

Therefore, the classification time for the reduced structure is lower if at least one case from an analysed set belongs to the class with a reduced classification path.
III. RESULTS AND DISCUSSION

In this work, four sets from UCI repository were used. Letter Image Recognition Data (Letter), Optical Recognition of Handwritten Digits (Optdigits), Glass Identification Database (Glass), and Wine recognition data (Wine).

In the case of Optdigits dataset and Letters relations between the training sets and the testing sets proposed in the reference works [15] and [16] had been used. However, in the case of datasets Wine and Glass solutions proposed in the reference works had been tested by the cross validation method. Therefore, the validation performance was measured by training 70 percent of the training set and testing the other 30 percent of the training set in these cases. Details on the sets are given in Table I.

The computational experiments for this section were done on an Intel Core i5–2500 with 8 GB of RAM. All the problems were tested using RBF kernels. The accuracy rate was estimated using different kernel parameters $\gamma$ and cost parameters $C$ where $C = \{2^0, 2^1, \ldots, 2^{12}\}$ and $\gamma = \{2^{-12}, 2^{-11}, \ldots, 2^2\}$. The selection of parameters values is the most time–consuming part of the process. 221 tests must be done to check all pairs of parameters for one metric. On the testing computer, the test series lasted from few seconds to three hours depending on a dataset. Therefore, some proposals should be made to reduce the computation time.

Table II presents the accuracy ratio obtained by using different metrics. Results are very similar and any of metrics cannot be chosen as the best one. However, it can be observed that the Chebyshev and the Manhattan metrics gave worse results. The Minkowski metric, which had been gotten with $k = 3$, resulted in the accuracy similar as the Euclidean metric. In fact, the calculations can be limited to Euclidean and Pearson metrics to cover all of the best results.

The accuracy rate obtained by the proposed method was compared with RBF classifiers ordered in the DAG structures, presented in works [15] and [16]. The detailed results including used parameters are presented in Table III.

The results of three compared approaches cannot be compared directly because works [15] and [16] covers different data set. Therefore, the proposed method should be compared with each work separately. The average accuracy ratio calculated among datasets discussed in the works is always minimal better for the proposed method.

The results of the proposed method were compared with two more state-of-the-art algorithms: One–Against–All and One–Against–One methods. The average accuracy calculated for all data sets was 92.22 percent for the One–Against–One method, 91.92 percent for the One–Against–All method and 92.35 for the proposed method. Details on results and configuration are given in Table IV. The averages are very similar and any method cannot be pointed as the best one.

The most important aspect in the comparison is reduction of created vertices in the DAG structure. The number of vertices used to solve the Optdigits and Letter problems was reduced to 42 and 66 percent of vertices from the DAG structures. The proposed method reduced the number of RBF classifiers that has to be trained. Additionally, the average classification time will be shorter, because of reduction of decision paths. Two examples for Optdigits are shown in Figure 1.

Each graph has leaves marked with circles and vertices with classifiers marked with diamonds. Inside the diamonds two groups of classes are noticed. The classifier inside the vertex divides the data space between members of both groups.

The reduction of the average classification time is clearly visible in the case of the class zero. The class can be selected after three classification steps instead of nine as in the case of non–reduced DAG structure. In the proposed method, only two classes from the last layer are classified in nine steps.

The created graphs have the same number of vertices. However, the structures are different. First, numbers of vertices on layers are different. Moreover, different nearest classes were selected in the first step of the algorithm. For the Chebyshev metric, nearest classes are 1 and 8, whereas for the Euclidean metric the nearest classes are 3 and 9. The differences in the structure results in differences in the accuracy presented in Table II.

The ensembles created in the Letter problem is too complex to present a comparison between several graphs. However, the graph created using the Euclidean metric is presented in Figure 2. The letter ‘L’ can be recognised in 9 steps. 20 steps are needed to recognise such letters as ‘K’, ‘G’, ‘Q’, ‘R’, ‘B’, ‘S’, and ‘Z’. Meanwhile the DAG structure needs 25 classifiers to recognise any letter. Therefore, both average and pessimistic costs are much lower in the proposed solution.

In the case of Glass problem, the reduction ratio is smaller. This is connected with the smaller number of recognised classes. In the Wine problem, a number of vertices cannot be reduced. However the algorithm determines the order of classifiers in the DAG. As it was shown in Table III, the determined order allows the ensemble to obtain the best result.

The method results in reduction of the classification time. In Table V, the learning time and the classification time obtained by DAG classifiers are compared with the time obtained by the proposed method. Additionally, the graph structure building time is presented in the case of the method from this work.

The proposed method reduces the classification time for complex tasks. Although, the classification time for various methods given in second has only an approximate character, the difference between methods bases on strong theoretical bases (Section II–E).
### TABLE II

The accuracy ratio obtained by using different metrics. The best results are emphasised.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Chebyshev</th>
<th>Euclidean</th>
<th>Manhattan</th>
<th>Pearson</th>
<th>Minkowski</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wine</td>
<td>98.86</td>
<td>99.44</td>
<td>99.44</td>
<td>99.44</td>
<td>99.44</td>
</tr>
<tr>
<td>Glass</td>
<td>73.79</td>
<td>74.22</td>
<td>73.29</td>
<td>73.81</td>
<td>74.22</td>
</tr>
<tr>
<td>Letter</td>
<td>97.42</td>
<td>97.63</td>
<td>97.63</td>
<td>97.70</td>
<td>97.35</td>
</tr>
<tr>
<td>Optdigits</td>
<td>97.5</td>
<td>98.05</td>
<td>97.94</td>
<td>98.05</td>
<td>98.05</td>
</tr>
</tbody>
</table>

### TABLE III

The accuracy ratio obtained by the proposed method is compared with RBF classifiers ordered in the DAG structures, presented in works [15] and [16]. For each method, used parameters $\gamma$ and $C$ are given. DAG vertices is a number of vertices created by DAG, and vertices is a number of vertices created by the proposed method. The best results are emphasised.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Wine</td>
<td>$3^{2}$</td>
<td>$2^{1}$</td>
<td>$2^{2}$</td>
</tr>
<tr>
<td>Glass</td>
<td>$21^{21}$</td>
<td>$2^{1}$</td>
<td>$2^{2}$</td>
</tr>
<tr>
<td>Letter</td>
<td>$325^{2^{12}}$</td>
<td>$3^{3}$</td>
<td>$2^{2}$</td>
</tr>
<tr>
<td>Optdigits</td>
<td>$45^{2}$</td>
<td>$2^{2}$</td>
<td>$2^{3}$</td>
</tr>
</tbody>
</table>

### TABLE IV

The accuracy ratio obtained by the proposed method is compared with One against One and One against All methods.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>One-Against-One</th>
<th>One-Against-All</th>
<th>Proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wine</td>
<td>$2^{1}$</td>
<td>$2^{2}$</td>
<td>$2^{1}$</td>
</tr>
<tr>
<td>Glass</td>
<td>$2^{12}$</td>
<td>$2^{2}$</td>
<td>$2^{2}$</td>
</tr>
<tr>
<td>Letter</td>
<td>$2^{2}$</td>
<td>$3^{2}$</td>
<td>$2^{5}$</td>
</tr>
<tr>
<td>Optdigits</td>
<td>$8^{2}$</td>
<td>$3^{2}$</td>
<td>$2^{5}$</td>
</tr>
</tbody>
</table>

### TABLE V

The learning time and the classification time for the reference works [15] and [16]. The building time, the learning time, and the classification time for the proposed method.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Work [15], [16]</th>
<th>Proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wine</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Glass</td>
<td>2.85</td>
<td>0.01</td>
</tr>
<tr>
<td>Letter</td>
<td>298.62</td>
<td>15.47</td>
</tr>
<tr>
<td>Optdigits</td>
<td>92.80</td>
<td>1.81</td>
</tr>
</tbody>
</table>

### IV. Conclusion

In this work, the algorithm based on primary works [17], [18] was modified and used to create several models of RBF ensembles. The structures of created ensemble are reduced directed acyclic graphs. The method reduces a number of created classifiers. The classifiers, which discriminate distant classes, are replaced by the classifiers, which separate groups of classes. A theoretical estimation shows that the new structure should reduce the classification time in comparison to the DAG structure.

The algorithm was tested on four sets from UCI repository. The obtained results were compared with published results. The accuracy ratio obtained by proposed method is similar to presented in works [15] and [16]. Also results obtained by two state-of-the-art algorithms One–Against–All and One–Against–One are nearly identical. The proposed algorithm should be also compared with other methods such as ECOC and Decision Template tested in [19], [20], but its main advantages is not the highest accuracy, but the significant reduction of the number of classifiers in the DAG structure. The number of created classifiers was reduced to 42 and 66 percent of classifier from the DAG structure in some complex recognition tasks. The reduction of classifiers results in the reduction of the classification time.
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Fig. 1. Created reduced DAGs for the Optdigits recognition task. The ensembles were created using the Chebyshev (a) and the Euclidean (b) metrics.


Fig. 2. Created reduced DAG for the Letters recognition task. The ensemble was created using the Euclidean metrics.
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Abstract—This article presents a recommender system based on rough mereology for predicting Ozone concentration in Kuwait through testing the data gathered from Al-Jahra station. The proposed recommender system consists of three phases; namely pre-processing, classification, and recommendation phases. To evaluate the performance of the presented recommender system, fifteen parameters were used. Those parameters were developed and validated between Jan. 2006 and Sept. 2010. The obtained results demonstrated the effectiveness and the reliability of the proposed recommender system.
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1. INTRODUCTION

INDUSTRIALIZATION, technical growth and over population in urban areas of Kuwait have resulted in increased air pollution [1], [2]. This has deteriorated the quality of fresh air. Toxic air pollutants in close proximity to populate areas can have adverse health effects. In this respect, surface Ozone can become a serious problem in the urban areas of Kuwait - if it frequently occurs in sufficient concentration to threaten human health and environment [3].

Ground-level Ozone (O₃) is formed by chemical reactions between nitrogen oxides (NOx) and volatile organic compounds (VOC) in the presence of heat and sunlight. It is difficult to exactly define the formation and destruction mechanism of Ozone. This is because Ozone is an extremely reactive pollutant and can be scavenged by its precursors [2], [4]. As a result, the area of air pollution forecasting through empirical methods has gained importance with the availability of sufficient data. Earlier forecasting models were based on simple empirical data correlations, but the availability of a large amount of information has resulted in development of complex air pollution simulations for forecasting [2], [5]. Management of public warning strategies for Ozone levels in densely populated areas require accurate forecasts of ambient levels. Although Ozone prediction models exist or have been proposed at several cities [6]–[9], [16], [17], they have not been assessed in realistic conditions.

Recently, there has been an increase in air pollution in urban areas of Kuwait. This is the result of rapid industrialization, technical growth and over population. In the past, it has been observed that toxic air pollutants in close proximity of populated areas can have adverse health effects. Ozone is one such pollutant that can become a serious problem in urban areas of Kuwait if it occurs in sufficient concentration. Thus, accurate forecasting of surface Ozone is required as it can help with successful implementation of public warning strategies during episodic days in Kuwait.

This article presents a recommender system based on rough mereology for predicting Ozone concentration in Kuwait through testing the data gathered from Al-Jahra station. The proposed system firstly maps the Ozone dataset into a normalized dataset of ground-level Ozone predictions. Then, rough mereology and rough inclusion techniques are applied for clustering and classifying the normalized Ozone dataset into sets of granules with different radius. Voting by objects approach is subsequently applied in order to select the optimized granules. Finally, normalized rating matrix is acquired, then the predicted ground-level Ozone is recommended. To evaluate the performance of the presented recommender system, fifteen parameters were used. Those parameters were developed and validated between Jan. 2006 and Sept. 2010. The initial three years of data are used to develop the predicting models and the remaining data is used for testing and verifying these models.

The rest of this article is organized as follows. Section II presents the basic concept of rough mereology. Section III describes the different phases of the proposed recommender system; namely pre-processing, classification, and recommendation phases. Section IV introduces experimental results via firstly discussing the tested dataset in addition to the details of
the applied Air Quality Index (AQI), then presenting statistical analysis of the obtained experimental results. Finally, Section V presents and discusses conclusions.

II. ROUGH MEREOLOGY: AN OVERVIEW

Rough mereology proposed by Lesniewski in [10] as the theory of concept. The relation of mereology is a part of relation, e.g., \( x \) mereology \( y \) means \( x \) is a part of \( y \). According to Polkowski [11], the mereology relation described in equation (1), where \( \pi(u, w) \) is a partial relation (proper part) and \( ing(u, w) \) is ingredient relation means an improper part.

\[
ing(u, w) \Leftrightarrow \pi(u, w) \text{ or } u = w
\]

\( \mu(x, y, r) \) means rough mereology relation \( x \) is part of \( y \) at least degree \( r \), also described as shown in equation (2).

\[
\mu(x, y, r) = min_s(x, y, r) \Leftrightarrow \rho(x, y) \leq (1 - r)
\]

Computing the indiscernibility relation to get the object can be done using rough inclusion, which is of less complexity time than the indiscernibility relation computed by rough set technique. Rough inclusion from metric according to Polkowski in [11] computed by the Euclidean metric space or Manhattan space, where,

\[
\rho_h(x, y, r) \Leftrightarrow \rho(x, y) \leq 1 - r
\]

Then, the indiscernibility relation \( Ind \) can be computed as shown in equation (4).

\[
Ind(x, y) = \frac{|IND(x, y)|}{|A|}
\]

Then, equation (2) becomes equations (5) and (6).

\[
\mu_h(x, y, r) \Leftrightarrow Ind(x, y) \geq r
\]

\[
IND(x, y) = a \in A : a(x) = a(y)
\]

Where, \( a \) is an attribute(s) in an information system \( A \), and \(|A|\) is the cardinality of a set \( A \).

III. THE PROPOSED RECOMMENDER SYSTEM

The proposed Ozone recommender system tested for ground-level Ozone data collected at Al-Jahra city in Kuwait during the time from January/2006 to September/2010. The architecture of the proposed system consists of three phases; namely pre-processing, classification, and recommendation phases.

A. Pre-processing Phase

In this phase, the proposed recommender system receives the ground-level Ozone data as an input, then it generates a normalized rating matrix. As shown in equation (7) with \( X \) representing the original value, the input data were mapped into a normalized dataset of the range \([0,1]\), where the values 0 and 1, represent the smallest and the largest values in each dataset attribute, respectively.

\[
Normalized = \frac{X - \min.value}{\max.value - \min.value}
\]

B. Classification Phase

In this phase, the proposed recommender system receives the normalized Ozone dataset generated from the pre-processing phase. Rough mereology and rough inclusion approaches were applied in order to produce rough inclusion table that reflects similarity degree among parameters. Then, the granulation mechanism that reflects a given set of inclusion data into collection of granules will be applied via voting by training objects in order to produce the optimal similarity measurement.

1) Ground-level Ozone Clustering: In this phase, the granular computing formalized within the theory of rough mereology - as proposed by Polkowski; as an application of the idea of a granular reflection of data and of classifiers induced from it [5] is used to classify the normalized data into group of similar data according to the definition of rough mereology. In this section, a brief description of the theory of rough mereology and rough inclusion will be presented.

2) Rough Mereology: Indiscernibility relations in rough set theory represents the core problem in this theory that it takes a long of time to get the classification of data. Rough mereology theory used the flexible similarity relations, which allow for huge data to be classified. The similarity relations that will be used must be satisfy properties are MON, ID, EXT. Rough inclusion technique satisfy their three properties of similarity relations; namely Monotonic (MON), Identity (ID), Extreme, or proportionality (EXT) [5].

- (MON) if similarity \((x, y, 1)\) then for each \(z\), from similarity \((z, y, r)\) it follows that similarity \((z, y, r)\).
- (ID) similarity \((x, y, 1)\) for each \(x\).
- (EXT) if similarity \((x, y, r)\) and \(s \leq r\) then similarity \((x, y, s)\).

3) Rough Inclusion: Rough Inclusion is a technique that uses the Reduced Hamming Distance [11] equation to compute the similarity between vector \(u\) and \(v\), where \(u\) represents a user and \(v\) represents an item, as shown in equation (8) [5], where, \(IND(u, v) = \{a \in A : a(u) = a(v)\}\), and \(|A|\) denotes the cardinality of set \(A\).

\[
ind(u, v) = \frac{|IND(u, v)|}{|A|}
\]

After applying equation (8) on the normalized rating matrix, similarity table is produced by using rough inclusion approach. The proposed recommender system classifies the attributes of the dataset using Gödel t-norm technique [6], as shown in equation (9).

\[
T_{min}(a, b) = \min\{a, b\}
\]

The granulation mechanism reflects a given inclusion data into collection of granules, each granule has a fixed granule radius value \(r\), where \(r\) is in the interval \([0,1]\) [7]. Accordingly, the proposed recommender approach applies the voting by training objects to produce prediction/recommendation regarding the ground-level Ozone.
4) Voting by Training Objects: Voting by objects stage takes as an input the list of similarity measure tables for each radius resulted from the clustering stage and computes the accuracy rate for each radius as shown in equation (10). Then, the optimum radius that represents the largest accuracy measure is selected. This stage is divided into two steps: 1) accuracy measure computation, which uses equation (10) to compute the accuracy for each table representing the similarity measure at radius \( r \), and 2) optimization step, where the table containing the largest accuracy measure at radius \( r \) is selected, so the radius \( r \) called the optimum radius \( r_{opt} \).

\[
\text{Accuracy rate} = \left( \frac{T}{N} \right) \times 100 \tag{10}
\]

Where, \( T \) is the rate of number of valid tuples and \( N \) is the total number of tuples in each row.

Let \( a \) is an attribute, \( u \) is a test object, \( v \) is a training object, and \( \epsilon \) is a selected number in an interval \([0, 0.1]\) taken every 0.01. So, the final value of \( \epsilon \) is taken according to the equation of the factor, shown in equation (11).

\[
q_{a}(u,v) = \frac{|a(u) - a(v)|}{\text{diam}(a)} \tag{11}
\]

Where, \( \text{diam}(a) \) is computed as shown in equation (12).

\[
\text{diam}(a) = \text{Max}(a) - \text{Min}(a) \tag{12}
\]

and \( a(u) \) can be computed as follows:

\[
a(u) = \begin{cases} 
\min & \text{if } u < \text{min}, \\
\max & \text{if } u > \text{max}, \\
\ u & \text{otherwise}
\end{cases}
\]

For each selected \( \epsilon \), \( \text{sel}_{a}(c,t) = \sum \frac{w_{a}(v,t)}{\text{t}(x,e)} \) is computed, where \( c \) is the decision category, \( t \) is selected t-norm, and \( w_{a}(v,t) = \text{ind}_{c}(u,v) \). Then, \( u \) is assigned to the category with maximal \( \text{sel}_{a}(c,t) \). The end value of \( \epsilon \) is selected when \( q_{a}(u,v) < \epsilon \). Based on the optimum radius selected from the voting by object stage, rules are generated from the rough inclusion table of selected optimum radius.

C. Recommendation Phase

In this phase the system receives the testing Ozone dataset as an input, then it outputs a recommendation/prediction value of ground-level Ozone as shown in equation (13) according to the formula that used to recommendation/prediction in collaborative filtering technique.

\[
\text{prediction} = \sum_{i} \frac{w_{a,i} \cdot \text{mean}}{\sum_{i} w_{a,i}} \times \sigma_{a} + \text{mean} \tag{13}
\]

Where, \( w_{a,i} \) is the Pearson’s correlation coefficient shown in equation (14).

\[
\frac{\sum_{i} (r_{a,i} - \text{mean}) \times (r_{a,i} - \text{mean})}{\sigma_{a} \times \sigma_{a}} \tag{14}
\]

IV. EXPERIMENTAL ANALYSIS AND DISCUSSION

A. Dataset

The study used hourly air pollutants data from January 2006 through September 2010 gathered by the Environmental Monitoring Information System of Kuwait (eMISK, working under the Environment Public Authority of Kuwait). The data were collected from Al-Jahra fixed surface station. The initial three years of data was used to develop the forecasting models and the remaining data was used for testing and verifying these models. Table I represents the generated rules of Al-Jahra dataset.

B. Air Quality Index (AQI)

The Air Quality Index (AQI) is a key tool for making information about outdoor air quality as easy to find and understand as weather forecasts. It is an index for reporting daily air quality via updating how healthy or unhealthy the air is. Equation (15) shows the AQI conversion formula for the ground-level Ozone.

\[
\text{AQI} = \frac{I_{HI} - I_{LO}}{BP_{HI} - BP_{LO}} \times (C_{O3} - BP_{LO} + I_{LO}) \tag{15}
\]

Where, \( I_{HI} \) is the index value at the upper limit of the AQI category, \( I_{LO} \) is the index value at the lower limit of the AQI category, \( BP_{HI} \) is the break-point concentration at upper limit of the AQI category, \( BP_{LO} \) is the break-point concentration at lower limit of the AQI category, and \( C_{O3} \) refers to 1-hour Ozone concentration. Also, depending on the value of the Ozone concentration \( C_{O3} \), the values of the \( I_{HI}, I_{LO}, BP_{HI}, \) and \( BP_{LO} \) parameters are being identified. For example, if the detected value of the \( C_{O3} \) is within the range \([0.00, 0.059]\), then the values of the \( I_{HI}, I_{LO}, BP_{HI}, \) and \( BP_{LO} \) parameters will be 50.00, 0.00, 0.059, and 0.00, respectively [12]. The AQI is considered a standard measurement that runs from 0 to 500, where the higher the AQI value, the greater the level of air pollution and the greater the health concern [13].

C. Statistical Analysis

Evaluating the recommendation quality of the proposed recommender system is mainly based on statistical precision

<table>
<thead>
<tr>
<th>Rule</th>
<th>Description</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rule(1)</td>
<td>if NO2 is healthy then Ozone is healthy</td>
<td>88.9857</td>
</tr>
<tr>
<td>Rule(2)</td>
<td>if NO is healthy then Ozone is unhealthy</td>
<td>99.3757</td>
</tr>
<tr>
<td>Rule(3)</td>
<td>if NO is healthy then Ozone is unhealthy</td>
<td>62.2358</td>
</tr>
<tr>
<td>Rule(4)</td>
<td>if NO2 is healthy and Wind-deg is healthy then Ozone is unhealthy</td>
<td>62.2358</td>
</tr>
<tr>
<td>Rule(5)</td>
<td>if PM10 is healthy then Ozone is unhealthy</td>
<td>62.2358</td>
</tr>
<tr>
<td>Rule(6)</td>
<td>if CO is healthy and Wind-deg is healthy then Ozone is unhealthy</td>
<td>62.2358</td>
</tr>
<tr>
<td>Rule(7)</td>
<td>if CH4 is healthy then Ozone is healthy</td>
<td>76.1768</td>
</tr>
<tr>
<td>Rule(8)</td>
<td>if N is healthy and Ozone is healthy</td>
<td>53.8560</td>
</tr>
<tr>
<td>Rule(9)</td>
<td>if WS is healthy then Ozone is healthy</td>
<td>83.8488</td>
</tr>
<tr>
<td>Rule(10)</td>
<td>if WG is healthy then Ozone is healthy</td>
<td>83.8488</td>
</tr>
<tr>
<td>Rule(11)</td>
<td>if SO2 is healthy then Ozone is healthy</td>
<td>60.9286</td>
</tr>
<tr>
<td>Rule(12)</td>
<td>if TEMP is healthy then Ozone is unhealthy</td>
<td>44.2708</td>
</tr>
<tr>
<td>Rule(13)</td>
<td>if HEMP is healthy then Ozone is healthy</td>
<td>83.8488</td>
</tr>
<tr>
<td>Rule(14)</td>
<td>if O2 is healthy then Ozone is healthy</td>
<td>69.2238</td>
</tr>
</tbody>
</table>

TABLE I
RULE GENERATION TABLE OF AL-JAHRA DATASET
and decision supporting precision measurement methods [14].
Statistical precision measurement method adopts the MAE
(Mean Absolute Error) in order to measure the recommenda-
tion quality [15]. MAE is a commonly used recommendation
quality measurement method. MAE calculates the irrelevance
between the recommendation value predicted by the recom-
mender system and the actual evaluation value. Each pair of
interest predicted rank is represented as \( p_i, q_i \), where \( p_i \)
is the system predicted value and \( q_i \) is the user evaluation value.
Based on the entire set of \( p_i, q_i \) pairs, MAE calculates the
absolute error value \( |p_i - q_i| \) and the sum of all the absolute
error value. Then, the average value is calculated. Small MAE
values represent a good recommendation quality indicators.
The predicted values of rating sets can be represented as
\( p_1, p_2, \ldots, p_N \) and the corresponding actual testing rating set
can be represented as \( q_1, q_2, \ldots, q_N \). The MAE can be defined
as shown in equation (16).

\[
MAE = \frac{\sum_{i=1}^{N} |p_i - q_i|}{N} \quad (16)
\]

Based on experimental results, the ground-level Ozone de-
depends on the values of NO, (NO2, CO), Wind direction degree,
and Industrial temperature. Figure 1 depicts the monthly actual
values, predicted values by the proposed recommender system,
and the mean absolute error (MAE) of the ground-level
Ozone in Kuwait (Al-Jahra city station) during the time from
January-2009 to September-2010. As shown in figure 1, the
curve presenting the values of ground-level Ozone predicted
by the proposed recommender system has a similar behavior
as the curve presenting the actual values of the ground-level
Ozone dataset. Also, both curves existed in the healthy region
of the O3 value, which is less than 0.165 ppm according to
the reference AQI.

V. CONCLUSIONS
In this article, based on ground-level Ozone concentration
data gathered from Al-Jahra station in Kuwait, a rough mere-
ology based recommender system was presented for the pre-
diction of ground-level Ozone pollution. The obtained results
demonstrate the effectiveness and the reliability of the pro-
posed recommender system. Resulted experimental values of
ground-level Ozone predicted by the proposed recommender
system showed similar behavior as the actual tested values
of the ground-level Ozone dataset. Also, both experimentally
resulted and actual dataset values existed in the healthy region
of the O3 value, which is less than 0.165 ppm according to
the reference AQI.
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Abstract—Dropping out of school is one of the most complex and crucial problems in education, causing social, economic, political, academic and financial losses. In order to contribute to solve the situation, this paper presents the potentials of an intelligent, robust and innovative system, developed for the prediction of risk groups of student dropout, using a Fuzzy-ARTMAP Neural Network, one of the techniques of artificial intelligence, with possibility of continued learning. This study was conducted under the Federal Institute of Education, Science and Technology of Mato Grosso, with students of the Colleges of Technology in Automation and Industrial Control, Control Works, Internet Systems, Computer Networks and Executive Secretary. The results showed that the proposed system is satisfactory, with global accuracy superior to 76% and significant degree of reliability, making possible the early identification, even in the first term of the course, the group of students likely to drop out.

I. INTRODUCTION

HISTORICALLY, school dropout is one of the most complex and crucial problems in education, causing social, economic, political, academic and financial damage to all the people involved in the educational process, from the students to the governmental and promotional agencies that long for efficient strategies to reduce the indexes of school dropout, since the measures adopted up to now did not have the desired effect.

In relation to higher education, school dropout is an international problem. Although its indexes show considerable variations among different nations, they show that in fact school dropout is present and strikes more and more a higher number of higher educational institutes (HEI) worldwide.

It is worth mentioning the United States - USA, with a dropout rate in colleges and universities of around 40%, representing a decline in the index of students graduated in higher education. Conversely, China and India empower higher education, increasing the conclusion index. Between these extremes lies Brazil, presenting a mean dropout index of about 20%.

Even taking into account all the differences and specificities of the (HEI) of different nations, the difficult task of solving the evasion problem is still common ground between them.

From this perspective, prevention and intervention programs are developed and structured taking into account the results of researches that identify the possible causes that generate the phenomenon of evasion. However, such measures could be more fruitful if there was prior knowledge of the students prone to evasion. And, for this, the development of methods, instruments or systems capable of previously making this identification is necessary.

To meet this need an intelligent, ambitious and innovative system was developed, for the prediction of risk groups of student dropout in presental higher education courses [1], using artificial intelligence techniques, the Fuzzy ARTMAP Neural Network [2-4]. This network has a structure in which the training is carried out in a supervised and self-organized way, with the possibility of continued learning [2].

This paper aims at presenting and making the developed intelligent system available as a possibility of identifying, in a proactive, continued and accurately the students of the traditional presental education, prone to evasion in higher education. And also to disseminate their fruitful results that contributed to the development of prevention and intervention programs, in order to improve retention of those students identified in the institution [1].

II. ART AND FUZZY ARTMAP NEURAL NETWORKS

The Artificial Neural Networks (ANN) [5] are computational tools that emulate the human brain and learn with the experience, trying to model and simulate its learning process, organizing its neurons in such a way that they will be capable of processing the information.

The ART network systems are able to solve the “stability-plasticity” dilemma. They are plastic because they are able to learn to adapt to a changing environment and, at the same time, preserve their previously learned knowledge while maintaining their ability to learn new patterns, therefore they are stable.

The basic structure of an ART neural network consists of two subsystems of attention and orientation, where some elements such as: two layers of neurons (F1 and F2) and their synaptic weights (Wij and Vji), the module parameter vigilance (ρ) and the module reset are arranged and inter-linked.

Briefly, the process of classification of an ART network consists of four phases [6]:
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- Recognition: recognizes the stimuli produced in layer F2 and selects the category of higher value after calculating the function choice.
- Comparison: through the vigilance parameter, tests the similarity between the input vector and the prototype vector, whether allowing or not the inclusion of the pattern input in the category. If the vigilance parameter is not met, the input vector is stored in another neuron.
- Search: for every new input vector, searches for a neuron in layer F2 to represent it.
- Training: the training only starts after the conclusion of the search process, it can occur quickly or slowly.

The Fuzzy ART neural network [7] uses the theory of the fuzzy sets, employing the minimum operator (˄) AND Fuzzy, enabling the treatment of patterns of binary and analogical input, in an interval [0, 1], and increasing the generalization ability of the network.

In the Fuzzy ARTMAP model, two ART modules are interlinked through an inter-ART module, called Field Map. This module has a self-regulatory mechanism called match tracking that seeks for “marriages” or combinations among the categories of ARTa and ARTb modules, aiming to increase the generalization level and reduce the network error [2].

The architecture of the Fuzzy-ARTMAP neural network, has been designed to conduct supervised learning in an environment or set of multidimensional data. When the Fuzzy-ARTMAP network is used in a learning problem situation, it is trained until it can classify correctly all the training data.

The mathematical development and the algorithms for the processing of a Fuzzy-ART and Fuzz-ARTMAP neural network are found, respectively in [7] and [8], and applied in [9].

### III. Methodology

This study was conducted under the Federal Institute of Education, Science and Technology of Mato Grosso - IFMT. The universe of interest are the students enrolled in the Colleges of Technology (CT) in Automation and Industrial Control, Control Works, Internet Systems, Computer Networks and Executive Secretary at IFMT, attending presential courses in the morning, afternoon and evening. The choice is justified in view of the high dropout rates, verified by previous statistical studies, noting that CT Automation and Industrial Control, reached a dropout rate of 62.46% from 2004 to 2010 [1].

In the implementation and pilot test of the intelligent system proposed, the neural network was fed with data belonging to all the students enrolled in the CT, from 2004 to 2009, making a total of 1650 samples for the training phase, constituting the basis historical data. For diagnosis 499 samples, of data from the students enrolled in 2010 and 2011 were used [1].

The database for prediction of the risk group prone to evasion consists of the students’ characteristics such as demographic factors, and factors internal and external to the school. These characteristics were lifted from data from the selection processes at IFMT, the Q-Selection, which stores the answers of the socioeconomic questionnaire filled by the students on the day they enroll for the selection examination and the Q-Academic, system of integrated academic management, where all the academic history of the IFMT students is concentrated [1].

The input vector of the Fuzzy ARTMAP neural network is composed by 16 parameters considered as significant for the school dropout prediction and the output of the network constituted by two classes, evasion and non-evasion. The input-output vector pairs are represented in the binary coding, being the input vector composed by 41 bits and, the expected response represented by 1 bit. A summary of the input and output variables of the neural network can be visualized in Table I.

### IV. FUZZY ARTMAP NEURAL SYSTEM PROPOSED FOR THE EVASION PREDICTION

The data that involve the study about evasion, are sometimes, complex, subjective, non-linear, inter-related and keep in themselves the specificities inherent to the different levels of teaching, courses and institutions that one can analyze, thus choosing ANN, as among its potentialities there is the possibility of processing problems where complex and unknown relations are involved among different sets of data and, also adjust the relations of non-linearity between the input and output variables [1]. More specifically, the Fuzzy ARTMAP network, where the training is carried out in a supervised and self-organized way, with possibility of continued learning, as implemented in [10]. Its application potential aims at solving several problems of classification and of approach of non-linear functions and showing prompt reply.

The input of the Fuzzy ARTMAP network proposed is represented by vector a (input of the module ARTa) and its

<table>
<thead>
<tr>
<th>Position</th>
<th>Name</th>
<th>Abbreviation</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>a1</td>
<td>Gender</td>
<td>Gen</td>
<td>1 bit</td>
</tr>
<tr>
<td>a2</td>
<td>Age Group</td>
<td>Ag</td>
<td>3 bits</td>
</tr>
<tr>
<td>a3</td>
<td>Ethnicity</td>
<td>Etn</td>
<td>3 bits</td>
</tr>
<tr>
<td>a4</td>
<td>Marital Status</td>
<td>MST</td>
<td>3 bits</td>
</tr>
<tr>
<td>a5</td>
<td>People/House</td>
<td>P/H</td>
<td>3 bits</td>
</tr>
<tr>
<td>a6</td>
<td>Family Income</td>
<td>FI</td>
<td>3 bits</td>
</tr>
<tr>
<td>a7</td>
<td>Has a Computer</td>
<td>Comp</td>
<td>1 bit</td>
</tr>
<tr>
<td>a8</td>
<td>Parents’ Education</td>
<td>PE</td>
<td>3 bits</td>
</tr>
<tr>
<td>a9</td>
<td>School of Origin</td>
<td>SO</td>
<td>3 bits</td>
</tr>
<tr>
<td>a10</td>
<td>Self-Evaluation</td>
<td>SEv</td>
<td>3 bits</td>
</tr>
<tr>
<td>a11</td>
<td>Where From</td>
<td>WF</td>
<td>1 bit</td>
</tr>
<tr>
<td>a12</td>
<td>Dist. School-Residence</td>
<td>DistSR</td>
<td>3 bits</td>
</tr>
<tr>
<td>a13</td>
<td>Means of Transport</td>
<td>MT</td>
<td>3 bits</td>
</tr>
<tr>
<td>a14</td>
<td>Work</td>
<td>Wk</td>
<td>3 bits</td>
</tr>
<tr>
<td>a15</td>
<td>Study Shift</td>
<td>SS</td>
<td>2 bits</td>
</tr>
<tr>
<td>a16</td>
<td>Students/Classroom</td>
<td>S/C</td>
<td>3 bits</td>
</tr>
<tr>
<td>y</td>
<td>Non-Evasion</td>
<td>NEv</td>
<td>1 bit</td>
</tr>
<tr>
<td></td>
<td>Evasion</td>
<td>Ev</td>
<td></td>
</tr>
</tbody>
</table>
desired output, in the training phase, represented by vector \( b \) (input of the module ARTb), being these ones described in the following way:

\[
a = [a_1, a_2, a_3, \ldots, a_{16}]
\]
\[
b = [b],
\]

where: \( b = "0" \) ou \( "1" \)

The subvectors \( a_1, a_2, a_3, \ldots, a_{16} \) of the vector \( a \) (Table I) are lines vectors which contain the binary representation of the students’ characteristics. Each bit corresponds to one component of the corresponding vector.

The network output is represented by the activity layer vector \( F_2 \) \((y)\) and provides answers in the binary coding with 1 bit, being that code “1” corresponds to students’ evasion and code “0” to non-evasion, defined as follows:

\[ y = [y] \] (Fuzzy ARTMAP network output)

The model proposed in this study consists of an intelligent system (flowchart shown in Fig. 1) for the study of students’ evasion in the IFMT, using an Fuzzy ARTMAP Neural network [2-4], Logic Fuzzy and/or Dempster-Shafer’s Theory of Evidence - TDS.

The information of the database is pre-processed and converted into a binary database. The essentially binary conception is considerably worthwhile, because the neural network presents a more efficient behavior (prompt and better quality of answers) and allows the extraction of knowledge in a continuous way (continued training), seeking for a better adaptation to the conditions of the institution and improvement with time.

In the phase of the neural analysis, if the answer is negative in relation to evasion, no action is adopted; just the register of the mentioned information is performed. If the answer of evasion is positive, the following step corresponds to a better discrimination about the quality of information (fine analysis) based on the use of Fuzzy module and/or of the Dempster-Shafer’s Theory of Evidence. Later, solutions that aim to revert students’ evasion will be proposed (proactive action).

V. APPLICATION AND ANALYSIS OF THE RESULTS

The intelligent system, using a Fuzzy ARTMAP, Neural Network proposed to make the prediction of the risk group of students prone to evasion, was implemented and tested with a database composed by 1.650 rows and 42 columns in the training phase of the network. In the validation and diagnosis phase of the network a sample with 499 lines and 41 columns was used, about 30% of the training samples. Each line represents the inputs standard vector and its corresponding desired output, in the training. The data of the columns from 1 to 41 represent the attributes correspondent to vector \( a \), input of the module ARTa. In column 42 are represent the desired outputs, vector \( b \) (input of the module ARTb) of the Fuzzy ARTMAP neural network.

The parameters used in the database processing are specified in Table II.

After the network training five simulations were performed, based on data for the diagnosis, for the validation of the model proposed, being that, in one of them the samples were processed in a naturally way and the other in a randomized way.

The results of the processing were compared and analyzed, using a criterion, called “voting criterion” [7], “0” or “1” of higher incidence for each of the inputs. The result of higher incidence constitutes the output of the neural network.

Later, comparing the output from the network with the real situation of each sample of the group of students analyzed, it was possible to investigate the coincidence of the evasion (“1”) and non-evasion (“0”) among the samples processed and the reality.

After concluding the phases of the processing of database through an Fuzzy ARTMAP Neural Network and respective analyses necessary to the understanding of the behavior in relation to students’ evasion and non-evasion, the results were compiled and, briefly, shown in Table III.

### Table II. Specification of the Parameters: Fuzzy ARTMAP Network

<table>
<thead>
<tr>
<th>Parameters and References Values</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Choice parameter ((\alpha &gt; 0))</td>
<td>0.001</td>
</tr>
<tr>
<td>Training rate ((\beta \in [0,1]))</td>
<td>1.0</td>
</tr>
<tr>
<td>Vigilance parameter module ART, ((\rho \in [0,1]))</td>
<td>0.2</td>
</tr>
<tr>
<td>Increasing in the vigilance parameter (\rho)</td>
<td>0.05</td>
</tr>
<tr>
<td>Vigilance parameter module ART, ((\rho \in [0,1]))</td>
<td>0.999</td>
</tr>
<tr>
<td>Vigilance parameter module inter-ART, ((\rho_{int} \in [0,1]))</td>
<td>0.7</td>
</tr>
<tr>
<td>Vigilance parameter in the match tracking ((\rho_{match} \in [0,1]))</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Fig. 1 Flowchart of the structure and sequence of development of the neural system proposed to perform the prediction of the evasion group risk
The reading, interpretation and data analysis in Table III show that: of 499 samples, 90 of them corresponded to the evaded students and, 409 students who had concluded or attending a course, that is, not-evading. The proposed system identified 88 evasion possibilities and ignored 2, with a margin of success of 97.8%. Among the 409 samples of non-evasion, the Fuzzy ARTMAP network proposed recognized 295 samples in this situation and did not hit the target in 114, getting it right in 72.1% of the cases. It reached the global accuracy of 76.7%, finding correctly 383 samples of a total of 499.

The quantitative results of the previous diagnosis of the students with possibility of evasion can be perceived, more clearly in the graphs of Fig. 2.

Considering the experiment done and consistency of the results obtained, it can be inferred that the intelligent system, using Fuzzy ARTMAP, neural network proposed to identify the students prone to evasion, is a model with a significant degree of reliability and expresses accurately the situation in which the students analyzed are.

VI. CONCLUSION

This study presented an innovative method to identify, in a proactive, continued and accurate way, the students considered to belong to the risk group of school dropout, using Fuzzy ARTMAP neural network.

The analysis of the results showed that the proposed system is satisfactory, with global accuracy superior to 76%, and with a significant degree of reliability, making possible the early identification, even in the first term of the course, the group of students likely to drop out. The anticipated identification of this group of students enables the institutional education, alongside the multidisciplinary team to adopt strategic, proactive and individualized measures with the aim of reducing or even mitigating the students’ evasion.
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Abstract—In this paper, we investigate the problem of quality analysis of clustering results using semantic annotations given by experts. We propose a novel approach to construction of evaluation measure, which is based on the Minimal Description Length (MDL) principle. In fact this proposed measure, called SEE (Semantic Evaluation by Exploration), is an improvement of the existing evaluation methods such as Rand Index or Normalized Mutual Information. It fixes some of weaknesses of the original methods. We illustrate the proposed evaluation method on the freely accessible biomedical research articles from PubMed Central (PMC). Many articles from PubMed Central are annotated by the experts using Medical Subject Headings (MeSH) thesaurus. This paper is a part of the research on designing and developing a dialog-based semantic search engine for SONCA system which is a part of the SYNAT project. We compare different semantic techniques for search result clustering using the proposed measure.

I. INTRODUCTION

CLUSTERING can be understood as an unsupervised data mining task for finding groups of points that are close to each other within the cluster and far from the rest of clusters. Intuitively, the greater the similarity (or homogeneity) within a cluster, and the greater the difference between groups, the “better” the clustering. Clustering is a widely studied data mining problem in the text domains, particularly in segmentation, classification, collaborative filtering, visualization, document organization, and semantic indexing.

It is a fundamental problem of unsupervised learning approaches that there is no generally accepted “ground truth”. As clustering searches for previously unknown cluster structures in the data, it is not known a priori which clusters should be identified. This means that experimental evaluation is faced with enormous challenges. While synthetically generated data is very helpful in providing an exact comparison measure, it might not reflect the characteristics of real world data.

In recent publications, labeled data, usually used to evaluate the performance of classifiers, i.e. supervised learning algorithms, is used as a substitute [18], [6], [1]. While this provides the possibility of measuring the performance of clustering algorithms, the base assumption that clusters reflect the class structure is not necessarily valid.

Some approaches therefore resort to the help of domain experts in judging the quality of the result [2], [7], [6]. When domain experts are available, which is clearly not always the case, they provide very realistic insights into the usefulness of a clustering result. Still, this insight is necessarily subjective and not reproducible by other researchers. Moreover, there is not sufficient basis for comparison, as the clusters that have not been detected are unknown to the domain expert.

There have been several suggestions for a measure of similarity between two clusterings. Such a measure can be used to compare how well different data clustering algorithms perform on a set of data. These measures are usually tied to the type of criterion being considered in evaluating the quality of a clustering method [10].

The goal of clustering is to assign objects to subsets which are coherent internally, but are dissimilar to each other. These goals are usually explicitly formulated as internal criteria of clustering quality. The word “internal” highlights the fact that they are based on object similarity expressed in the original feature space. Usually it may not necessarily be clear whether modeling assumptions in the underlying model (feature space and e.g. the notion of distance between objects) are valid. Hence, one may ask to validate or evaluate a clustering in a specific application, using feedback from users or experts. When a “gold standard” clustering is provided by experts, one may compare it with the result from a clustering algorithm. This approach is an external criterion of clustering quality.

The problem becomes even more complicated in evaluation of text clustering with respect to semantic similarity, whose definition is not precise and highly contextual. As the number of results is typically huge, it is not possible to manually analyze the quality of different algorithms or even different runs of the same algorithm.

The remainder of this paper is structured as follows. In Section II we present some basic notions and problem statement. This is followed by an overview of external clustering evaluation methods in Section III. In Section IV we present the basic semantic evaluation techniques and propose a novel evaluation method based on exploration of expert’s tags which is the fundamental contribution of this paper. After this we use the proposed evaluation method to analyze the search result clustering algorithms over the document collection publish by PubMed. An analysis of the methods result representation and their interpretability is presented in Section V, followed by some conclusions and lessons learned in Section VI.
II. PROBLEM STATEMENT

A hard clustering algorithm is any algorithm that assigns a set of objects (e.g. documents) to disjoint groups (called clusters). A soft clustering relaxes the condition on target clusters being disjoint and allows them to overlap. Clustering evaluation measures[15], [10] proposed in the literature can be categorized as either internal criteria of quality or external criteria of quality.

An internal criterion is any measure of “goodness” defined in terms of object similarity. These criteria usually encompass two requirements – that of attaining high intracluster similarity of objects and high dissimilarity of objects in different clusters.

External criteria on the other hand compare a given clustering with information provided by experts. Typically in the literature it is assumed that both the clustering provided by studied algorithm and the clustering provided by experts are hard clusterings. We believe that the requirement that expert knowledge is described in terms of a hard clustering is overly restrictive. In typical applications in text mining, one faces datasets which are manually labeled by experts, but with each document being assigned a set of tags. We can think of such tags as of soft clusters. In this paper we aim to provide measures of external evaluation criteria that relax both conditions on the clustering and expert clusterings being partitions (hard clusterings).

In what follows, our focus is on clustering of documents, hence we will occasionally use terms “object” and “document” interchangeably. We stress that the notion of Semantic Exploratory Evaluation (SEE) introduced in this paper is a general framework which can be used to evaluate clustering of objects of an arbitrary type.

Typically in the literature it is assumed that the input data to clustering evaluation can be described in a form similar to Table I, i.e. with exactly one valid cluster $C_i$ and exactly one valid expert cluster $E_j$ for each document.

We will relax this condition to allow comparison of soft clustering and a set of expert tags assigned to each document, thus allowing input data as in Table II.

III. OVERVIEW OF CLUSTERING EVALUATION METHODS

In this section we briefly review external evaluation criteria typically used in clustering evaluation. We assume that two partitions (hard clusterings) of objects are given: one by an algorithm, and another one provided by domain experts. Most external evaluation criteria can be naturally grouped in two groups:

- Pair-counting measures, which are defined on a $2 \times 2$ contingency matrix that summarizes similarity of pairs of objects w.r.t. both clusterings (see Table III): If there are $k$ objects in the dataset, then

$$a + b + c + d = \binom{k}{2}$$

A typical measure that can be expressed in terms of these numbers is

$$\text{Rand Index} = \frac{a + d}{a + b + c + d}.$$  

However, there is a multitude of different variants of other similar measures. Pfitzner et al.[15] provide an overview of 43 measures that all fit into this scheme.

- Information-theoretic measures on the other hand compare distributions of $c(D)$ and $e(D)$, which denote respectively the cluster and the expert label (which induces a partition) assigned to a document $D$ drawn randomly from the dataset. These measures can be expressed in terms of joint distribution of $(c(D), e(D))$, i.e. simply by counting objects belonging to each pair $(C_i, E_j)$ as shown in Table IV. Numbers in brackets denote expected values of counts assuming independence of $c(D)$ and $e(D)$. Information-theoretic measures thus aim to to measure the degree of dependence between these two. An example such

### Table I: Illustration of hard clustering defined by an algorithm and by an expert.

<table>
<thead>
<tr>
<th>Doc.</th>
<th>Hard Cluster</th>
<th>Expert Cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$C_1$</td>
<td>$C_2$</td>
</tr>
<tr>
<td>$d_1$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$d_2$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$d_3$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$d_4$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$d_5$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$d_6$</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

### Table II: Illustration of soft clustering found by an algorithm and defined by an expert.

<table>
<thead>
<tr>
<th>Doc.</th>
<th>Soft Cluster</th>
<th>Expert Tag</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$C_1$</td>
<td>$C_2$</td>
</tr>
<tr>
<td>$d_1$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$d_2$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$d_3$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$d_4$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$d_5$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$d_6$</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

### Table III: All pair-counting measures can be summarized in terms of numbers $a, b, c, d$ in this table.

<table>
<thead>
<tr>
<th>Pairs of documents</th>
<th>Same cluster?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>True</td>
</tr>
<tr>
<td>Same expert tag?</td>
<td>$a$</td>
</tr>
<tr>
<td></td>
<td>$c$</td>
</tr>
</tbody>
</table>
TABLE IV. INFORMATION-THEORETIC MEASURES ARE DEFINED IN TERMS OF CONTINGENCY TABLE SHOWN HERE (FOLLOWING EXAMPLE IN TABLE I).

<table>
<thead>
<tr>
<th></th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>E2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>E3</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>E4</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

A measure is mutual information I between c(D) and e(D), where

\[ I(X, Y) = \sum_{x} \sum_{y} p(x, y) \log \left( \frac{p(x, y)}{p(x)p(y)} \right) \]

A measure typically used in clustering evaluation is Normalized Mutual Information[10], though [15] reviews 13 different measures, all defined quite similarly.

Purity is a measure occasionally used as an external evaluation criterion. While it is not strictly an information-theoretic measure, it can be also expressed in terms of table IV.

IV. SEMANTIC EVALUATION METHODS FOR SOFT CLUSTERING

We stress two limitations of measures proposed in the literature and briefly reviewed thus far:

- The first limitation, already mentioned in the previous section, is the typical assumption that both the clustering algorithm and the experts provide partitions. We will show how all measures mentioned (whether directly or indirectly) in the previous section can be naturally extended to the case of comparing a soft clustering with expert knowledge expressed in terms of multiple tag assignment. In the first part of this section we will briefly review our proposed solution to this problem, described earlier in [12].

- A more important limitation, though, is that neither of these measures described so far resemble the thought process that the expert himself would undergo if he was faced with the task of manually evaluating a clustering. In the second part of this section we will describe a novel method of semantic evaluation that addresses this issue.

This is the fundamental contribution of this paper.

- The third problem, that we address further in the paper, is that of comparing different clusterings.

- Finally, methods mentioned so far do not allow us to compare different clusters of a single clustering.

A. Comparing set covers.

Previous works by other authors on this problem include [3] (Fuzzy Clustering Mutual Information) and [8] (comparing set covers).

In this section we consider two types of measures defined earlier separately.

TABLE V. PAIR-COUNTING MEASURES CAN BE NATURALLY DEFINED FOR SOFT COVERS IF WE SUBSTITUTE HARD MEMBERSHIP (SEE TABLE III) BY THE NOTION OF SIMILARITY.

<table>
<thead>
<tr>
<th>Pairs of documents</th>
<th>Cluster-similar?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expert-similar?</td>
<td>True</td>
</tr>
<tr>
<td>a</td>
<td>b</td>
</tr>
</tbody>
</table>

TABLE VI. INFORMATION-THEORETIC MEASURES CAN BE DEFINED IF WE CAN DESCRIBE THE JOINT DISTRIBUTION OF CLUSTERS AND EXPERT LABELS (SEE EXAMPLE IN TABLE II).

<table>
<thead>
<tr>
<th></th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cosmonaut</td>
<td>0.139</td>
<td>0.083</td>
<td>0</td>
</tr>
<tr>
<td>astronaut</td>
<td>0.083</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>moon</td>
<td>0.139</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>car</td>
<td>0.056</td>
<td>0.125</td>
<td>0.125</td>
</tr>
<tr>
<td>truck</td>
<td>0</td>
<td>0.042</td>
<td>0.208</td>
</tr>
</tbody>
</table>

First we describe how to extend a pair-counting measure of similarity of two partitions to a measure of similarity of set covers. Pair-counting measures only pose a tiny problem. Looking at table III, we see that for soft clusterings, rows and columns are not well defined. In order to fully characterize a pair of documents \( (d_i, d_j) \), we proposed in [12] to define notions of cluster-similarity and expert-similarity for documents and base pair-counting measures on table V. This approach naturally extends any pair-counting measure, with the focus of our prior experiments on Rand Index [16]. We defined very simple notions of similarity: we considered two documents \( d_i, d_j \) \( \theta \)-expert-similar, if \( \| c(D, c(D)) \| \geq \theta \), and we defined \( \theta \)-cluster-similarity in the same way. This approach allows us to effortlessly apply each of the 43 pair-counting measures reviewed by Pfizter[15].

Information-theoretic measures can be extended by counting a given document in multiple cells of Table IV whenever the document is in multiple clusters and/or multiple tags are assigned to the document. If we wish to assign an overall equal weight to each document, instead of raw counts, one may further assume that the contribution of a document is inversely proportional to the number of cells that it contributes to. This has a straightforward probabilistic interpretation. The original measures, like \( I(c(D), c(D)) \) are defined for deterministic functions \( c \) and \( e \) and a random document \( D \). In the proposed extension, \( c \) and \( e \) are also random variables, with \( c(d) \) uniformly distributed across clusters containing document \( d \), and \( e(d) \) uniformly distributed across tags assigned to document \( d \). Original formulas themselves, like \( I(e(D), c(D)) \) remain unchanged. This approach is illustrated in Table VI.

B. Semantic Explorative Evaluation

We have mentioned that the calculation of neither of the measures reviewed so far resembles human reasoning. We propose a different approach to the problem of semantic evaluation.

If an expert faced the problem of manual inspection of clustering results, he would try to explain (describe) the contents of clusters in his own words (i.e. in terms of expert tags). In essence, a cluster should be valid for an expert if the expert himself would undergo if he was faced with the task of manually evaluating a clustering result.
We define the measure of validity of a clustering as the average validity of clusters.

The pseudocode of the presented idea is presented below in Algorithm 1.

**Algorithm 1: SEE – Semantic Explorative Evaluation.**

```
Input:
- \( C = \{ C[i,j] : i = 1, \ldots, k \text{ and } j = 1, \ldots, n \} \): the document–cluster assignment matrix.
- \( E = \{ E[i,j] : i = 1, \ldots, k \text{ and } j = 1, \ldots, m \} \): the expert–cluster assignment matrix.
- \( L \): a decision tree construction algorithm.

Output: \( m \): the average mean depth of decision trees describing clusters.

1. for \( j = 1, \ldots, n \) do
   2. Construct a decision table
      \[
      H_j := \left[ E[C_1,j, \ldots, C_k,j]^T \right]
      \]
      // \( H_j \) is the decision table constructed from the matrix \( E \) augmented with the
      \( j \)-th column of matrix \( C \) at the end as the decision variable.
   3. \( T_j := L(H_j) \);
   4. // Construct the decision tree \( T_j \) by applying algorithm \( L \) on decision table \( H_j \).
   5. \( m_j = \text{MeanDepth}(T_j) \)
5. end
7. Return \( m = \frac{m_1 + \ldots + m_n}{n} \).
```

**C. Semantic Explorative Evaluation: Example**

In this Section we demonstrate the proposed evaluation method (presented above in Algorithm 1) on the example introduced in Table II.

This table summarizes a small text corpus consisting of just 6 documents. Half of these documents, forming cluster \( C_2 \), concern vehicles: cars and trucks, whereas the other half concerns cosmonauts and moon: these documents form cluster \( C_1 \). Cluster \( C_1 \) is the easiest one to explain for the expert: he associates either the concept 'cosmonaut' or 'astronaut' with each document from this cluster. Document \( d_4 \) concerns a lunar rover and is an interesting “outlier” that needs to be explicitly excluded from cluster \( C_3 \) by the expert: the branch on attribute “moon” in decision tree describing cluster \( C_3 \) explicitly addresses this case.

The constructed decision trees \( T_1, T_2, T_3 \) for clusters \( C_1, C_2, C_3 \) are presented in Fig. 3, Fig. 5 and Fig. 4, respectively. According to those trees, cluster \( C_3 \) seems to be “hardest” to explain by the expert. Hence the average depth or weighted average depth of the decision tree \( T_3 \) are also higher than for \( T_1 \).

Depths of decision trees describing clusters \( C_1, C_2, C_3 \) are \( 1 \frac{2}{3}, 2 \) and \( 2 \frac{1}{2} \), respectively. Thus SEE of the clustering equals approximately 1.97.
In what follows, we will think of a clustering algorithm as of a procedure that solves two sub-problems. For hard clustering these are:

- Determining the structure of clusters, i.e. the number of clusters and the number of documents belonging to each cluster.
- The assignment of documents to clusters, while preserving constraints on the structure.

For soft clustering, these two sub-problems are:

- Determining the structure of clusters is actually determining the number of clusters \( K \) as well as the joint (rather than the marginal) distribution of the number of documents in each cluster.
- Instead of assigning documents to clusters, an algorithm assigns documents to each of the \( 2^K \) possible partitions.

In what follows, we will focus on measuring the quality of a clustering algorithm w.r.t. the second sub-problem, while ignoring the first sub-problem. The idea is to randomize the assignment of documents to clusters while keeping the structure of clusters fixed and calculate the value of \( m \) for such randomized assignments so as to determine a meaningful “basis” or benchmark for comparison. Each measure \( m \) can thus be transformed into an \( m \)-quantile measure, which basically says how often a clustering algorithm outperforms a random assignment, while solving the second sub-problem.

V. THE RESULTS OF EXPERIMENTS

The following experiments are the continuation of our previous studies in [13], [11], [12], although in this work they merely serve as an illustration of the discussed and introduced measures.

A. Experiment Set-Up

We have applied the model-based semantic evaluation measure introduced in this paper to study clusterings induced by different document representations (lexical, semantic and structural) and using different algorithms. The document repository in our study is a subset of PubMed Central Open Access Subset [17].

<table>
<thead>
<tr>
<th>heading</th>
<th>subheading</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internet</td>
<td>economics</td>
</tr>
<tr>
<td>MEDLINE</td>
<td>economics</td>
</tr>
<tr>
<td>Periodicals as Topic</td>
<td>economics</td>
</tr>
<tr>
<td>Publishing</td>
<td>economics</td>
</tr>
</tbody>
</table>

The majority of documents in PubMed Central are tagged by human experts using headings and (optionally) accompanying subheadings (qualifiers) from a MeSH controlled vocabulary [20]. A single document is typically tagged by 10 to 18 heading-subheading pairs. The example of tagged document is shown in Table VII.
There are approximately 25000 subject headings and 83 subheadings. There is a rich structural information accompanying headings: each heading is a node of (at least one) tree and is accompanied by further information (e.g. allowable qualifiers, annotation, etc.). Currently we do not use this information, but in some experiments we use a hierarchy of qualifiers by exchanging a given qualifier by its (at most two) topmost ancestors or roots.

The choice of expert tags determines how precisely we wish to interpret expert opinion. In experiments that we describe in this paper, we interpreted subheadings as the expert tags.

The diagram of our experiments is shown in Figure 6. An experiment path (from querying to search result clustering) consists of three stages:

- Search and filter documents matching to a query. Search result is a list of snippets and document identifiers. Usually more than 200 documents are returned for a single query. The result set is then truncated to the top 200 most relevant (in terms of TF-IDF) documents.

- Extend representations of snippets and documents by citations and/or semantically similar concepts from MeSH ontology (these MeSH terms were automatically assigned by an algorithm[19], whereas MeSH subheadings used for evaluation were manually assigned by human experts).

- Cluster document search results.

In our experiments, we worked with three clustering algorithms: K-Means[9], Lingo[14] and Hierarchical Clustering[4].

In order to perform evaluation (and choose parameters of clustering algorithms) one needs a set of search queries that reflect actual user usage patterns. We extracted a subset of most frequent one-term queries from the daily log previously investigated by Herskovic et al. in [5] and retrieved relevant documents from PubMed Central Open Access Subset.

Roughly one fourth of these result sets was used for initial fine-tuning of parameters, whereas the remaining 71 queries were further used in evaluation.

B. Experiment results

We need to stress that we used subheadings as the source of expert tags used for semantic evaluation. There are only 83 possible subheadings in MeSH vocabulary, hence the granularity of information provided for evaluation is very limited. We have not applied pruning to resulting decision trees (the goal of algorithm Algorithm 1 is merely to provide a description, not a model for inference), and the resulting decision trees are somewhat deep, as can be seen from Figure 7.

Nevertheless, as we can see from Figure 8, the $m$-quantile measure is usually below 0.5 (SEE-quantile value 0.5 corresponds to a random document-to-cluster assignment). Furthermore, result sets for different queries visibly differ in how “hard” they are to cluster: $m$-quantile measures of different algorithms are significantly correlated. Figure 7 should not be directly interpreted in this way due to different structure of result sets corresponding to different queries (e.g. different number of documents).

### Table VIII. The numbers of possible tags in PubMed Central Open Access Subset

<table>
<thead>
<tr>
<th>source</th>
<th>possible tags</th>
<th>expert tags assigned to example document</th>
</tr>
</thead>
<tbody>
<tr>
<td>headings</td>
<td>~ 25000</td>
<td>Internet, MEDLINE, Periodicals as Topic, Publishing</td>
</tr>
<tr>
<td>subheadings</td>
<td>83</td>
<td>economics</td>
</tr>
<tr>
<td>subheading roots</td>
<td>23</td>
<td>organization &amp; administration</td>
</tr>
</tbody>
</table>

Fig. 7. Average tree depth for different result sets and clustering algorithms.

Fig. 8. SEE-quantile measure for different clusterings and queries.
VI. CONCLUSIONS AND FUTURE PLANS

In this paper we have introduced a novel paradigm of semantic evaluation. Unlike traditional approaches, which are either measures counting pairs of objects or are variations of information theoretic approaches, our proposed procedure resembles the process of human perception, as it is based on a model describing the clustering in terms of expert knowledge. We proposed a specific implementation of this evaluation measure (i.e. a choice of the underlying model structure and optimization framework) and further demonstrated its application to online results clustering evaluation problem. We have observed that even if we only used information about MeSH subheadings assigned to documents as the source of information for evaluation, for most result sets in our experiments clusterings performed better than random assignments of documents to clusters. Furthermore, we have observed that some result sets are inherently harder to cluster than others, and the performance of analysed clustering algorithms is usually correlated.
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Abstract—The combination of game theory and data mining opens new directions and opportunities for developing novel methods for extraction of knowledge among multiple collaborative agents. This paper extends on this combination, and motivated by the work of Nix and Kantarcioglu employs the Vickrey-Clarke-Groves (VCG) mechanism to achieve privacy-preserving collaborative classification. Specifically, in addition to encouraging multiple agents to share data truthfully, we facilitate preservation of privacy. In our model, privacy is accomplished by allowing the parties to supply a controlled amount of perturbed data, instead of randomised data, so long as this perturbation does not harm the overall result of classification. The critical point which determines when this perturbation is harmful is given by the VCG mechanism. Our experiment on real data confirms the potential of the theoretical model, in the sense that VCG mechanism can balance the tradeoff between privacy preservation and good data mining results.

I. INTRODUCTION

DATA mining provides a range of useful tools for data manipulation and extraction of meaningful information from large data sets, that can improve our lives. For example, collaboration among hospitals and other healthcare institutions by providing the medical record sets, and thus creating a large database, can lead to better and more reliable research results. In a different scenario, markets can share their data related to the customers’ shopping preferences, in order to make future product deals and offers that will increase the income. Furthermore, cooperation in international level among governments, by merging intelligence data sets, might result in strengthening the security against terrorism. However, in all cases it is important to ensure that sensitive information must remain hidden and not be disclosed.

This paper addresses the problem of privacy preserving collaborative data mining, motivated by a paper by Nix and Kantarcioglu [1]. A brief description of the setting is as follows: a number of participants, also called agents, jointly supply their individual data sets in order to perform a data mining task and extract information from the large database that is formed. As the trustworthiness of the agents is not guaranteed, it is necessary to add incentives for good behaviour. One approach is to have penalising strategies that will prevent inappropriate behaviour. However, game theory offers a solution with positive incentives. Our work, as in [1], employs a method from a branch of game theory, called mechanism design. More specifically, we use the Vickrey-Clarke-Groves (VCG) mechanism, in which the payoff of each agent contains the agent’s contribution to the ‘community’. Thus, if an agent’s contribution harms the overall result, this agent will be charged and hence receive low payoff. Following the setting of [1] we also choose the data mining task to be classification. However, in contrast to [1], for simulation of an agent who supplies falsified data we modify the complete data set of the agent through a controlled amount of perturbation, rather than random perturbation of certain percentage of the data. Furthermore, apart from complete randomization of the data, which corresponds to the action of an agent who lies or an agent who aims for the maximum possible privacy, we also include small deviation from the true data. The latter action models an agent who wishes to preserve the privacy of his data without damaging the overall result. We show that this strategy results in information gain while keeping the agent’s data private.

II. RELATED WORK

The combination of data mining and game theory in a collaborative environment has opened a new direction for research. Halpern and Teague [2] address the problem of secret sharing and multi-party computation, under the assumption that the agents are rational, rather than being good or bad. They show that there exists a randomised secret sharing scheme in which the agents reach a Nash equilibrium that overcomes the iterated deletion of weakly-dominated strategies. In [3] Abraham at al. extend the work of [2], by introducing the notion of $k$-resilient equilibrium, which is similar to the Nash equilibrium, but instead of tolerating deviation from one player, it tolerates deviations by coalitions with at most $k$ members. Examination and analysis of the multi-party computation, and specifically of the secure sum computation problem under a game theoretic framework can be found in [4]. In many scenarios, in order to simulate real world situations the involved parties are divided into good or bad.

This work has been supported by the Engineering and Physical Science Research Council (EPSRC) of UK, under the grant EP/K020389
However, under a game theoretic framework this approach is often replaced by settings where the participants are assumed to be rational, whose aim is to maximise their gain. In this context, the authors of [5] introduce the notion of rational secure computation and show that the ballot-box can be used to securely compute any function. Although security is an important issue to be addressed, the behaviour of the participants must also be examined. Thus, in order to discourage improper behaviour, [4], [6], [7] introduce penalising methods. In particular, assuming semi-honest players, [6] is concerned with the problems that arise in a sovereign information sharing setting. The goal is to ensure that the participants learn the result from the task on the shared information, without gaining any knowledge about the shared data. This is achieved by using an auditing device that will repeatedly check the players’ actions, penalising inappropriate behaviour. Punishing strategies against malicious players is also examined in [7], in a setting which includes verification of the results, in addition to the information sharing. A different approach to punishing policies in order to achieve good behaviour is the use of VCG mechanism [1], [8]. In [8] this particular mechanism is employed for regression learning and in [1] for classification.

III. MECHANISM DESIGN

Mechanism design is a branch of game theory concerned with the problem of social welfare [9]–[11]. The setting involves a set of I agents, each one having their own private preferences on a set of alternatives, and a principal, whose role is to ensure that the rules of the mechanism will be followed. The aim of the mechanism is to help the agents make a collective choice that is beneficial for all. Formally, a mechanism is a collection of strategy sets \( S_1, \ldots, S_I \) and an outcome function \( g : S_1 \times \ldots \times S_I \to X \), where \( X \) is a set of possible alternatives. Each alternative is associated with a utility function \( u_i(x) \) (known also as payoff), which denotes the gain of agent \( i \) when alternative \( x \) is chosen. As different alternatives lead to different payoffs, clearly each agent has a different preference on the alternatives. In order to model the distinctiveness of the agent’s preferences, we associate each agent with a type \( \theta_i \), \( i = 1, \ldots, I \). An important point is that the preference, and hence the type of each agent is private information and hence \( \theta_i \) is known only to agent \( i \). For this reason, in the game theoretic context, we are in an environment of incomplete information.

Once the agents have decided upon the preferences and their type has been determined, they report types \( \hat{\theta}_i \), which might or might not coincide with \( \theta_i \) (direct revelation mechanism). After \( \hat{\theta}_i \) has been announced from all agents, the mechanism selects the collective choice to be

\[
k^*(\hat{\theta}) = \arg \max_{k \in K} \sum_{i} v_i(k, \hat{\theta}_i),
\]

where \( K \) is the set of possible choices, \( \hat{\theta} = (\hat{\theta}_1, \ldots, \hat{\theta}_I) \) and \( v_i(k, \hat{\theta}_i) \) is the valuation of agent \( i \) on the choice \( k \), when his reported type is \( \hat{\theta}_i \).

A. The Vickrey-Clarke-Groves Mechanism

The Vickrey-Clarke-Groves mechanism (denoted by VCG) is a mechanism where the utility function has the following quasi-linear form:

\[
u_i(x, \theta_i) = v_i(k^*(\hat{\theta}), \theta_i) + t_i,
\]

where \( v_i(k^*(\hat{\theta}), \theta_i) \) is agent \( i \)'s valuation on the choice \( k^*(\hat{\theta}) \) when his type is \( \theta_i \). The term \( t_i \) denotes the payment rule and in this particular mechanism has the form:

\[
t_i = \sum_{j \neq i} v_j(k^*(\hat{\theta}), \hat{\theta}_j) + h_i(\hat{\theta}_{-i}),
\]

where \( \hat{\theta}_{-i} = (\hat{\theta}_1, \ldots, \hat{\theta}_{i-1}, \hat{\theta}_{i+1}, \ldots, \hat{\theta}_I) \). In general, \( h_i \) is an arbitrary function, but in the case of VCG mechanism is equal to the following:

\[
h_i(\hat{\theta}_{-i}) = - \sum_{j \neq i} v_j(k^*_i(\hat{\theta}_{-i}), \hat{\theta}_j),
\]

where \( k^*_i(\hat{\theta}_{-i}) \) is the social choice which has resulted from a mechanism with all agents excluding agent \( i \). This particular formula for the function \( h_i \) is called the pivotal or Clarke mechanism and reflects the contribution of agent \( i \) to the community. The utility function has the final form:

\[
u_i(x, \theta_i) = v_i(k^*(\hat{\theta}), \theta_i) + 
\]

\[
+ \left( \sum_{j \neq i} v_j(k^*(\hat{\theta}), \hat{\theta}_j) - \sum_{j \neq i} v_j(k^*_i(\hat{\theta}_{-i}), \hat{\theta}_j) \right)
\]

(1)

If \( k^*(\hat{\theta}) = k^*_i(\hat{\theta}_{-i}) \), which means that the reported type of agent \( i \) does not change the social choice, then \( t_i = 0 \) and hence, \( i \) is not charged. If \( k^*(\hat{\theta}) \neq k^*_i(\hat{\theta}_{-i}) \), which means that agent \( i \)'s type changes the social choice (agent \( i \) is pivotal), then \( t_i < 0 \). By allowing the payment rule \( t_i \) to be negative, it is possible to have a mechanism with the following properties:

1. ex post efficient: the social welfare is maximised
2. incentive compatible: for all agents, true revelation of their type, i.e. \( \theta_i = \hat{\theta}_i \), \( \forall i \in I \) is a dominant strategy.

IV. OUR SCHEME

Motivated by the work of Nix and Kantarcioglu in [1] we advance the potential of applying VCG mechanism in order to achieve privacy preserving collaborative classification. To comply with the game theoretic scenario, we assume a set of I agents, each one possessing a data set \( d_i \), under the assumption that the pairwise intersection of these sets is empty. All agents share the same strategy set:

\[
S_1 = \ldots = S_I = \{ \text{true, perturbed, randomised} \}
\]

where true, perturbed and randomised correspond to an agent providing true, perturbed and randomised data, accordingly. The set \( X \) of alternatives consists of the classification results. As explained in a previous section, the outcome of the mechanism, or in other words the collective choice, is that particular alternative which maximises the social welfare. In our scenario this is translated to achieving good classification
results. As classification is a supervised mining task, this alternative corresponds to the accuracy of the classification, which measures the performance of the classifier. Following the notation of [1] we denote the classification accuracy on a data set \( d \) by \( \text{acc}(d) \). However, the lack of trust among the agents requires the introduction of privacy notions.

In our model, privacy is preserved by adding noise to the data values (perturbation). Although there are techniques to determine the distribution [12] and even to recover the true data from the noise [13], our experiment makes use of real data sets that do not have any particular trend, and thus those suggested methods for data recovery lead to poor results. For a clearer understanding of why this game theoretic approach succeeds, apart from the data perturbation, we also include complete randomization of the data, by replacing the true value with a random one. This random value is chosen from the interval formed by the minimum and maximum values of the attribute to be randomised. More formally, if \( x_i \) is the true value then the randomised value is \( \hat{x}_i = t_i \), where \( t_i \in [\text{min attribute value}, \text{max attribute value}] \). Regarding the perturbation, the method we use depends on the type of the data. For numeric attributes we have \( x'_i = x_i + r_i \), where \( r_i \) is chosen randomly from \([-a, a]\). If the attribute is of nominal type, then we use the AddNoise filter of the data mining toolset WEKA [14].

After the agents have decided on their preferences, their type is determined. The different types that we consider are: per, rand, true, where per describes an agent who provides perturbed data, rand corresponds to an agent who randomises the data and true represents an agent who is truthful. As all agents ideally prefer the extraction of information from true data, we regard their true type to be true, which corresponds to the accuracy of the classification on the union of the data sets \( \bigcup_{i \in I} d_i \) when all data is true. However, when an agent reports his type, the reported type \( \hat{\theta}_i \) might not be the same as the true type \( \theta_i \).

An important feature of the mechanism design concept is a trusted third party who acts as the authority that imposes the rules. This is the role of the mediator, who will perform the mining task and distribute the payoffs to each agent. If the mediator knew the true (private) type of the agents, then he could decide the outcome of the mechanism and distribute payoffs to the agents according to their types. However, as the types are private the particular form of the Clarke mechanism serves as an incentive for the agents to reveal the true type, and thus lead to a fair payoff distribution by the mediator. Rewriting the payoff function (1) using the accuracy, agent \( i \) obtains the payoff:

\[
  u_i = \text{acc}(d) + (\text{acc}(\hat{d}) - \text{acc}(\hat{d}_{-i})) ,
\]

with \( d = \bigcup_{i \in I} d_i \) being the union of the true data sets \( d_i \), \( \hat{d} = \bigcup_{i \in I} \hat{d}_i \) is the union of the reported data sets \( \hat{d}_i \) supplied by the agents and finally \( \hat{d}_{-i} = \bigcup_{j \neq i} \hat{d}_j \), \( i, j \in I \) corresponds to the data set formed from all data sets apart from the data of agent \( i \). The expression

\[
  \text{acc}(d) - \text{acc}(\hat{d}_{-i})
\]

calculates the loss or gain that agent \( i \) poses to the overall outcome, in other words his contribution. Using the result of (3) as a reference point, we can determine whether the agent wishes to mask his data in order to keep it private, or his aim is to harm the ‘community’ by providing falsified data. More specifically, if the modification of his data results in classification accuracy that leads to (3) having a negative value, then his behaviour is considered harmful. However, if from the modification we obtain accuracy that keeps (3) non negative, then we infer that agent \( i \)'s intention is to preserve the privacy of his data without harming the overall outcome of the classification. Clearly, in an ideal situation agents would provide the true data and thus obtain high classification accuracy. However, as privacy is also required, the experimental results in the next section demonstrate that a controlled amount of perturbation results in both high accuracy levels and hiding of the data.

A. Measuring Privacy

Since the preservation of privacy is equally significant to the extraction of information, truth telling is not a necessarily desired strategy. On the other hand, complete falsification results in poor information gain. Perturbation of the data is a reasonable compromise, but what is the limit of the perturbation range before reaches complete randomisation, and subsequently diminishes the information gain? The answer lies in the term \( \text{acc}(\hat{d}_{-i}) \) of (2) which indicates the accuracy that can be achieved using data sets from all agents except agent \( i \). As long as the expression (3) remains non negative, the perturbation of agent \( i \)'s data causes insignificant reduction to the accuracy. If (3) becomes negative, then this is an indication that the perturbed data of agent \( i \) harms the overall accuracy and hence, agent \( i \) must obtain low payoff.

We suggest the following three different ways to measure privacy:

With respect to the distance from the true values:

\[
  \text{privacy} = \frac{\text{perturbed value} - \text{true value}}{\text{randomised value} - \text{true value}}
\]

With respect to the range of the attribute values:

\[
  \text{privacy} = \frac{\text{perturbed value} - \text{true value}}{\text{max value} - \text{min value}}
\]

With respect to the accuracy:

\[
  \text{privacy} = \frac{\text{accuracy(perturbed data)} - \text{accuracy(true data)}}{\text{accuracy(randomised data)} - \text{accuracy(true data)}}
\]

Although in all cases the highest privacy is desirable, expression (3) poses a bound in the privacy that can be achieved without decreasing the agent’s payoff.
V. EXPERIMENTAL RESULTS

In support of the aforementioned model, this section presents our experimental results. The data set we used relates to the Civil War events in Africa, and was obtained from the Armed Conflict Location & Event Dataset [15]. For all data mining operations we used the toolset WEKA [14]. In particular, for the classification we applied the LibSVM to perform classification using the support vector machine method. Without loss of generality, we assumed that there are three agents with the following attributes:

Agent 1: \{year, source\}
Agent 2: \{actor1, actor2\}
Agent 3: \{latitude, longitude\}

All agents supply modified data, which can be either perturbed or randomised. We consider a small amount of perturbation for the attributes held by agents 1 and 2. In order to understand the sensitivity of the overall classification performance in terms of the amount of perturbation, we perform simulation study for a wide range of perturbation values while keeping the amount of perturbation on the data supplied by agents 1 and 2 fixed. We also study the classification performance when agent 3 completely randomises his attributes in order to understand the tradeoff between the privacy and the performance. The reason we choose agent 3 for greater modification of the data is due to his attributes latitude, longitude consisting of a wide range of real numbers. Moreover, the attributes of agent 3 form convex sets consisting of real numbers in the range of \([\text{min}\,\text{latitude}, \text{max}\,\text{latitude}]\) for the latitude, and \([\text{min}\,\text{longitude}, \text{max}\,\text{longitude}]\) for the longitude. Hence, the perturbed values also fall within these convex sets.

Let \(x_i\) denote the true value of an attribute and \(x'_i\) be the corresponding modified value. For perturbation of the numeric attributes, and particularly for the year attribute, we have that \(x'_i = x_i + r_i\), with \(r_i \in \{-1, 0, 1\}\). We perturbed both latitude and longitude as \(x'_i = x_i + r_i\), with \(r_i \in [-a, a]\). In our experiments we considered a range of perturbation as characterised by \(a = 0.5, 1, 1.5, 2, 2.5, 3\). The nominal attributes (i.e. source, actor1, actor2) are perturbed using the AddNoise WEKA filter, with the noise parameter being 10%. For the randomisation of latitude and longitude \(x'_i = t_i\), where \(t_i\) is drawn uniformly at random from \([\text{min}\,\text{latitude}, \text{max}\,\text{latitude}]\) and \([\text{min}\,\text{longitude}, \text{max}\,\text{longitude}]\), respectively. In order to prevent overfitting we applied the 0.632 Bootstrap method [16] with 200 bootstrap samples, each one having the same size as the training set.

Figure 1(a) depicts the overall accuracy for four cases when the perturbation parameter \(a\) takes the aforementioned values (a) all agents provide true data (legend \(\rightarrow\)), (b) all agents perturb the data (legend \(\leftarrow\)), (c) agent 1 and 2 supply perturbed data and agent 3 provides randomised data (legend \(\rightarrow\) and \(\leftarrow\)) and (d) the classification is performed on the perturbed data of agents 1 and 2 only (legend \(\leftarrow\)). A closer look at these accuracies (Figure 1(b)) shows that between the ideal accuracy (which is achieved when all agents provide the true data) and a higher level of privacy (achieved when the data is perturbed), there is an interval where these two desired but contradictory properties are in balance. This interval lies between the accuracy of the classification on the true data and the output of (3), which is the accuracy that is achieved without the contribution of agent 3. Clearly, when agent 3 randomises, the resulting accuracy is significantly diminished.

Figures 2(a) and 2(b) depict the contribution (corresponding to the outcome of (3)) and payoff of agent 3. For a better understanding of these results, both figures present the charges and payoff, respectively, that result from the supply of perturbed data from agents 1 and 2, and true data from agent 3 (legend \(\leftarrow\)). As this situation offers the maximum payoff to agent 3, when he introduces perturbation in his data the charges increase and his payoff decreases. Perturbation of up to \(a = 2\) (i.e., \(2^0\) of perturbation) results in high payoff, and at the same time the data is concealed, as \(2^0\) latitude is equal to 222km. Furthermore, both Figure 2(a) and 2(b) show that randomisation is not a beneficial approach due to very low payoff.

Regarding the privacy, Figure 3 shows the three different ways of measuring it. Clearly, the maximum privacy is achieved when the data is completely randomised. However, as randomisation results in poor classification accuracy, the actual maximum privacy that can be attained is represented by the line denoted by ‘max-privacy’. In all three subfigures, this line marks the critical point which separates the privacy with positive classification results from the privacy with undesirable classification results. Finally, Figure 4 presents a 3D overview of the relation among the perturbation, the accuracy and the privacy, for the three different privacy measures. The square on the figures denotes the critical point (as can also be seen in the intersection of those two curves in Figure 1(b)) where we have the maximum privacy while the accuracy of the classification is high and the perturbation of agent 3 is not harmful.

VI. CONCLUSIONS

This work examined the problem of collaborative data mining using tools from game theory, while being able to offer data privacy to individual agents. In particular, motivated by [1] we used the Vickrey-Clarke-Groves mechanism in order to offer incentives that will prompt the agents to follow the rules. The behaviours that we considered are true, perturbed, rand, corresponding to agent providing true, perturbed and randomised data. Our experiment showed that indeed the use of the VCG mechanism leads to high accuracy of the data mining task, while preserving the privacy of the data by allowing the agents to supply perturbed data. The key point of the VCG mechanism is that the gain of each agent includes the agent’s contribution. Hence, the agent can perturb the data, as long as his contribution does not harm the overall result.
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Abstract—This paper introduces dotRL, a platform that enables fast implementation and testing of Reinforcement Learning algorithms against diverse environments. dotRL has been written under .NET framework and its main characteristics include: (i) adding a new learning algorithm or environment to the platform only requires implementing a simple interface, from then on it is ready to be coupled with other environments and algorithms, (ii) a set of tools is included that aid running and reporting experiments, (iii) a set of benchmark environments is included, with as demanding as Octopus-Arm and Half-Cheetah, (iv) the platform is available for instantaneous download, compilation, and execution, without libraries from different sources.

Index Terms—Reinforcement learning, evaluation platform, software engineering

I. INTRODUCTION

In the area of Reinforcement Learning (RL) [1] algorithms are developed that learn reactive policies for sequential decision making and control. Research in RL is based on the paradigm of micro–worlds: ideas are tested and demonstrated with the use of decision-making and control problems that can be defined analytically and reimplemented by others. This has forced researchers to spend a lot of time developing their experimental platforms. In order to help others and enable fair comparison of the ideas, many researchers have published their platforms: RL-Glue [2], PyBrain [3], CLSquare [4], RLT [5], PIQLE [6], libpgrl [7], MDP Toolkit [8], MMLF [9], or QCON [10]. The general design principles for RL platforms were analysed in [11].

The purpose of this paper is to introduce another platform, dotRL, for development of RL algorithms. Although the platforms reduce the space for yet another project, it also demonstrates that a researcher developing a new idea in RL or a student getting familiar with this field still prefers writing their own platform from scratch instead of using an existing one. That is why the main principle that we adopted when designing our platform was as follows: the user should spend as little time as possible installing, getting familiar with the platform, and writing code, before they are ready to run their own agent or environment.

A. Related work

Perhaps the oldest and best-known RL platform is RL-Glue [2]. It dates back to 1996 through a project by Rich Sutton and Juan Carlos Santamaria called RL-Interface. RL-Glue has been a protocol specified by annual RL competition workshops held at ICML and NIPS. RL-Glue is basically a text communication protocol over sockets, between agents and environments. Reinforcement learning toolbox (RLT) [5] is a flexible platform for development learning algorithm in various scenarios: MDP, POMDP, and imitation learning. The price of this flexibility is the complexity of this platform and difficulty of its use. Libpgrl [7] focuses on planning and reinforcement learning in a distributed environment. Maja machine learning framework (MMLF) [9] supports not only RL but also model-based learning and direct policy search. It enables automated experimentation with the use of XML configuration files. PyBrain [3] is a general machine learning library, that also includes RL, but focuses on neural networks. Object-oriented platforms written in Java include PIQLE [6], RLPark [12], and Teachingbox [13]. Another platform, YORLL [14], is written in C++.

B. Requirements and basic assumptions

The dotRL platform is designed to minimize the time spent by its user on technical and infrastructural details. The user should focus almost all of their effort on dealing with purely scientific issues. In order to meet this requirement, the design of dotRL is based on the following assumptions and characteristics:

1) Altogether, dotRL is a solution written under .NET 4.5 framework, Windows operating system, and Visual Studio 2010. As a result, further development of dotRL may be based on all the tools provided with Visual Studio and .NET technology.

2) Having been downloaded and opened with Visual Studio, it is ready to be compiled and run.

3) In order to add a new agent or a new environment to the platform, one only needs to implement a class with an appropriate interface. After compilation, the platform alone is able to couple this new entity to other environments or agents.

4) Each agent and environment is designed for one particular problem type. The problem type defines the types of state and action spaces. They may be continuous (i.e., contain vectors of reals), discrete (contain vectors of integers), and possibly others.

5) A set of tools is provided with dotRL that enables launching many learning runs with the same setting and getting logs almost directly insertable to a scientific paper. Tools for implementing agents, such as neural networks, are also included.

6) A set of exemplary agents and environments are provided with the platform. Those include as complex en-
environments as Octopus-Arm [15], [16] and Half-Cheetah [17], [18].

7) The platform is fully compatible with RL-Glue [2].

To our knowledge, the platform presented in this paper is the first full-featured platform written under .NET, and the first one in which adding a new agent or environment only requires implementing a single class. Especially this last feature is helpful in rapid development and validation of new algorithms.

The aforementioned notion of problem types is based on the following observation: An agent is usually applicable, without modification only to environments with compatible state and action space types. No one really implements a learning algorithm that, in the same form, is applicable to several problem types. It is possible to do so, but almost always means that the agent will do something completely different for different versions of environment it deals with at the moment.

Additional contribution of this work is RL-Glue codec for .NET platform.

dotRL is an open source software under BSD license and hosted on sourceforge.net [19]. We welcome anyone to contribute to the project.

C. Organization of the paper

The remaining part of the paper is organized as follows. Sec. II presents an overview of the user interface, sec. III defines basic modules and components of the dotRL platform. Another subsection presents the interaction protocol between an agent and an environment that the platform supports. Sec. IV explains how to use a new component (agent or environment) with the platform. Sec. V elaborates on integration of dotRL with the RL-Glue protocol. Sec. VI concludes the paper and indicates directions of future development of the platform.

II. USER INTERFACE

Typical usage scenario of the dotRL solution, when the user wants to test an existing agent on an existing environment consists of the following steps:

1) Click the “Experiment” menu item from the “New” menu,
2) Choose an environment from the list of available environments,
3) Choose an agent from the list of available agents compatible with the chosen environment,
4) Configure parameters of the chosen environment and agent
5) Configure reporting parameters,
6) Configure experiment parameters (i.e. number of episodes, maximum number of steps in one episode),
7) Click “OK” when finished configuring the experiment,
8) Click “Background learning” or “Real time learning”,
9) Click “Present policy” and/or view the created report file.

The user can modify parameters of the ongoing experiment. Details on extending the platform’s set of components (agents or environments) are provided in Section IV. An example view of the application during configuration of an experiment is presented in Figure 1. Running experiment is presented in Figure 3, and a screen presenting functionality allowing more than one simultaneous experiments to run is shown in Figure 4.

To configure the reporting parameters “Add report file” button in “Reporting” tab needs to be clicked. Then, the user can either choose to use simple configuration and choose from the standard set of report columns, or to configure their own report:

1) For each report file tab:
   a) Choose one of report triggers
   b) Click “Add new column” for each desired column in the output file
   c) Choose one of available data sources and a way to accumulate their values

ReportTrigger and DataSource objects are explained in detail in Section III-C. An example view of the application during reporting configuration is presented in Figure 2.

For interacting with RL-Glue one of these two actions must be taken:

- Choose the RLGlueAgent or RLGlueEnvironment in the component choice window after choosing to create new experiment
- Start an RL-Glue experiment to connect to RL-Glue core.

Integration with RL-Glue components is explained in detail in Section V.
III. DOTRL COMPONENTS

This section presents the domain model [20] of the dotRL solution. Section III-A presents the set of core entities which reflect key notions of an RL experiment. Section III-B presents how these components interact with each other during an experiment.

A. Classes

Learning algorithms, called Agents in RL are represented as subclasses of the Agent<TStateSpaceType, TActionSpaceType> base class. Problems to solve by these algorithms, called Environments in RL are represented as subclasses of the Environment<TStateSpaceType, TActionSpaceType> base class. Environments can have continuous or discrete state transition function and they accept real or integer vectors as actions. This divides them into four groups, three of which are commonly addressed, and which we call problem types: continuous state & continuous action, continuous state & discrete action, discrete state & discrete action. Each agent and environment is dedicated to one problem type and this is made explicit in dotRL in the form of generic parameters of Agent and Environment base classes. Interaction between an agent and an environment is called Experiment. This whole design is modelled with classes presented in Figure 5.

Agent represents the class hierarchy of all agents implemented in dotRL, with Agent<TStateSpaceType, TActionSpaceType> (in Figure 5 generic arguments are omitted for clarity) being their base class. Agent's responsibility is to decide which Action to take in given Environment's State, and to improve its policy with received Samples. Details on how to implement an agent are provided in Section IV.

Similarly, Environment represents the hierarchy of classes which represent RL problems to be solved by the Agents. The class Environment<TStateSpaceType, TActionSpaceType> (in Figure 5 generic arguments are omitted for clarity) is the base class for any environment implemented in dotRL. Environment’s responsibility is to simulate a designed behaviour, reacting to given Actions by changing it’s State and providing a Reinforcement. Unlike some other solutions (like PyBrain [3]) we do not divide responsibility of modelling a behavior and assigning reinforcement between two separate objects. Theoretically, it would lead to a more accurate domain model and it is a valuable idea, but it makes development more time-consuming and this opposes our requirements. Different rewarding policies can be easily implemented using environment’s parameters.

The Experiment models a key notion in RL research — an experiment, i.e. a continuous interaction between an Agent and an Environment. Experiment’s responsibilities are: controlling the course of an experiment (i.e. informing about beginning and ending of an episode, evaluating finish conditions) and passing information between an agent and an environment (States, Actions, Samples and Reinforcements), and passing information to classes responsible for reporting functionality.

State<TStateSpaceType>, Action<TActionSpaceType> and Reinforcement (again, generic parameters omitted for clarity in Figure 5) are simple wrapper classes for vectors and numbers to make RL domain notions explicit in the code — they are not essential, but they make the design clear and explicit, and improve implementation’s readability.

EnvironmentDescription<TStateSpaceType, TActionSpaceType> (again, generic parameters omitted for clarity in Figure 5) is a class containing information about the structure of an environment. The details about its contents are provided in Section IV.

Presentation class provides a root for hierarchy of classes that are used to visualize the state of the environment. Its responsibility is to draw a visualization of a given state on a given canvas object (.NET’s System.Drawing.Graphics). It is used only when user chooses “Policy presentation” mode in the user interface.

Sample represents a smallest piece of information in a RL experiment. Sample consists of:

- PreviousState: a state in which the Environment was.
- Action: an action taken by the Agent for state PreviousState.
- CurrentState: a resulting state after taking action Action in state PreviousState.
- Reinforcement: a reinforcement received after taking action Action in state PreviousState.

The use of samples allows the implementation of an agent to be stateless — no information needs to be stored between calls to various agent’s methods (such as EpisodeStarted, GetAction, etc.). More details are available in Section IV.
B. Operation sequence

We propose to adopt a simple interaction scenario based on explicit interfaces. Many existing RL platforms use typical setting in which subsequent method calls (episode start, step, episode end) implicitly rely on each other, forcing agent’s implementation to be a state machine. This is not always the most convenient way, and such interface does not follow readable code guidelines [20]. The proposed sequence of method calls between components during an experiment is presented in Figure 6.

After the user initiates a new experiment, instances of chosen classes are being automatically created: a subclass of the Agent< TStateSpaceType, TActionSpaceType > base class and a subclass of the Environment< TStateSpaceType, TActionSpaceType > base class (generic arguments are omitted for clarity in Figure 6). First, the user configures the parameters of the experiment (i.e. number of episodes, number of steps in each episode), agent and environment. Then, after experiment passes the information about the environment to the agent, a loop common to all RL experiments is being started. Each episode consists of a sequence of repeatedly executed steps:

1) The current state of the environment is retrieved by calling the GetCurrentState method.
2) If the current state is terminal or the current episode should end because of its duration limit, agent’s EpisodeEnded method is called, and a new episode is started by calling StartEpisode environment’s method and EpisodeStarted agent’s method.
3) Agent’s action for current state is retrieved with call to the GetActionWhenLearning method.
4) The Environment is informed what action it should execute via call to the PerformAction method.
5) The reinforcement and the new current state are retrieved from the Environment as return values from the PerformAction and GetCurrentState methods.
6) The Agent is informed about the consequences of executed action via call to the Learn method.

If the user wishes only to see how the agent behaves without changing it’s policy they can choose “Policy presentation” mode. In this mode, another copy of the environment is used and agent’s GetActionWhenNotLearning method is used (opposed to GetActionWhenLearning) so there is no interference with the learning process (provided that the implementation of GetActionWhenNotLearning is correct and truly does not influence the learning process).

C. Reporting

A valuable functionality of dotRL is provided by the reporting mechanisms. When configuring an experiment the user can setup multiple output log files. This is done through three useful notions: ReportTrigger, DataSource and DataAccumulator. A report trigger is a class that decides when to write a line to the output file. Lots of report triggers have already been implemented, such as: TotalStepCountReportTrigger which causes emitting a log file line at configured intervals of steps in an experiment, EpisodeCountReportTrigger which causes emitting a log file line at configured intervals of episodes in the whole experiment.

DataSource consists of an object and it’s field, which’s value
will be reported to the output file. There are three main objects which provide data: Experiment, Agent and Environment. The experiment provides typical experiment information, like the number of steps executed so far, or the reinforcement received by the agent. Data exposed by the agent and the environment depends on the creator of these components. Any useful piece of data can be accessed by the reporting functionality as easy, as marking any component’s field with ReportedValue attribute. An example is provided in QLearningAgent which exposes it’s td field, containing recently computed temporal-difference value.

DataAccumulator allow some simple manipulations on the data read from data sources. The most common are no-op data accumulator (CurrentValueDataAccumulator) which just outputs the returned value and AverageSinceTriggerDataAccumulator which accumulates the data between each report file line and calculates average.

D. Implemented components

Currently, the following components are implemented in dotRL:

- Environments:
  - Cart-Pole Swing Up [21]
  - Double Inverted Pendulum on a Cart [22]
  - Acrobot [23]
  - Robot weightlifting [24]
  - Kimura’s Robot [25]
  - Half Cheetah [17]
  - Octopus Arm [16]
  - Coffee task [26]
  - Grid

- Agents:
  - Actor-Critic [27]
  - Actor-Critic with Experience Replay [17]
  - Q-Learning [28]
  - SARSA [29]

IV. ADDING NEW COMPONENTS

We focus our design to make adding new agents and environments as simple as possible. This allows a researcher to spend most of his time on substantial work instead of dealing with technical details. Developing a new agent or a new environment is most straightforward: one needs just to subclass the Agent<\$TStateSpaceType, TActionSpaceType> class or the Environment<\$TStateSpaceType, TActionSpaceType> class, respectively. The TStateSpaceType and TActionSpaceType generic arguments need to be set to types corresponding to desired problem type (for example: setting $TStateSpaceType = \text{double}$, $TActionSpaceType = \text{int}$ allows creation of a continuous state & discrete action agent/environment).

Each component, once implemented, will appear automatically in the user interface. If additionally a subclass of the Presenter class is supplied, the environment’s state will be visualized in the experiment’s window. Otherwise the default presenter will be used, which just prints raw state and reinforcement information. The implementation of Experiment<\$TStateSpaceType, TActionSpaceType> (green component in Figure 5) is provided by the dotRL platform, and is fully configurable through the user interface.

Another convenience is automatic handling of component’s parameters. Every Agent or Environment can have any of its fields or properties (doesn’t matter whether private, protected, public, static or instance related) marked with one of Parameter or NumericParameter attributes. Such fields will appear in a configuration dialog window before each experiment, allowing the user to tune the component’s behavior. Also, if any component uses another component (for example one wants to implement an environment similar to an existing one, and reuses the latter as a part of the new one) its parameters will be also handled automatically.

A. Adding a new environment

Subclassing the Environment<\$TStateSpaceType, TActionSpaceType> class requires implementing the following methods (for clarity, generic arguments have been omitted):

- EnvironmentDescription GetEnvironmentDescription(): called to retrieve information about the environment
  - void StartEpisode(): called when a new episode begins
  - Reinforcement PerformAction(Action action): called to execute action and retrieve reinforcement

The first method is called to transfer information about the structure of the problem to the agent. Usually agents require information about the problem’s state, action and reinforcement spaces. Such information is stored in EnvironmentDescription<\$TStateSpaceType, TActionSpaceType> class, which has two instances of SpaceDescription<\$TStateSpaceType> classes (one for state space and one for action space) and one instance of DimensionDescription<\$TStateSpaceType> class for describing the reinforcement space. SpaceDescription<\$TStateSpaceType> consists of DimensionDescription<\$TStateSpaceType> instance for each described dimension. DimensionDescription<\$TStateSpaceType> contains: minimum value, maximum value, average value and standard deviation.

Not all of these fields are always used. Typically, state space information contains:

- Minimum value for each state variable.
- Maximum value for each state variable.
- Average value for each state variable.
- StandardDeviation of each state variable.

Action space information:

- Minimum value for each action dimension.
- Maximum value for each action dimension.

Information about the reinforcement:

- Minimum reinforcement value.
- Maximum reinforcement value.
Despite the typical setting, all values are optional but the environment should provide as much information as possible, to allow cooperation with agents that need it.

Typical behavior of the StartEpisode method is to initialize environment’s state (to some predefined state, probably dependent on parameters or to a random state).

The last method, PerformAction is typical to RL environment implementations: it usually performs a simulation step, evaluating the consequences of the given action (calculating environment’s next state) and returns a reinforcement associated with this action in its current state.

Technically, these methods should be implemented in the paradigm of a stateful protocol — environment should keep track of its current state. To facilitate this and for efficiency, the Environment<TStateSpaceType, TActionSpaceType> base classes exposes a protected mutable CurrentState property. As long as it is used by StartEpisode and PerformAction methods one needs not to bother about implementing the GetCurrentState method.

Additionally these methods can optionally be overridden:

- State GetCurrentState(): called to retrieve environment’s current state
- void ParametersChanged(): called after user changes environment’s parameters
- void ExperimentEnded(): called after the user closes the experiment window

The default implementation of the first method returns the CurrentState property as an immutable object. The default implementations of the two remaining methods do nothing.

Environment class must contain a parameterless constructor.

B. Adding a new agent

Subclassing the Agent<TStateSpaceType, TActionSpaceType> class requires implementing the following methods (for clarity, generic arguments have been omitted):

- void ExperimentStarted(EnvironmentDescription environmentDescription): called to pass the information about the environment to the agent
- Action GetActionWhenNotLearning: called to retrieve agent’s decision about an action to take in the given state, when presenting current policy
- Action GetActionWhenLearning(State state): called to retrieve agent’s decision about an action to take in the given state, during learning
- void Learn(Sample sample): called to inform the agent about a state, action that took place and the resulting next state and reinforcement

The first method is called before the start of the experiment, so the agent could prepare its internal structures accordingly to the structure of the environment (e.g., dimensions of the state, and action spaces).

The GetActionWhenNotLearning should return the action according to agent’s current policy for the given state, not affected by agent’s exploration policy, and in way not to interfere with agent’s internal state related to learning.

The third method, GetActionWhenLearning should return the action according to current agent’s policy for the given state which can be distorted for exploration. Also in this method agent can calculate or remember some additional quantities which will be needed in the Learn method. It is guaranteed that a call to Learn method will always follow a previous call to GetActionWhenLearning.

The Learn method, typical to RL agent implementations, is used to transfer experience to the agent. Agent can, for example accumulate this experience, or improve its policy at once.

Technically these methods should be implemented in the paradigm of a stateless protocol. Subsequent calls to GetActionWhenLearning or Learn should not be explicitly dependent. Of course, there should be an implicit dependency between these calls and calls to the Learn method through the agent’s policy and some internal variables used for learning. Also, the action returned by the GetActionWhenLearning method will be present in a sample given to a subsequent Learn call.

The GetActionWhenNotLearning method should act in a completely transparent way — no assumptions should be made about the moment of its execution, as user can switch to “Policy presentation” mode at any time. The environment will remain unaffected, as in “Policy presentation” mode its copy is being used.

Similarly to environments’ base class, the base class for agents exposes a mutable protected Action property to be modified in place for efficiency, and returned from GetAction as an immutable version.

Additionally these methods can optionally be overridden:

- void EpisodeStarted(State state): called when episode starts
- void EpisodeEnded(): called when episode ends
- void ExperimentEnded(): called after the user closes the experiment window

The default implementations of these methods do nothing. Agent class must contain a parameterless constructor.

C. Adding a new presenter

Subclassing the Presenter base class is optional, however it allows a researcher to evaluate environment’s behavior visually. Usually environments represent some imaginable object, or they are related to a real-world object. Having them drawn and being able to observe their dynamics makes it easier to verify their implementation, and to analyze agent’s behavior.

To implement a presenter one needs to:

- subclass the Presenter base class and implement the Draw method,
- provide a constructor taking one argument of type of the environment to visualize.

The Draw method should draw the visualization of environment’s current state to the canvas held by the Graphics object, exposed by the Presenter base class. Draw implementation should use drawing functions also provided by the Presenter
base class, as they scale the drawing appropriately to window’s dimensions and aspect ratio. Presenter implementations should hold the reference to the visualized environment for themselves. Implementation of a presenter can be designed to visualize more than one environment — it just needs to provide one constructor for each visualized environment. This is useful when one environment is derived from another one.

V. INTEGRATION

A. Integration with RL-Glue

In RL research field there are many agents and environments available, however they are implemented in different platforms and languages. This problem is taken care of by the RL-Glue protocol [2]. dotRL supports it, to give its users access to the vast set of agents and environments already implemented and compatible with RL-Glue.

Generally, interaction between two integrated platforms (or components from different solutions) relies on one of them managing the course of an experiment and the other acting passively as one of experiment components: an agent or an environment. This gives two options of integrating dotRL with RL-Glue components:

1) dotRL manages the course of an experiment employing a RL-Glue agent or environment.

2) dotRL acts as RL-Glue component: an agent or an environment, while RL-Glue manages the course of the experiment.

dotRL allows both scenarios: the user can instantiate a component (agent or environment) alone, and configure it to connect to a RL-Glue server application, or user can open an ordinary experiment window chosing a special agent (RLGlueAgent) or environment (RLGlueEnvironment) type which act as proxies and encapsulate RL-Glue network communication details. Example of the first scenario is presented in Figures 7 and 8. Some other platforms, like Teachingbox [13] also provide integration with RL-Glue, but dotRL is the only platform known to the authors which allows both integration scenarios.

B. Integration with other applications

Integrating dotRL with other platforms, or single-component applications is easy thanks to the mechanisms provided by the .NET framework. For example:

• C/C++ code, compiled to a DLL library is easily accessible from .NET through the Platform Invoke Services (P/Invoke) or It Just Works (IJW).

• Python code can be accessed with solutions like IronPython [30] which provide Python virtual machine implementation in .NET.

• Because Matlab gives access to its API through DLL interface, it also possible to run Matlab scripts using P/Invoke mechanism. Matlab’s COM interface can also be used.

• Interaction with XML based communication (e.g. configuration of the Octopus-Arm environment [15], [16]) is easy to develop thanks to provided tools ranging from simple XML stream processors (XmlReader and XmlWriter) to powerful LINQ to XML which allows comfortable operating on XML documents in an elegant and concise way.

• Network communication is also supported with easy to use highlevel classes and libraries like WCF (Windows Communication Foundation).

In any of these cases, user is required only to implement a wrapper class managing the interoperability using one of described mechanisms as a subclass of the Agent or Environment base class.

C. Comparison with RL-Glue

Although RL-Glue and dotRL are different types of solutions, some of their merits can be compared:

• RL-Glue being a network protocol is fully platform independent, whereas dotRL can work only on platforms with existing .NET framework implementation. However, the number of platforms which support .NET is becoming bigger. Thanks to the MONO project [31], .NET is supported not only on Windows, but also most Unix-like systems, MacOS X, and even Android (full list of supported systems can be found in [32]).

• RL-Glue is however tied to the infrastructure: BigEndian convention is obligatory¹, and there are fixed sizes of basic data types. dotRL is completely infrastructure ignorant, as long as .NET Framework is supported.

• RL-Glue, being a handcrafted protocol is not feasible for extensibility (e.g. hard-coded order of elements in TaskSpec). dotRL is easily extensible by design.

• In both solutions adding new components requires at minimum writing only one class required to implement one simple interface.

• RL-Glue does not offer a standard way to turn off policy improvement. dotRL handles this case via “policy presentation” mode.

• In RL-Glue reporting and visualization must be managed by the user on their own (however, see RL-Viz project mentioned below). dotRL offers easily extensible reporting and presentation frameworks with convenient GUI.

RL-Glue is more popular, and in fact seems a better solution if multiplatform or distributed environment is obligatory. However, dotRL is easier to maintain (no hardcoded assumptions), provides more useful tools for evaluation of new agents (built in extensible reporting framework), visualization of environments (built in extensible visualization framework), and allows easy integration with other solutions (details were provided in sec. V-B). In the context of reporting and visualization it is fair to mention the RL-Viz project, however it remains unreleased since 2007 [33].

¹BigEndian is obligatory in the context of network communication with the RL-Glue Core application. Refer to the RL-Glue Core implementation: “rlBufferWrite” and “rlBufferRead” functions in the “RL_network.c” file.
VI. CONCLUSIONS AND FUTURE WORK

In this paper dotRL — a platform for fast development and validation of reinforcement learning algorithms was introduced. The platform had been designed to minimize the time spent by its user on technical and infrastructural details, as they should focus on purely scientific issues. Seemingly, the platform meets this requirement.

Directions of further development of dotRL include its integration with other platforms. They also encompass enriching the set of agents and environments available within the platform.
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Abstract—In this paper, we suggest an inspired architecture by brain emotional processing for classification applications. The architecture is a type of ensemble classifier and is referred to as ‘emotional learning-inspired ensemble classifier’ (ELiEC). In this paper, we suggest the weighted k-nearest neighbor classifier as the basic classifier of ELiEC. We evaluate the ELiEC’s performance by classifying some benchmark datasets.

I. INTRODUCTION

Classification methods have been widely used in the area of science, engineering, industry, business and medicine; they can be used for classification problems e.g., anomaly detection, handwriting recognition, speech recognition and medical diagnosis. Among them, the data driven classification approaches e.g., neural network-based models and neuro-fuzzy-based methods are the most popular methods due to the self-adaptive and high generalization capability. However, they have some significant issues: over fitting, model complexity and the curse of dimensionality, etc. [1]-[5]. Thus, developing new classification models to increase the classification’s accuracy while resolving the mentioned issues are an open research topic in data mining. In this paper, a new classification model is suggested that can be considered as an ensemble classification with a different integration mechanism and combination algorithm. The model is an emotionally inspired model and is named ‘brain emotional learning-inspired ensemble classifier’ (ELiEC).

The rest of this paper is organized as follows: Section II reviews some works in classification and emotional learning–based models. Section III explains the ELiEC’s structure. In Section IV, the benchmarks classification data sets are examined by ELiEC and the obtained results compared with other methods. Finally in Section V, we conclude and recommend some possible future improvements to ELiEC.

II. A BRIEF REVIEW

A. Related works to Classification methods

Numerous artificial intelligence-based methods have been proposed for classification problems. They can be categorized as: inductive or transductive, statistical-based or non-statistical–based, supervised or unsupervised methods. One popular group is supervised classification methods that include statistical methods (e.g., Naïve Bayes), non-statistical methods (e.g., neural network), instance based learning and support vector machine. Given a set of instances, these algorithms can assign an appropriate label to an unlabeled instance. Among the supervised learning methods, the support vector machine has the best performance in terms of classification accuracy; however, it has high time complexity that is a big issue for online classification applications [2] and [5].

Numerous efforts have been put into developing regularization methods to increase the generalization of supervised classification algorithms and reduce the time complexity of the learning procedure. A good example of the enhanced classification methods is the NFI model (Neuro-Fuzzy Inference Method for Transductive Reasoning) that provides a local model for each instance using a transductive reasoning system. The NFI model outperforms the neural network model in terms of accuracy and time complexity; nevertheless this model is not suitable for high dimensional classification applications [6]. Developing an ensemble-based [4] classifier is a major progress in addressing the misclassification and time complexity issues. The idea of ensemble-based classifiers is inspired by the human decision making process. The main components of an ensemble method are diversity generator and combiner. The former selects appropriate classifiers while the latter combines the classifiers’ outputs. The combination mechanisms that have been developed can be divided into two subgroups: meta-combination and weighting methods. Choosing suitable diversity classifiers and combination procedures, the classification accuracy of ensemble-based classifiers outperforms the accuracy of each of the classifiers; however there is no adaptive procedure for choosing the classifiers and the combiner using information of classification problems.

Recently, a novel classification framework with the ability to adaptively tune the classifier’s structure has been developed. This model, called meta-cognitive neural network (McNN), encompasses two components: a cognitive component and a meta-cognitive component [1],[5]. In McNN, the first component is a Radial Basis Neural Network and it is responsible for the change and optimization of the structure. The second component plays a role in choosing samples and the effective structure of the learning algorithm, obtaining knowledge from the training data. The McNN model and an extended version of that PBL-McRBFN [5] have shown excellent performance for classification problems.

The ELiEC model is a general purpose classification method that aims to reduce the misclassification rate and time complexity in classification applications. The ELiEC model
can be categorized as a type of ensemble classifiers that uses Wk-NN as the classifiers.

The emotionally based prediction models have often been applied for chaotic time series prediction and have also shown improvements in prediction accuracy [12]-[17].

III. EMO TIONAL LEARNING-INSPIRED ENSEMBLE CLASSIFIER (ELIEC)

The brain emotional learning-based ensemble classifier (ELIEC) model has a similar architecture to our two previous models BELRIFS and BELFIS [13], [15]. The ELIEC model consists of four main parts and imitates the internal connection of the emotional system. The parts of ELIEC are named as: TH, CX, AMYG and ORBI that are referred to as Thalamous, sensory CortexX, AMYgdala and ORBItoritofrontal cortex. The ELIEC model and the connection between these parts are described in Fig. 3.

For a classification problem, we define the set of training data as \((x_1, c^1), \ldots, (x_n, c^n)\), where \(x_i\) is an instance with \(m\) features and \(c^i\) determines the label class of \(x_i\). In a multi-class classification problem, we have \(n\) classes and the corresponding class of \(x_i\) which can be encoded as \(y^i = y^1_i, \ldots, y^n_i\). If \(c^i\) is equal with \(j^{th}\) class, the value of \(y^j_i\) will be equal to one and other values will be zero. Using the following steps we explain how ELIEC classifies each instance in order to minimize the misclassification. The TH part evaluates the features of \(x_i\) and adds several extra features to \(x_i\). The extra features are calculated according to equation (1).

\[
\begin{align*}
\text{th}_i &= [\max(x_i), \text{mean}(x_i), \min(x_i)]
\end{align*}
\] (1)

The CX evaluates the features of \(x_i\) and eliminates redundant features. The CX has a role to select the most informative features and eliminate the redundant features. Thus, the CX receives \(x_i\) with \(m\) features and provides \(s_i\) with \(l\) features (\(1 \leq m\)).

The AMYG consists of a classifier and a combiner. The classifier that is represented as equation (4) predicts an appropriate class for \(x_i\) which is determined as equation (3). The combiner of the AMYG combines the outputs of the AMYG and ORBI to provide the final class as equation (5).

\[
\begin{align*}
x_{i}^{e} &= [\text{th}_i, s_i]
\end{align*}
\] (3)
\[ C^1 = \text{Class}(x^1) \]  
(4)

The combiner strategy depends on the type of classification methods. In this paper, the Wk-NN method has been utilized as the classifiers of AMYG and ORBI. The combiner is another Wk-NN and the final class of the input vector \( x^i \) which is a vector as \( x^i = [x^i_1, x^i_2, C^1, \ldots, C^1] \).

\[ C^i = \text{Class}(x^i) \]  
(5)

The ORBI is another classifier that can be a dependent classifier or independent classifier. For a dependent classifier the ORBI classifies the input vector \( x^o = [s^o, \text{REW}] \); while for an independent classifier the input vector is \( x^o = s^o \). Finally, it forwards the classification result \( C^o = \text{Class}(x^o) \) to AMYG. For the examples of this study an independent classifier is assigned to ORBI.

It should be noted that the classifiers of AMYG and ORBI can be defined on the basis of any supervised classification method, e.g., decision tree, single or multilayer perceptron, and support vector machine, etc. We can also form a meta-ensemble classifier by choosing an ensemble-based classifier for the AMYG and the ORBI.

IV. WEIGHTED K-NEAREST NEIGHBOR: A BASIC CLASSIFIER OF ELiEC

Weighted k-nearest neighbor (Wk-NN) is a type of instance-based algorithm that has been widely used as a classification and regression method. For a given training set as: 
\[ (x_1, c^1), (x_2, c^1), \ldots, (x_N, c^N) \], the Wk-NN determines the class of a test vector, \( x_{\text{test}} \), using the following steps [18]:

1) The Euclidean distance between \( x_{\text{test}} \) and \( x_i \) is calculated, \( d_i = \| x_{\text{test}} - x_i \|_2 \), in which each \( x_i \) is a member of \( x_1, x_2, \ldots, x_N \), where \( N_i \) denotes the number of samples of the training data set.

2) The \( k \) minimum values of \( d = \{d_1, d_2, \ldots, d_N\} \) are selected as \( d_{\text{min}} \). The \( x_i \)'s that are corresponding to \( d_{\text{min}} \) are the \( k \) nearest neighbors to \( x_{\text{test}} \) and define the local neighborhoods of the test vector, \( x_{\text{test}} \).[18]

3) The class label of \( x_{\text{test}} \) is chosen from the class labels of the local neighborhoods. Using the weighted k-nearest neighbor (W-kNN), a weight is assigned to each neighbor; the assigned weight is defined according the kernel function \( K(.) \).

Any arbitrary function that holds the properties below can be considered as the kernel function [18].

1) For all \( d \), \( K(d) \geq 0 \).
2) If \( d = 0 \) then \( K(d) \) gets the maximum value.
3) If \( d \to \pm \infty \) then \( K(d) \) gets the minimum value.

In this paper, the kernel function is defined as (6). Thus, the closer neighbors to \( x_{\text{test}} \) have higher weights on estimating the class label of \( x_{\text{test}} \).

\[ K(d) = \frac{\max(d) - (d_j - \min(d))}{\max(d)} \]  
(6)

V. BENCHMARK DATASETS

In this section, we test the ELiEC model to classify several data sets that have obtained from the University of California, Irvine (UCI) machine learning repository [20]. It should be noted that, each data instance has been normalized and the values of the attributes are scaled to the range [0,1]. For each benchmark, the cross validation set has the same size as the training data set. We test the classification model 100 times; however, we present the best results. To present an efficient comparison, we test the ELiEC model for both multiclass and binary class benchmark data sets. We also consider both balanced and imbalanced classification benchmark data sets. The performance of classification models are calculated using the average per class classification accuracy as (7) which is represented as \( \eta_a \).

The parameter \( \Pi \) determines the number of classes and \( \eta_j \) indicates the classification accuracy of \( j \) class. The test error determines the number of misclassification samples of the test set; the samples of the test data set is determined by \( N_{\text{test}} \).

\[ \eta_a = \frac{1}{N_{\text{test}}} \sum_{j=1}^{n} \eta_j \]  
(7)

A Multiclass and Well Balanced Benchmark Data Sets

Iris data set and wine determination are two well-known classification benchmarks that have been categorized under the well balanced and multiclass data sets. Iris data set was obtained from the University of California, Irvine (UCI) machine learning repository [20] and has been examined by several classification methods e.g., NFI, PBL-McRBFN, etc [11],[5],[21],[22]. This data set consists of 150 samples; each sample has 4 attributes named as: sepal length, sepal width, petal length and petal width. Iris data set is a set with multiclass and consists of three classes: iris setosa, iris versicolor and iris virginica [20].
As the first case study, 50 percent of iris data sets are randomly chosen as the training data set; while the rest of the samples are considered as the test data set. Table I compares the number of misclassifications using ELiEC, NFI and MLP. The results indicate that using ELiEC the average number of test errors is equal to 2.2, that is less than the two other methods.

Table I. Comparison of performance classification of BELBEC and other methods for Iris data set with 50% as the training data set and 50% test data set.

<table>
<thead>
<tr>
<th>Classification Model</th>
<th>Specification of results</th>
<th>The number of training data</th>
</tr>
</thead>
<tbody>
<tr>
<td>BELBEC</td>
<td>15 neighbor</td>
<td>2.2</td>
</tr>
<tr>
<td>NFI[6]</td>
<td>6.3 neighbor</td>
<td>3.3</td>
</tr>
<tr>
<td>MLP[6]</td>
<td>12 neuron</td>
<td>4.6</td>
</tr>
</tbody>
</table>

The wine data set is the second data set that is used to evaluate ELiEC. This data set that is a multiclass and a well-balanced data set; it is obtained from the chemical analysis of some wines that are produced from various cultivars in the same region of Italy. The sample of the data set consists of 13 features and can be categorized into three classes. Table II compares the results of ELiEC and three methods: McNN, PBL-McRBFN and another method types of ensemble classifiers; this model was named OC-SVM that is referred to as one-class support vector machines[22]. In this experiment, we use 60 samples as the training data samples and 118 samples as the test data. It is observable that ELiEC has good results in classification of this well-balanced data set.

As was mentioned, the ELiEC is based on W-kNN; thus, we compare the results of ELiEC and W-kNN for classifying the wine data set (see Table II). We also compare the ELiEC and W-kNN to classify wine data with two different structures. As Table III shows, the classification accuracy of ELiEC has no noticeable difference when the total number of neighbors of ELiEC’s classifiers is only eight neighbors. However, when we define a lower number of neighbors for Wk-NN, its accuracy has a significant decrease.

Table II. The classification accuracy of BELBEC for the Iris data set with 45 samples as training data and 105 samples test data.

<table>
<thead>
<tr>
<th>Classification Model</th>
<th>Specification of results</th>
<th>The number of training data</th>
</tr>
</thead>
<tbody>
<tr>
<td>BELBEC</td>
<td>16 neighbor</td>
<td>99.02 %</td>
</tr>
<tr>
<td>McNN[1]</td>
<td>5 neuron</td>
<td>97.14 %</td>
</tr>
<tr>
<td>PBL-McRBFN[5]</td>
<td>6 neuron</td>
<td>98.10 %</td>
</tr>
<tr>
<td>BELBEC</td>
<td>18 neighbor</td>
<td>%96.24</td>
</tr>
<tr>
<td>McNN[1]</td>
<td>9 neuron</td>
<td>98.49 %</td>
</tr>
<tr>
<td>PBL-McRBFN[5]</td>
<td>11 neuron</td>
<td>98.69 %</td>
</tr>
<tr>
<td>ensemble of (OC-SVM)</td>
<td>---</td>
<td>92.00%</td>
</tr>
</tbody>
</table>

Table III. Comparison between WKNN and BELBEC for the wine data set.

<table>
<thead>
<tr>
<th>Classification on Model</th>
<th>Specification of results</th>
<th>The number of training data</th>
</tr>
</thead>
<tbody>
<tr>
<td>BelBeC</td>
<td>18 neighbor</td>
<td>%96.24</td>
</tr>
<tr>
<td>BelBeC</td>
<td>8 neighbor</td>
<td>%95.27</td>
</tr>
<tr>
<td>KNN</td>
<td>3 neighbor</td>
<td>%95.40</td>
</tr>
<tr>
<td>KNN</td>
<td>18 neighbor</td>
<td>%91.60</td>
</tr>
</tbody>
</table>

Table IV. Comparison between different methods to classify the LD and PIMA. The number of training samples is equal to [5]

<table>
<thead>
<tr>
<th>Classification Model</th>
<th>Specification of results</th>
<th>DATA</th>
</tr>
</thead>
<tbody>
<tr>
<td>BELBEC</td>
<td>48 neuron</td>
<td>68.4</td>
</tr>
<tr>
<td>McNN[1]</td>
<td>68 neurons</td>
<td>71.60</td>
</tr>
<tr>
<td>PBL-McRBFN[5]</td>
<td>87 neurons</td>
<td>72.63</td>
</tr>
<tr>
<td>BELBEC</td>
<td>100 neuron</td>
<td>70.37</td>
</tr>
<tr>
<td>McNN[1]</td>
<td>193 neurons</td>
<td>77.31</td>
</tr>
<tr>
<td>PBL-McRBFN[5]</td>
<td>162 neurons</td>
<td>76.67</td>
</tr>
<tr>
<td>MAD [23]</td>
<td>7 clusters and 5 classifiers</td>
<td>72.010</td>
</tr>
</tbody>
</table>
V. CONCLUSION

This paper presents a new ensemble-based classifier that is inspired by the brain emotional network. The architecture is referred to as ELiEC and utilizes W-kNN as the basic classification method. However, the ELiEC differs from other ensemble methods in the way that the classifiers are fed (see Figure 2).

The performance of ELiEC is evaluated by classifying several benchmark data sets. The results indicate a fairly good performance of ELiEC for classification.

As future works, we replace W-kNN with other learning methods or a meta-ensemble classifier. In addition, a random forest method can be used to address the time complexity and the curse of dimensionality issues. In addition, a random forest method can be used to form a meta-ensemble classifier.

REFERENCES


Autonomous Input Management for Human Interaction-Oriented Systems Design

Michal Podpora
Opole University of Technology
Faculty of Electrical Engineering,
Automatic Control and Informatics
ul. Sosnkowskiego 31, 45-272 Opole, Poland
Email: michal.podpora@gmail.com

Aleksandra Kawala-Janik, Mary Kiernan
University of Greenwich,
School of Computing and Mathematical Sciences,
Old Royal Naval College
Park Row, SE10 9 LS London, UK
Email: {a.d.kawala-janik, m.kiernan}@greenwich.ac.uk

Abstract—In this paper evaluation of a policy-based algorithm for video inputs switching is presented. The term ‘data quality’ is not trivial for Human-Machine Interaction systems, yet a simple and efficient algorithm is needed for choosing the most valuable video source. This becomes particularly important for systems that support functional decomposition of image processing algorithm, which are designed for non-optimal working environment. In this paper an autonomous input management system is proposed, which consists of a data quality evaluation algorithm and a simple decision algorithm.
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I. INTRODUCTION

Computer vision has become a popular information source for computer and robotic systems interacting with humans, however the tests were conducted mostly in laboratory conditions. Real-life applications may cause some challenges as various environmental conditions are taken into account, although some biological mechanisms enable to handle both data acquisition and information processing, which exceed the capabilities of a very complex acquisition subsystems, such as – being able to see in the dark or being able to read and understand a text with the majority of illegible letters. Computer systems are supposed not only to entertain but also to support and protect humans, therefore they should contain more efficient, than the human one, information processing system. Possible future implementation of these acquisition systems with the application of speech and/or vision include inter alia fire rescue teams supporting systems.

II. POLICY-BASED INPUT SWITCHING

It is possible to implement all available acquisition systems and to process all the input information (thermal video, night vision), but in real-life applications it is not efficient because the data streams may be too massive and require high computing power for real-time processing in order to enable embedded system-based implementation. Transmission of multiple video streams to a remote workstation/server is also complicated due to the limited bandwidth, however it is possible to choose one input at a time and transmit it (or process it locally) [1], if the system was able to judge the value of the data input quality of its acquisition subsystems. The quality evaluation could be performed on the basis of static threshold values (e.g. any measure of image noise or edges quality), but in that case it would be just a simple condition. The Policy-Based Input Switching (PIS) becomes especially useful when adjusting/changing the policy for choosing an input depending on circumstances or environment. The proposed PIS conception is not a set of rules and threshold values, but an entire framework offering wrapper functionality (similarly to [2]) for additional modularity and as a foundation for autonomous policy reloading/changing. A semi-autonomous mobile robot designed for a fire team support could enable to change its policy for operating in a particular environment and to change its policy autonomously depending on any transient environment parameters.

III. SUBJECTIVE QUALITY EVALUATION PROCEDURE

The Subjective Quality Evaluation Procedure (SQEP) is implemented in the core of the PIS framework and is able to decide locally on the active input (as a part of policy algorithm) and on the active policy (as a part of wrapper’s autonomous module). Whilst the SQEP is intended to be run locally. It should involve only simple and efficient operations for data input evaluation. In a pilot study basic policy was implemented for choosing the best visual data input out of three available inputs: (1) video stream, (2) night vision, (3) thermography. The exemplary SQEP was implemented to choose between (1) and (2) basing on brightness and noise and then between (1) and (3) basing on the width of histogram of (1) and (3). Fig. 1 shows the value of a quality coefficient calculated for two different acquisition subsystems, acquiring visual information of the same scene and objects and in the same temporal context. Acquisition starts in darkness, and c.a. 128th frame a dim light source is turned on. The light is bright enough to turn off the infrared lighting, but not bright enough for the computer vision camera to acquire data of good quality. It is highly beneficial to have a SQEP procedure implemented in the PIS system, where the algorithm of a policy (and its rules or conditions, parameters and decisions) is intended to be easily replaceable and changeable at runtime, without any
IV. SQEP FOR AUTONOMOUS INPUT MANAGEMENT

The main goal of using the proposed framework is to extend the functionality, versatility and robustness of the acquisition subsystems of vision-based mobile robots. It can only be achieved if the outputs of the Acquisition Subsystems and the outputs of PIS system will be developed to become modular and replaceable, so the Subjective Quality Evaluation Procedure (SQEP) should handle the evaluation of all inputs available in the hardware and all possible combinations (subsets) of these inputs and to produce the same set of predefined output variables and data structures. The SQEP should offer not only the possibility of on-demand input switching, but most of all it should perform the input selection procedures autonomously, if there is a better data quality input than the currently processed one. The decision about which input to process should be done locally to prevent transmitting of all data inputs to remote servers and the inputs should be evaluated in a simplest possible way to save the CPU cycles of local/mobile/embedded system. The most important feature of SQEP is the capability of autonomous data quality evaluation. Only one input is being transmitted and the most valuable data input is connected to the Cognitive/Decision System at a time. The coefficients and rules (the algorithm) of input quality evaluation can be changed at runtime by PIS system.

V. PIS FOR AUTONOMOUS POLICY MANAGEMENT

The SQEP has proven to be useful, as it is beneficial in order to stay connected to a good data quality input, even in a changing environment. The basic PIS functionality is the possibility to change selection criterions – the policy, such as different environments as a very attractive feature. The most useful feature of PIS system, however, is the possibility to change the selection criteria in runtime (without rewriting the code, compiling, uploading, running). Thus there is no need to interrupt learning/execution or to reset the system’s memory/knowledge/execution. The PIS system, in its most sophisticated version is expected to enable changing its policy ‘intentionally’. In some cases it has very little effect on a mobile system, but sometimes it may be crucial feature for the accomplishment of the horizontal goal of the system.

VI. ADVANTAGES FOR HMI SYSTEMS, FUTURE WORK

Future work will implement inter alia virtual agents [3] and bio-signals. Use of virtual agents would make the system more intuitive. Initial tests were run with the application of the face mimic and the Emotiv EPOC headset. Future work will also involve development of a standalone application (AE) connecting Emotiv EPOC headset with any embedded platform. The work will be advanced by implementing various bio-signals [4]. The proposed control architecture should also be improved in order to reduce appearance of potential control errors, which is a common issue in autonomic systems.
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Abstract—This document describes an algorithm aimed at recognizing Named Entities in Polish text, which is powered by two knowledge sources: the Polish Wikipedia and the Cyc ontology. Besides providing the rough types for the recognized entities, the algorithm links them to the Wikipedia pages and assigns precise semantic types taken from Cyc. The algorithm is verified against manually identified Named Entities in the one-million sub-corpus of the National Corpus of Polish.

I. INTRODUCTION

In the recent years the research conducted in the field of Information Extraction (IE) has brought many interesting results. First of all at the end of the twentieth century researchers have overcome the first major obstacle preventing wide-spread adoption of IE systems. Namely, by incorporating weakly supervised methods they were able to quickly adopt systems to new domains with only a handful of training examples. Works of Brin [1] as well as Agichtein and Gravano [2] showed that large-scale information extraction is feasible, provided that we have access to large corpora, WWW in particular.

The ideas from the previous century were developed in two, slightly contradictory directions. First of all the term Open Information Extraction was introduced in works of Banko et al. [3]. This approach towards IE was pushed further in systems such as ReVerb [4] which does very well in the task of relation extraction. The goal of Open IE, much influenced by Information Retrieval is extraction of all information found in web-documents. Since it is very hard to build an ontology covering all the phenomena that might be described on the Web, these methods make very minimalistic assumptions about the world. As a result the extracted information is not transformed into some coherent semantic framework, but rather it is assumed that the user will find the relevant information by refining his/her query, the same as in traditional search engines.

The opposite approach towards IE comes from the researchers from the SemanticWeb camp. The primary difference comes from the fact that they are trying to utilize various knowledge-sources, especially taxonomies and ontologies, in order to extract the information available in the textual data and transform them into well established and broadly accepted schemas. In that form the information might be further automatically processed and consumed by intelligent systems. As a result, there are several important problems that have to be resolved, which are absent in Open IE systems. First of all, the concepts that are extracted must be identified within some ontology. The ambiguities also have to be resolved, especially among the relations. That approach is characteristic for the systems such as DBpedia Spotlight [5] and AIDA [6], both utilizing Wikipedia as the reference resource for concept identification. Recently Exner and Nugues [7] showed how relation extraction might be performed combining well known Natural Language Processing (NLP) techniques and DBpedia both as a reference conceptual scheme as well as source of examples used for training relation classifiers.

However if we look at the development of IE methods that are employed for Polish, we will discover that the state of research resembles the state of research in English in midnineties. To the best of our knowledge there are only two systems [8], [9] that perform template filling. Both of them employ manually constructed extraction grammars and operate in closed domains – the first one extracts information from mammogram reports and the second from patients’ diabetic records. Regarding relation extraction there is only limited research in the field. [10] describes methods for automatic extraction of semantic relations aimed at development of the Polish Wordnet. The described method uses massive amounts of data in order to determine the best location for a new synset in a large semantic network. On the other hand [11] describes an ontology-based method for the extraction of relations form a bibliographical lexicon based on manually defined grammars. The only IE task that is well developed is Named Entity recognition1, but the methods still rely on manual construction of grammars or tagging of large amounts of data.

As we know from the development of systems aimed at English these bottlenecks might be overcome if appropriate methods are employed. This work is a step in this direction. It presents an algorithm that does not require any manual construction of extraction grammars, nor tagging of large amounts of data. By utilizing Wikipedia link structure and classification of Wikipedia articles into the Cyc ontology [12] the system is able to precisely classify and link the entities to Wikipedia articles. Since there are knowledge-bases such as DBpedia [13] that are based-upon Wikipedia and Cyc is the largest known manually constructed ontology, this opens interesting possibilities for automatic processing of the extracted data by intelligent systems.

1The next section contains a detailed description of the available systems.
II. RELATED WORK

Named entity recognition (NER) is a vast topic. There are many approaches towards it and systems that actually perform NER. To constrain the review of such systems we present only the work on NER in Polish.

The research on NER in Polish starts with the works of Piskorski [14], [15], [16]. These works describe the adaptation of the SProUT platform [17] for Polish and its application in the recognition of entities such as: time, percentage, money, organizations, locations and people.

Applying SProUT to NER requires manual definition of the rules, which in general consist of a pattern/action pairs built upon typed feature structures (TFS). The LHS of a rule matches segments with particular features and the RHS defines the TFS that is produced as the result of that match. Besides basic matching of words and features, the rules allow to use variables and call other rules. As a result the formalism is both expressive and transparent.

The adoption of SProUT for Polish required integration of a morphological analyzer for Polish – Morfeusz [18]. Also gazeteers were used and the morphological variants were produced automatically. The author elaborates on problems that are specific to Slavonic languages, Polish in particular, especially the rich morphology of names as well as problems with name segmentation. This causes serious problems for NER since there are cases where it is impossible to determine the base form of a NE without appealing to data such as verb frame subcategorization, which is usually out of scope of NER. The constructed rules were evaluated on a set of 100 news articles. The values are presented in Table I.

A more elaborate evaluation of this approach is presented in [20], where it is applied in the domain of cadastral information. The described system used a more elaborated entity classification taxonomy consisting of nearly 30 classes. It also evaluated on a much bigger corpora counting more than 4 thousand entities. The evaluation methodology was more elaborate were exact and partial matches were counted separately. The results of the evaluation are presented in Table II.

A more lightweight approach is presented in works of Gralinski et al. [21], [22] and Walas et al. [23]. The authors find SProUT formalism too complex for the tasks of NE translation and anonymization. [21] identifies errors in NE translation as one of the important problems that make the translation hard to understand. What is more 10% of errors in machine translation (MT) are due to invalid processing of named entities. [22] uses NER in task of anonymization of police reports that are used to improve MT. Since the researchers are not allowed to see the names of the suspects, they provide a set of Word macros that are used to remove sensitive data (such as names of people and companies) from the documents. [23] describes NER in the context of a question answering (QA) system.

Each of these systems uses a formalism based on Spejd [24]. The rules are less complex than in SProUT so the results are less precise. For instance in [21], depending on the evaluation scheme the precision varies between 76 to 88%. On the other hand [21] and [23] report that special handling of NEs improves both MT and QA.

Only recently the researchers of Polish NER systems started to use machine learning approach. Marciniuczak at al. [25] describes application of Hidden Markov Models (HMM) for this task, which was restricted to the recognition of names of people and organizations. The authors used HMM with 7 hidden states for each NE type. The transitions between states were modeled by the maximum likelihood over the training data, while tag emissions were generated by n-gram character language models with generalized form of Witten-Bell smoothing [26]. The authors used LingPipe [27] to compute the parameters of the HMM.

The system was trained on a corpus containing stock exchange reports with 670 person mentions and more than 3 thousand company mentions. It was evaluated on the same corpus (using 10-fold cross validation) and on a corpus containing police reports. The vanilla HMM reached 86% for people names and 80% for companies names (F1 metric) on the stock exchange corpus. In order to improve the precision of the system the authors applied two heuristics: filtering and trimming. The first one imposed some restrictions on the form of the names, the second one stripped preceding and following words if they did not start with an upper case. The first heuristic improved the precision of the method from 63% to 89% with only small reduction of recall. The authors also report the evaluation of the system on the police report corpus. The results were significantly worse (55% F1 metric), showing that this approach towards NER is highly domain-dependent.

The latest achievement in Polish NER is described in [28]. The authors used Conditional Random Fields (CRF) model [29] to overcome the limitations of HMM model, e.g. ignorance of the right context of the name. They were detecting 5 types of entities: first names, surnames, country names, city names and road names. The developed model incorporated not only statistical data, but also knowledge, e.g. the list of names of peoples positions and titles taken from the Polish WordNet [10]. In general there were 5 types of features that were used to build the model: orthographic, binary-orthographic, WordNet-based, morphological and gazetteer-based.

### Table I

**EVALUATION OF SProUT-BASED NER SYSTEM PRESENTED IN [19].**

<table>
<thead>
<tr>
<th>Category</th>
<th>Precision [%]</th>
<th>Recall [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>People</td>
<td>90.6</td>
<td>85.5</td>
</tr>
<tr>
<td>Locations</td>
<td>88.0</td>
<td>43.4</td>
</tr>
<tr>
<td>Organizations</td>
<td>87.9</td>
<td>56.6</td>
</tr>
</tbody>
</table>

### Table II

**EVALUATION OF SProUT-BASED NER SYSTEM PRESENTED IN [20]. ONLY THE BEST RESULTS ARE REPORTED.**

<table>
<thead>
<tr>
<th>Category</th>
<th>Precision [%]</th>
<th>Recall [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>People</td>
<td>91.0</td>
<td>78.0</td>
</tr>
<tr>
<td>Locations</td>
<td>82.0</td>
<td>72.0</td>
</tr>
<tr>
<td>Organizations</td>
<td>92.0</td>
<td>52.0</td>
</tr>
</tbody>
</table>
The model was trained on one corpus (used in the previous works of Marcińczuk et al. [25]) and tested on that corpus following 10-fold cross-validation scheme and on two others corpora (police reports corpus and corpus of economic news). The results on the first corpus substantially outperformed the HMM model, reaching $F_1$ score of 92.5%. On the other hand the evaluation performed on the two other corpora showed that the drop in performance is significant — the model achieved 67.7% $F_1$ score on the police reports corpus and 72.3% $F_1$ on the economic news corpus, meaning that the model fits well to the training data, but causes problems when ported to different (even highly related, like in the case of stock exchange reports and economic news) domains.

The primary difference of the presented algorithm with the already described methods comes from the fact that this algorithm does not require any manual construction of NE recognition rules, nor tagging of the training data. As such it does not require any manual intervention, besides the selection of the name types that should be identified. The other difference comes from the fact that this algorithm is tested on the 1-million sub-corpus of the National Corpus of Polish [30], to the best of our knowledge the first such demonstration. This is particularly important, because the corpus contains a variety of language styles and text sources, contains a large number of NEs and allows for a comparison of different algorithms in a unified setting.

III. ENTITY RECOGNITION

The algorithm employed to recognize NEs is an adaptation of the Word Sense Disambiguation (WSD) algorithm described in [31]. That algorithm builds on the Wikipedia Miner disambiguation algorithm described in [32]. The original algorithm of Milne and Witten works as follows. First of all it recognizes occurrences of phrases used in Wikipedia to link to other Wikipedia articles. Since many of these phrases are ambiguous, e.g. Washington may refer to a state, a city, a person, a football club, a university and almost four hundred other concepts, the algorithm tries to disambiguate its meaning by employing machine-learning techniques. First of all it computes several features of each candidate target concept:

1) an average weighted semantic relatedness with other (unambiguous) concepts
2) a probability of the candidate concept
3) a context goodness, i.e. a measure showing if the context of the phrase is well defined

The semantic relatedness between two concepts in the original algorithm is computed using the Normalized Google Distance (NGD) [33]:

$$sr_C(a, b) = 1 - \frac{\log(\max(|A|, |B|)) - \log(|A \cap B|)}{\log(|W|) - \log(\min(|A|, |B|))}$$ (1)

Where:

- $sr_C(a, b)$ – the measure of semantic relatedness between $a$ and $b$,
- $|A|$ – the size of the set of articles that link to $a$,
- $|A \cap B|$ – the size of the set of articles that link both to $a$ and $b$,
- $|W|$ – the number of all articles in Wikipedia.

The weights of the concepts are established according to their semantic relatedness with other concepts and the link probability of phrases they are identified by (e.g. the ratio of the number of phrase occurrences as link to the total number of phrase occurrences).

The probability of the candidate concept is computed as the ratio of the number of links with that phrase pointing to that concept to the total number of links containing that phrase.

When the features are computed, the algorithm tries to select the most probable meaning by employing a machine learning algorithm – C4.5 in this case [34]. The algorithm of Milne and Witten uses also Wikipedia link structure to train the classifier. Wikipedia links are used as positive examples for phrase–concept pairs. The negative examples are constructed from all the remaining concepts that could be linked via this phrase (i.e. there are links with the same anchor name that point to the other concepts). Since the internal link structure of Wikipedia is very dense, it is easy to generate millions of the training examples.

The primary improvement described in [31] is the usage of a Jaccard coefficient-inspired measure instead of the NGD:

$$sr_J(a, b) = \begin{cases} \frac{1}{1 - \log\left(\frac{|A \cap B|}{|A| \cdot |B|}\right)} & |A \cap B| > 0 \\ 0 & a \neq b \land |A \cap B| = 0 \\ 1 & a = b \land |A \cap B| = 0 \end{cases}$$ (2)

Where:

- $|A \cup B|$ – the size of the set of articles that link to $a$ or $b$

The second improvement is the employment of several additional features that are already used in the original algorithm (but not in the classifier) or are trivial to compute:

- the rank of the semantic relatedness of the candidate concept among all the candidate concepts,
- the rank of the probability of the candidate concept among all the candidate concepts,
- the link probability of the concept.

By employing the different semantic relatedness measure and the additional features the automatically computed performance of the algorithm measured as the weighted precision and recall ($F_1$) jumped from 84 to 92.4% in the English dataset and from 83 to 91.7% in the Polish dataset. What is more by using the latest Polish Wikipedia dataset3, it was measured that the performance of the algorithm was further increased to 93.5%.

Direct application of the WSD algorithm results in the identification of phrases that might be (unambiguously) linked to the Wikipedia articles. But its application in Named Entity Recognition requires several adjustments that are covered in the next section.

3Dump from the 2nd of May 2013.
IV. ENTITY CLASSIFICATION

The regular definition of the Named Entity Recognition task [35] requires that the entities are recognized and classified into some well-defined conceptual scheme. Although in the time of MUC conferences [36] it was required that the classification scheme makes fine-grained distinctions allowing for e.g. distinguishing between civil and military objects4, in recent years, e.g. in the tasks defined in the scope of ACE initiative [37], the conceptual scheme was substantially simplified. ACE 2008 defines 5 general types divided into 31 subtypes. The general types are as follows:

- facility
- geo-political entity
- location
- organization
- person

Similarly in the National Corpus of Polish [30] the following NEs are identified:

- personal names
- geographical names
- names of organizations and institutions
- words related to the above categories
- basic temporal expressions

This simplification of the conceptual scheme stems from the fact that these resources are domain-independent and as such, should make as few ontological assumptions as possible. Especially because in such domain-independent environment it is hard even for people to assign fine-grained classes, let alone force research teams to adopt one „golden” ontology.

But when it comes to the application of the results of IE in some specific domain, such sketchy schemas have limited value. If we wish to conduct intelligence analysis we are not interested in people in general, but those who have important roles in their societies. If we are considering financial investments, we are not interested in organizations “in general”, but only those which operate on a specific market, e.g. mining companies. As a result, the more we are concerned with the application of the IE results, the more fine-grained conceptual scheme is needed.

In order to make the results of NEs recognition useful in practical settings, the Cyc ontology [38] is used as the taxonomy of the entities. Although there are alternatives such as YAGO [39] and DBpedia ontology [40], which are directly mapped to Wikipedia, both of them have certain deficiencies making them less useful for automatic processing of the extracted knowledge. Although YAGO’s taxonomy is very dense, since its classes were extracted from Wikipedia’s category scheme, it lacks features such as well defined disjointness relation. Although its authors have used heuristics to detect inconsistencies, they were error-prone. As a result there are contradictory facts in YAGO, e.g. Gertrude Stein is classified both as a person and as a literary work.

On the other hand the DBpedia ontology5 is rather small (contains less than 400 classes) and lacks coverage. Since the entities are assigned to the classes according to the infoboxes attached to the articles and less than 2 million of articles (out of 4 million) have such infoboxes attached, many of the entities lack their type.

Cyc [38] on the other hand is a long running effort of building an ontology that would allow intelligent systems to perform common-sense inferences. As a result it contains thousands of well defined semantic classes. These classes are not only organized into subsumption relation, but they are also inter-related with disjointness relation. This feature of Cyc makes it particularly useful for ensuring high accuracy of the extracted informations, since inconsistencies in type assignment might be resolved automatically.

Although Wikipedia is not aligned with Cyc in its entirety, in our recent effort [12] we created a classification of more than 2.2 million of the English Wikipedia entities into the Cyc ontology with precision reaching 93%. That mapping was made available in the N-triple format, with links to the English DBpedia and OpenCyc. In order to use that mapping in the Polish Wikipedia the following procedure was employed:

1) The interlingual links from the latest DBpedia were downloaded.
2) The interlingual links were used to establish a mapping between the English and the Polish DBpedia entities.
3) The Cyc types were assigned to the corresponding Polish DBpedia entities.

There were 626 thousand of links in the English DBpedia that were employed in the second step. But since the type assignment covered only 2.2 million of articles (out of 4 million) the number of classified articles in the Polish Wikipedia was 284 thousand. To extend the coverage of the method infoboxes from the Polish Wikipedia were mapped to terms in Cyc and a simple heuristic for people marking all articles with Urodzeni w (Eng. Born in) and Zmarli w (Eng. Died in) categories as instances of Person class was applied. The first heuristic yielded 535 thousand of classifications and the second 213 thousand. Since the methods were overlapping, the final result was a classification of 689 thousand of Polish Wikipedia articles (out of 1.1 million). The results are summarized in Table III.

---

4It was assumed that a terrorism activity is targeted only at civil objects, such as churches, shopping centers and railway stations.

5http://dbpedia.org/Ontology
6http://klon.wzks.uj.edu.pl/wiki-types/
7http://www.cyc.com/platform/opencyc
8http://wiki.dbpedia.org/Downloads38
The second adjustment which was applied to the Wikipedia-based disambiguation algorithm concerned filtering of the entities that were provided as the NER result. Since contents of Wikipedia is encyclopedic, it covers descriptions both of classes and individuals. The WSD algorithm does not make distinction between these types of entities. However, the result of NER should be a discovery of names, i.e. proper names (usually) of individual things. We are not expecting from the NER system to annotate occurrences of words such as woman, child or man, because they are instances of common nouns. Yet, the algorithm is able to properly disambiguate these words and its original version produces such results. So the filtering was concerned with rejecting the instances of common nouns and similar expressions from the final result.

In general, making the distinction between classes and individuals is not a trivial task. Since it was not the primary concern of this research, a simple, yet powerful heuristic was employed: for each Wikipedia article the total number of links starting with an uppercase letter and a lowercase letter was counted. If the number of links starting with an uppercase letter was greater or equal to the number of links starting with a lowercase letter, the article was considered as describing an individual. A small test performed on a random sample of 200 entities showed that this heuristic is able to produce distinctions with precision above 90%. This result is very good compared to the results of a similar task of distinguishing between types and instances in the Wikipedia category system [41], where several heuristics were employed, yielding similar precision.

V. Evaluation

The evaluation of the algorithm was performed on the one-million sub-corpus (ONEM) of the National Corpus of Polish [42] with manually annotated named entities [30], [43]. ONEM contains excerpts from many sources: literature, newspapers, the Internet, speech transcripts and other. It contains 3888 excerpts which amount to more than 50 thousand of NEs.

The annotation covered identification of names referring to people, locations, organizations and temporal expressions. Some of these types were subdivided into subtypes. Table IV summarizes the taxonomy of the entities. It should be noted that not only the nominal expressions were annotated, but also all other types of expressions that refer to NEs, adjectives in particular. So in the following expressions restauracja w Warszawie (Eng. restaurant in Warsaw) and warszawska restauracja (Eng. Warsaw restaurant), the boldfaced fragments were annotated as referring to Warsaw. These occurrences of NEs are called relational expressions.

Although, in general proper names do not follow the principle of compositionality, since their contents might be arbitrary, it was decided that the annotation covers also subordinate names, which are parts of larger units. E.g. in the expression Dom dziecka w Oruni (Eng. Orphanage in Orunia), the whole expression is annotated as a name of an organization, while Oruni is annotated as a name of a location. From the point of view of the evaluation of NER this gives some added value, since algorithms might be rewarded for accurate partial matches within longer expressions.

Regarding the scope of the evaluation – it did not cover date and time expressions, since the WSD algorithm is not aimed at these types of expressions. What is more, it is apparent that these expressions are domain independent and can be captured by a well developed grammar or some other NER technique. On the other hand the evaluation included the relational expressions, which are quite hard to spot using traditional NER methods.

During the development of the algorithm, the ONEM corpus was split into two parts – one containing 100 randomly selected text excerpts, used for the tuning of the algorithm and the other containing 3788 text excerpts. The counts of entities in both of the corpora are given in Table V. The results reported in the next section are based only on the second part of the corpus.

The tuning corpus was used solely for the recognition of the Cyc types that were present in the corpus and for their mapping to the corresponding name types in ONEM. The mapping is summarized in Table VI. The mapping covers only the most general Cyc types. If a more specific Cyc type was assigned to the entity, the appropriate type was selected using the generalization relation (in Cyc called genls). Since some of the specific types generalize to more than one of the general types (e.g. a Country generalizes both to a GeopoliticalEntity and an Organization) the first matching type was selected (according to the priority presented in Table VI).
TABLE VI
THE MAPPING BETWEEN ONEM TYPES AND CYC TYPES.

<table>
<thead>
<tr>
<th>Priority</th>
<th>ONEM type</th>
<th>Cyc type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>persName</td>
<td>Person, HumanGivenName</td>
</tr>
<tr>
<td>2</td>
<td>placeName</td>
<td>GeopoliticalEntity, PopulatedPlace</td>
</tr>
<tr>
<td>3</td>
<td>geogName</td>
<td>GeographicalPlace, Territory, Place</td>
</tr>
<tr>
<td>4</td>
<td>orgName</td>
<td>Organization</td>
</tr>
</tbody>
</table>

We should noted however that the precise Cyc type was not discarded in that procedure. The mapping was provided in order to compare the results of the algorithm with the coarse-grained annotation from the ONEM corpus. In the applications of the NER algorithm the Cyc types are easily accessible since they are attached to the Wikipedia articles, indentified by the disambiguation algorithm.

VI. RESULTS

The results of the evaluation are given in Table VII. The system was evaluated only against the whole NE units. So if the system recognized a geographical name inside a name of an organization, the result was counted as invalid, even though there was an annotation that captured the geographical name as a subordinate of the organization name. It is because we believed that the non-compositionality of NEs is their primary characteristic and usually only the whole lexical unit should be recognized and annotated. The internal lexical structure of a given NE has only anecdotal value for information extraction. What is more, if more date (such as the location of a given place or an architectural structure) regarding the entity is needed, it can be found in the DBpedia knowledge base.

The table contains the results for exact matches as well as partial matches. An exact match is counted as a match which is exactly the same as in the annotation, so any characters such as quotation marks have to be present in the system provided annotation, even though they do not carry much information. A partial match is counted for a system-provided annotation which is completely covered by the reference annotation. So this excludes matches that only partly overlap.

The direct comparison with the performance of the other NER systems shows that the primary deficiency of the algorithm is low recall. Although such comparisons should be made with care, since none of the systems described in section II was tested against ONEM corpus.

Overall recall of 41.8% for the exact matches and 48.6% for the partial matches is below expectations for a NER system. It should be noted however that the coverage of the classification of the entities was not complete (only 62.5%), so we could expect better results if all Wikipedia entities had a type assigned. What is more – the system tries not only to detect the type of the entity, but also to disambiguate it against the Wikipedia articles. As a result, only the entities that have a corresponding entry in Wikipedia might be recognized.

Regarding precision, the algorithm achieves similar results as the other described systems and in some cases (names of people and places) even outperforms the already known methods. Still the performance for organization and geographical names is below our expectations. A manual inspection of the results showed that the low precision might be at least partly a result of the organization – place name distinction used by the annotators.

It is reported [30] e.g. that a name of a country might be treated both as a name of a place and an organization, depending on the context. This causes serious problems for the algorithm, since each entity has only one type assigned. But this seems to cause problems not only for the algorithm, but also for the annotators. E.g. in the sentence "Amerykańska prasa twierdzi, że mimo oficjalnego poparcia kampanii USA przez rząd Pakistanu,..." (Eng. American press says that despite the official support of the US campaign by the government of Pakistan,...), American and Pakistan are marked as names of places, while US is marked as a name of an organization. Such annotation does not seem to be coherent. Sufice it to say that the creators of ACE NER tasks [37] introduced the geopolitical entity type to resolve this kind of problem.

VII. CONCLUSIONS

We presented a knowledge-based algorithm for named entity recognition in Polish texts. It was tested on the one-million manually annotated sub-corpus of the National Corpus of Polish. The results obtained by the algorithm show that this method, although achieving reasonably good precision, has low recall. Definitely a combination of the presented method with grammar-based method would give much better results, since the coverage of this algorithm is limited by the contents found in Wikipedia. What is more, the classification of Wikipedia entities is not complete and further worsens the recall.

On the other hand it should be stressed that the algorithm does not require any manual work, neither in the construction of multi-word grammars, nor in tagging of large amounts of textual data. What is more, the classification scheme based
on the Cyc ontology allows for a direct consumption of the results of the algorithm by intelligent systems. This feature of the algorithm together with the moderately good results show that further research in this direction should be pursued.
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Abstract—In this article two approaches of Tabu Search in Multi–Skill Resource–Constrained Project Scheduling Problem (MS–RCPSP) have been proposed, based on different neighbourhood generation methods. The first approach assumes swapping resources assigned to pair of tasks, while the second one proposes assigning any resource that could perform given task. Both approaches need to respect the skill constraints. The objective of this paper is to research the usability and robustness of proposed approaches in solving MS–RCPSP. Experiments have been performed using artificially created dataset instances, based on real–world instances, got from Volvo IT and verified by experienced project manager. Presented results show that Tabu Search (TS) based methods are efficient approaches that could be developed in the further work.

I. INTRODUCTION

RESOURCE-Constrained Project Scheduling Problem (RCPSP) is a classical problem (e.g. [3], [11]). Its objective is to assign scarce resources to given tasks to make the project schedule as short / cheap as possible. Because of its combinatorial nature, it is known as NP–hard [1]. It means that it is not possible to find optimal solution in finite, polynomial time. It also suggests using some soft computing methods, which do not always provide optimal solutions, but usually sub–optimal acceptable solutions in reasonable processing time. There are several metaheuristics [12] used for solving RCPSP and its extensions – Evolutionary Algorithms (EA) [4], [6], [7], [9], [15], [22], [26], Simulated Annealing (SA) [2], [5], [14], Ant Colony Optimization (ACO) [16] or Tabu Search (TS) [17], [18], [20], [21], [24]. The last of mentioned methods would be investigated in this paper. We decided to develop TS–based methods because of its relative simplicity in comparison to other metaheuristics. On the other hand, it could be comparable effective to other methods.

RCPSP could be extended by the skills domain to Multi–Skill Resource–Constrained Project Scheduling Problem (MS–RCPSP) [8], [19]. Each task requires given skill in specified familiarity level, while each resource disposes some skills pool. It causes that not every resource can perform every task and the schedule is more difficult to be built.

(MS–)RCPSP is very practical problem. Project managers in significant companies still often need to schedule their projects manually, what is extremely time consuming. Because of human fail–ability, manually scheduling could also cause obtaining infeasible schedule solutions, where not every constraints are satisfied. Providing computer–aided methods could save a lot of time and ensures that every designed constraints would be met. What is also important, automated AI–based methods mentioned earlier could give final solution in minutes, while experienced project manager needs a few hours to prepare a schedule for the same–sized project (with the same number of resources and tasks).

Proposed (MS–)RCPSP definition has been designed in strict cooperation with Volvo IT Department in Wroclaw. Provided requirements, assumptions and constraints have been considered, approved and then included in problem description, what enlarges the practical value of this paper.

The rest of the paper is organised as follows. Section II describes other approaches to solve the (MS–)RCPSP using metaheuristics, especially TS. Section III presents the MS–RCPSP problem statement, while Section IV describes the approaches proposed in this paper. Section V provides conducted experiments of proposed methods in a given dataset. Finally, section VI presents the conclusions of obtained results and suggests some ideas of future work.

II. RELATED WORK

To make a structured overview of related work, we divided it into groups of methods. EA–based [4], [6], [7], [9], [15], [22], [26] methods mostly use task–vector representation of an individual. The order in a vector describes the order of tasks' performance in a project. Schedule can be generated in a serial [7], [22], [25], [26] or parallel [12] generation scheme. Because of proposed individuals representation, mostly semi–blind crossover and mutation operators could be applied, like swap [22], [23], [26] or insert [7], [25] mutation and one–point [7], [9], [25], two–point [7], position–based [26] or uniform [15] crossover. Some papers presents more dedicated operators, like peak crossover in [22].

SA–based approaches [2], [5], [14] are also often investigated. In [2] classical precedence–feasible activity list representation with the serial generation scheme is used. The neighbourhood is created by insertion method of regarded task within its last predecessor and the first successor. Cooling scheme assumes annealing of multiple starting solutions. The other approach of generating a neighbourhood is presented in [5], where the new solution in neighbourhood is created randomly, preserving precedence–– and resource constraints. In [5] some hybrid of TS and SA has been proposed, where the memory of moves has been added to traditional SA approach.
The last of mentioned approaches, presented in [14] assumes investigating set of SA–based methods with multiple start, where the initial solution is prepared in various ways, e. g. randomly or using scheduling priority rules.

In TS–based methods [17], [18], [20], [21], [24] several elements can be variously implemented. The neighbourhood can be created by swapping or inserting activities [20] in the task–order list. In [20] the tabu list size is dependent on the number of critical tasks to be scheduled in a project. What is more, several strategies of diversification have been proposed there, while not better solutions have been recently found and strategies of intensification, where a solution with very good quality has been found. In [21] a starting solution is obtained using the minimal slack heuristic rule (MINSLK). The same approach assumes regarding move as an exchange of two activities positions in the activity list and the difference move measure is introduced, computed as the difference between solutions which are regarded by given move. An aspiration criterion is also proposed in [21] – if the move is on a tabu list, but produced solution (S) is better than the best (B) found so far, S replaces B. The termination criterion is set as a number of iterations which could not find better solution. Similar starting solution, using priority rule heuristics, is proposed in [17], [18], where classical neighbourhood generation methods have been also proposed: swap and insertion. In an approach presented in [24] classical TS method has been extended by local search procedures, to find better solutions.

Other (MS–)RCPSP heuristic solutions have been included in [12], [13], where local search methods and other population based methods have been also presented, e. g. ACO–based approach, that was also investigated in [16].

III. PROBLEM STATEMENT

In MS–RCPSP we assume that project consists of several main elements: tasks, precedence relations, resources and skills. Tasks are described by their start and finish dates, duration and skill required to be performed. Tasks are often related by precedence relations – some tasks cannot be started before their potential predecessors would not be finished. Analogously, task’s successor cannot be started before it’s finish date. Resources are described by their salary and skills pools they own. As it was mentioned earlier, not every resource can perform each task, when given resource does not own skill required by given task. Only one resource can be assigned to given task.

A. Conflicts, solution’s feasibility

Furthermore given resource cannot be assigned to more than one task in an overlapping period of time – if such a situation occurs, we defined it as a conflict and it has to be resolved. Conflict solving is made by shifting one of conflicted tasks just after the other one in the timeline. Because conflict resolving could disturb the precedence relations constraints, they should be preserved after each conflict resolution. Without resolving conflicts and preserving critical path constraints, produced solutions would be infeasible and could not be regarded as final, correct schedules. Solutions where resource is assigned to task when it does not own required skill in specified level is also regarded as infeasible.

B. Evaluation function

The (MS–)RCPSP objective is to schedule the project as quick or / and cheap as possible. It could be presented as multi–objective optimization problem: project schedule’s duration minimization and project’s performance cost minimization. Those objectives are generally in opposition. Reducing a project duration could cause enlarging a project’s cost and vice versa. That is why, the happy medium is often sought – how to reduce the value of first objective, to get larger but still acceptable value of the second objective. In project scheduling problem domain it is often called time & cost trade–off problem.

A single project schedule (PS) solution is represented as a resource–to–task assignments vector \( A = [a_{ij}^t] : i = 1, 2, ..., t, j = 1, 2, ..., r, \) where \( a_{ij}^t \) represents the assignment of j-resource to i-task, t-number of tasks and r - number of resources.

To evaluate a solution, we proposed weighted, evaluation function:

\[
\min f(PS) = w_r f_r(PS) + (1 - w_r) f_c(PS)
\]

where: \( w_r \) - weight of duration component, \( f_r(PS) \) - duration evaluation component, \( f_c(PS) \) - cost evaluation component.

Components’ weights are applied to tune up the importance of time and/or cost factor in the given project optimization. The duration–aided optimization means setting time weight close to value 1 that automatically reduce the cost weight near zero. Analogously weights in the cost–aided optimization are tuned.

The time component \( f_r(PS) \) is calculated as follows:

\[
f_r(PS) = \frac{d_{PS}}{\tau_{max}}
\]

where: \( d_{PS} \) - duration of schedule \( PS \), \( \tau_{max} \) - maximal possible duration of schedule \( PS \), computed as the sum of all tasks’ duration. The cost component \( f_c(PS) \) is defined as follows:

\[
f_c(PS) = \frac{\sum_{i=1}^{t} c^i_j}{c_{max} - c_{min}}
\]

where: \( c^i_j \) - standard cost of performing task \( i \) by resource \( j, \) \( c_{min} \) - minimal schedule cost – a total cost of all tasks assigned to the cheapest resource, \( c_{max} \) - maximal schedule cost – a total cost of all tasks assigned to the most expensive resource. \( c_{max} \) and \( c_{min} \) do not involve skill constraints. It means that \( c_{min} \) value could be reached only for non–feasible solution. Analogously to \( c_{max} \).

C. Solution space size

Given number of tasks and number of resources, we can estimate the solution space size, as:

\[
SS(t, r) = t! * r^t
\]
However, that estimation takes also into account non-feasible solutions, because skill-constraints are not satisfied. To give an example, let’s assume \( t = 10 \) and \( r = 5 \) – without any precedence relations we get \( SS(10,5) = 3.54 \times 10^{13} \) combinations. It is worth mentioning, that each task can be placed only once in schedule, but resources could be assigned more often. An extreme situation occurs if the same one resource would be assigned to perform each task.

Large solution space size makes impossible checking each of the combinations manually. However, space includes also non-feasible solutions that do not satisfy defined conditions. Moreover, given example is a simplification and in real world problems we meet a higher number tasks (about \( t = 100 \)) and resources (\( r = 20 \)) – it gives \( SS(100,20) = 1.19 \times 10^{288} \) of all solutions. As solution space is constrained, relatively large and the MS–RCPSP problem is NP-hard it proves the legitimacy of metaheuristics usage.

IV. PROPOSED APPROACHES

The overall TS approach is to avoid entainment in cycles by forbidding moves which take the solution, in the next iteration, to point in the solution space previously visited (hence tabu). TS proceeds according to the supposition that there is no point in accepting a new (poor) solution unless it is to avoid a path already investigated. This insures new regions of a problems solution space will be investigated in with the goal of avoiding local minima and ultimately finding the desired solution.

To perform, TS needs some parameters to be set. The neighbourhood size defines the size of neighbourhood, that is created based on currently best solution and from which the better solution is sought. Number of iterations stands how many times the neighbourhood would be generated and sought for better solution (stopping criterion). Tabu list size tells, how many recent swaps should be recorded in the list of forbidden ones. For simplicity in this paper, we decided not to introduce any aspiration criteria for TS in our investigations.

A. Initial solution generation

Initial solution is straightforwardly loaded from a file that contains the project data. The project schedule had been previously prepared using EA with classical crossover (one-point) and mutation (swap-based) operators that satisfies all constraints (precedence, skills and conflicts resolving). Therefore, it could be regarded as a feasible solution. The feasibility of initial solutions has been confirmed and approved by experienced project manager from Volvo IT.

B. Neighbourhood generation

To generate a neighbourhood, a new solution generation method has to be provided. We designed new solution as generated in two general steps: setting assignments to tasks and then build the schedule, respecting precedence constraints and resolve conflicts. We proposed and compared two methods of setting assignments to tasks. The first one bases on the swapping resources within the pair of tasks, while the second approach assumes assigning any resource that is capable of performing given task. Above mentioned rules provide the feasibility of generated solution.

Swap–based neighbourhood (SBN): In this approach potential solution is created in the following way. For given assignment another is sought that enables swapping resources between those assignments. Swapping is possible only if both resources are capable of being assigned to tasks related to chosen assignments – skill constraints are preserved. If no other assignment, which can be used for swapping with given one, is found, new assignment is selected and the procedure of searching swapping mate for it is repeated.

Random–based neighbourhood (RBN): A new potential solution, that can be visited by the TS procedure, is created by changing the assignment of given task in following way. List of resources that can perform given task (dispose skill required by task) is obtained and then any different resource than currently assigned is chosen.

Fig.1 presents schematically ways of generating new solutions that can be included into new neighbourhood. OK signs in this figure presents which resources can perform given tasks. In RBN, we consider only one task, for which new resource is sought. In SBN, we need to find two tasks and resources that are capable to swap assignments between them. The \( QX.Y \) notation describes skills owned by resources or required by particular task to be performed. In provided example task \( T1 \) requires skill \( Q2 \) at proficiency level 2 to be performed. Moreover, resource \( R1 \) owns skill \( Q1 \) at proficiency level equal 3 and skill \( Q2 \) at proficiency level equal 2. Thus \( R1 \) is able to perform \( T1 \). \( R1 \) is also able to perform task \( T4 \) because \( R1 \) owns skill \( (Q1) \) required by \( T4 \) (level 1) with higher proficiency level (3). Analogously \( R1 \) is also capable of performing \( T3 \).

Example results of neighbourhood generation methods have been presented in the Fig.2. For SBN only resources for tasks \( T1 \) and \( T3 \) could be swapped. Hence, as a result, swapping of mentioned pair of resources assigned to indicated tasks has been performed. For RBN other resource could be assigned to every task. In this example, we decided to change the assignment of \( T4 \). This example explains the main difference – SBN involves two tasks, while RBN changes assignment of
only one task.

The processing time of both approaches was varied within the range from about 40 seconds (D1 project instance with neighbourhood size = 10) to about 900 seconds (D6 project instance with neighbourhood size = 45)\(^3\).

### C. Experiments’ performance

During the experiments, following parameters have been examined: tabu list size and neighbourhood size. Each parameter configuration was ran in both neighbourhood creation methods. Number of iterations has not been investigated. During experiments we noticed that after, in average, 200 iterations, no better solutions have been produced, regardless the remaining parameters’ configuration and used dataset instance. Based on that observation, we set up the iterations size as a constant value equal to 250 iterations. Neighbourhood size and tabu list size parameters have been chosen experimentally.

For DO and CO, the best result has been indicated as the one with the smallest value of duration and cost respectively.

\(^3\)Intel Core 2 Duo P8700 (2.53 GHz at each core) and 4 GB memory RAM.
If there was more than one result with the smallest value of time or cost, the one with the smallest value of the second optimization aspect has been chosen as the best. For BO the best result has been obtained based on the smallest value of evaluation function.

D. Results’ discussion

Analysing results we can notice that optimization direction (more duration– or more cost–oriented) is related with the neighbourhood creation method. Looking at the Tab. ?? the best results for DO have been found in SBN method part in 5 from 6 dataset instances. On the other hand, the best CO results have been all obtained using RBN. An interesting observation regards the results for BO optimization mode. Project instances consisting 100 tasks have been optimized the best using SBN method, while the best optimization results for project instances consisting 200 tasks have been found in the part of table regarding the RBN.

Analysing the influence of examined TS parameters to obtained results, some following observations could be indicated. Taking into account the influence of the neighbourhood size to the DO results, we can suggest using smaller neighbourhood size values. It is because that the best DO results have been obtained for the \( N = 10 \) (4 best solutions – winners), \( N = 20 \) and \( N = 45 \) provided best results only once per each \( N \) value parameters’ configurations. On the other hand, all best solutions for CO have been found for \( N = 45 \). It could lead to some general conclusion that enlarging the search space could be beneficial for cost optimization but does not have to help obtaining better solutions, where project duration is the core aspect of optimization. Above mentioned observation could be derived to BO mode but with a respect to a conclusion made in previous paragraph – for BO best solutions of project instances consisting 200 tasks have been obtained for RBN with the \( N = 45 \). BO results for project instances consisting 100 tasks cannot allow us to make any general conclusions.

We have not found any interesting relationship between the tabu list size and the optimization’s robustness, regardless the configuration of remaining parameters, chosen optimization mode or even project instance. We have found 4 best obtained solutions in DO or BO for the \( T_L = 10 \), but that value has not been confirmed in remaining results as potentially good in optimization. It is very difficult to make any general conclusions and assumptions regarding the influence of tabu list size into the potential of optimization.

VI. Conclusions and further work

The best obtained solutions for each dataset instance in every optimization mode have been presented in Tab.II. For each solution a project duration and performance cost has been presented with the description of configuration, for which the solution has been found. The notation for that description is as follows: neighbourhood creation method (neighbourhood size, tabu list size). E.g., SBN(10,15) means that the solution has been obtained for swap–based neighbourhood solution with neighbourhood size equal to 10 and tabu list size set to 15. That summary table briefly summarizes which neighbourhood creation mode is preferred for a given optimization mode.

Obtained results could lead to a conclusion that neighbourhood creation strategy has significant influence on the optimization ability. Using SBN, better solutions in duration optimization were obtained. SBN provided the best duration optimization results in 5 of 6 project instances. On the other hand RBN generally is more effective in cost optimization. Hence, different approaches could be used for different optimization modes. Despite that, user would have to be always aware of opposite–character of project duration and performance cost objectives, which cause enlarging one aspect where the optimization is focused on the second one.

<table>
<thead>
<tr>
<th>ID</th>
<th>DO</th>
<th>BO</th>
<th>CO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>days</td>
<td>cost</td>
<td>days</td>
</tr>
<tr>
<td>D1</td>
<td>SBN(10,15)</td>
<td>SBN(45,10)</td>
<td>RBN(45,10)</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>46056</td>
<td>37</td>
</tr>
<tr>
<td>D2</td>
<td>RBN(10,10)</td>
<td>SBN(45,7)</td>
<td>RBN(45,10)</td>
</tr>
<tr>
<td></td>
<td>33</td>
<td>34240</td>
<td>49</td>
</tr>
<tr>
<td>D3</td>
<td>SBN(10,7)</td>
<td>SBN(20,7)</td>
<td>RBN(45,7)</td>
</tr>
<tr>
<td></td>
<td>51</td>
<td>40054</td>
<td>61</td>
</tr>
<tr>
<td>D4</td>
<td>SBN(45,10)</td>
<td>RBN(20,15)</td>
<td>RBN(45,7)</td>
</tr>
<tr>
<td></td>
<td>92</td>
<td>88720</td>
<td>125</td>
</tr>
<tr>
<td>D5</td>
<td>SBN(20,15)</td>
<td>RBN(45,10)</td>
<td>RBN(45,10)</td>
</tr>
<tr>
<td></td>
<td>179</td>
<td>80448</td>
<td>184</td>
</tr>
<tr>
<td>D6</td>
<td>SBN(10,15)</td>
<td>RBN(45,15)</td>
<td>RBN(45,15)</td>
</tr>
<tr>
<td></td>
<td>199</td>
<td>97978</td>
<td>222</td>
</tr>
</tbody>
</table>

To lift end–user of setting weights in evaluation function, both TS approaches could be merged in Pareto–based related mechanism. Mixing solutions from both approaches and choosing only the best, non–dominated ones could give the end user more flexibility of choosing the most appropriate schedule of proposed solutions pool. Furthermore two interesting future work directions could be indicated: investigating and applying aspiration criteria for both proposed approaches and creating an initial solution in more directed ways. To cope with the second mentioned idea, scheduling priority rules could be applied, while the first of proposed research directions could enhance the proposed method’s robustness.

It would be also useful to compare obtained results with simple hill–climbing method – like TS without storing information about moves. It would provide information about the real usability of applying TS for MS–RCPSP.
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Abstract—In this article some novel scheduling heuristics for Multi–Skill Resource–Constrained Project Scheduling Problem have been proposed and compared to state-of-the-art priority rules, based on task duration, resource salaries and precedence relations. New heuristics stand an aggregation of known methods, but are enhanced by skills domain. The goal of the paper is to investigate, whether evaluated methods can be used as robustness enhancement tools in metaheuristics, mostly evolutionary algorithms. Experiments have been performed using artificially created dataset instances, based on real–world instances. Obtained results prove that such methods stand interesting feature that can be included to more complex methods and increase their robustness.

I. INTRODUCTION

RESOURCE-Constrained Project Scheduling Problem (RCPSP) is one of the most widely described [1], [4], [10], [11], [12] combinatorial problems in the literature. RCPSP describes the problem [4], where the set of predefined tasks and resources are given. The objective of RCPSP is to assign tasks to resources in the way to make the overall project schedule as cheaper and shorter as possible – time & cost optimization. However, there are many constraints that have to be satisfied to make the schedule feasible. Given resource cannot be assigned to more than one task in specified time. Moreover, the precedence relations between tasks have to be obeyed.

The RCPSP can be extended to Multi–Skill RCPSP (MS–RCPSP) [16], where the set of predefined skills pool is given. In MS–RCPSP each task requires some skill in specified level to be performed. Each resource disposes some subset of skills. Hence not every resource can perform every task. The ability of performance specified task has to be checked before the assignment. If specified resource is assigned to given task, even it does not cover required skills, the project schedule become infeasible.

As MS–RCPSP is a combinatorial, NP–hard problem [1], there is no optimal solution that can be found in acceptable, finite time. That is why the soft computing methods are often used, mostly metaheuristics. However, simpler heuristics are often used. Usually they obtain suboptimal solution, but their advantages are different - they are much faster than more complex metaheuristics, like Evolutionary Algorithms (EA) [8], [14] or Ant Colony Optimization [13]. What is more, heuristics provide repeatable results, while the non-deterministic character of metaheuristics can be regarded as one of the most important disadvantage.

Heuristics used to solve the RCPSP and its extensions are called scheduling priority rules (SPR) [10]. They are usually related to the main elements that create the problem description - tasks with their precedence relations, resources or skills. In this paper five SPR will be presented and evaluated proposed dataset: known from the literature, like based on a task duration, a resource salary, and task successors’ list size. Some novel approaches are proposed, based on an adjustment between required and available skills.

Proposed SPR could be applied to more complex methods, like metaheuristics, i.e. as a method of generating initial population in EA, to make the search more effective. Furthermore SPR can be combined with the EA–based approaches, constructing hybrid metaheuristics, where those methods could be regarded as a local search methods. The goal of this paper is to investigate whether proposed SPR are effective enough to recommend them to such applications.

The rest of the paper is organised as follows. Section II describes other approaches to solve the (MS)–RCPSP with the SPR paradigm. Section III describes proposed SPR, while Section IV provides experiments made with described approaches, based on proposed dataset. Finally, Section V presents discussion of obtained results, while Section VI provides the conclusions and some ideas of future work.

II. RELATED WORK

SPR have been widely investigated in the literature (e.g. [2], [3], [10]). In [2] some standard priority rules has been presented: minimum total slack (MINSLK), minimum late finish time (MINLFT) and minimum processing time (MINPTM). Furthermore some less popular rules have been introduced: maximum number of immediate successors (MAXNIS), maximum remaining work (MAXRWK) and maximum processing time (MAXPTM). Proposed priority rules has been tested on a randomly created dataset. Results have shown that the most sufficient priority rule for proposed dataset is MAXNIS.

In [3] most of above mentioned priority rules have been examined, like MINSLK, MINLFT, MINPTM and MAXPTM. The work−related priority rules has been changed to total work: minimum total work (MINTWRK) and maximum total work (MAXTWRK). The MINPTM and MAXPTM has been
examined, however they have been called in different ways—shortest operation first and longest operation first, but their meaning is the same to above mentioned. Authors presented some novel heuristics, based on tasks criticality or load balancing factor, which became more suitable for solving RCPSP than standard ones, as it was presented in the results section.

An approach presented in [5] proposes priority rule based on resource availability. After each task is scheduled, the resource availability is computed and it influences on further resource–to–task assignments. An opposite measure for resource availability – moving resource strength (MRS) is introduced. The bigger the MRS value is, the more busy the resource is and the probability of choosing it for further tasks is smaller. MRS is computed locally – for given time window in a project. The MRS is included for most of typical priority rules (LFT, SLK, MTS).

Some researchers also proposed combined approaches, where priority rules are included in EA [11], [17]. In those approaches priority rules are used to generate the initial solution from which the whole initial population could be generated. Other approach [6] proposes using priority rule as a general method of creating the whole schedule from the resource–to–task assignments. Resources are assigned to given tasks and then the schedule is built by adding following tasks in given order, preserving resource– and precedence–constraints. In that approach SPR based on successors definition has been investigated.

The standard notation for scheduling has been presented in [4]. It introduces the formal language for describing the scheduling problem using SPR in comparison to metaheuristics and other more complex methods. It also describes other known priority rules and methods to solve various RCPSPs with different objective functions.

Most of state-of-the-art scheduling priority rules has been tested on the PSPLIB [9] benchmark dataset. The experiments and results have been widely described in [10], [11]. An update of performed evaluation has been performed in [12] and some novel methods have been also proposed there. Moreover, priority rule heuristic methods have been compared to metaheuristics, i.e. genetic algorithms (GA) [7]. Even if GA produces comparative results, priority rule heuristics are indispensable to create initial solution.

Solutions based on priority rules for multi–mode RCPSP (MM–RCPSP) are presented in [15]. MM–RCPSP assumes that task can be performed in several modes while every mode could cause various task’s performance cost or its duration. For that problem typical priority rules have been proposed: LFT, SLK, NIS, LPM and SPM. Obtained results could lead to conclusion that LFT and LST priority rules are the most suitable.

### III. Scheduling Priority Rules

A priority rule contains information to construct a list of tasks that ranks all project tasks in a certain order to determine the priorities in which the tasks are assigned to the project schedule. Such a list is constructed in order to assign priorities to tasks based on the following project information:

- **task description**: information about time or cost estimates of the tasks also determines the task priorities.
- **precedence constraint information**: information obtained from simple critical path scheduling tools determines the task priorities.
- **resource skills information**: information about the project resources and skills pools they cover, determines the task priorities.

The constructed list of tasks is then used and tasks are removed one by one from the list and are put in the schedule in the heuristic scheduling process.

Constraints that have to be preserved for each priority rule:

- Resource can be assigned to specified task only if it owns the required skill in required or higher familiarity level.
- If task has predecessors, it cannot be started before the last of predecessors would be finished.
- If a **conflict** occurs during the scheduling the specified task, it has to be removed by shifting the start time of the specified task, just after the finish time of conflict–related task. The **conflict** is defined as a situation, when given resource is assigned to more than one tasks, which are performed in overlapping periods of time.

#### A. Simple priority rules

We proposed three simple priority rules, where tasks are ordered to be performed by satisfying simple conditions, presented below.

1) **Task duration–based**: In task duration–based priority rule (TD) tasks are ordered by their duration (ascending or descending). Then resources are assigned to tasks in predefined order. If there is more than one resource that can be assigned to specified task, the cheapest one (with the smallest standard rate) is selected. If there is more than one resource with the smallest standard rate, the first one from the pool is taken to be assigned. The TD bases on the state-of-the-art priority rules.

2) **Resource salary–based**: In resource salary–based priority rule (RS) resources are sorted by their standard rate salary and then are assigned to tasks in an order the tasks were added to the project description. If there is more than one resource with the smallest standard rate, the first one from the pool is taken to be assigned. The tasks’ order is taken directly from the dataset instance.

3) **Successors’ list size–based**: In successors’ list size–based priority rule (SLS) tasks are sorted by the size of successors’ list. Then resources are assigned to tasks in defined order. The SLS bases on the state-of-the-art MAXNIS priority rule. If there is more than one resource that can perform given task, the cheapest one is taken (the same like in TD). If there is still more than one resource, that can be chosen, the first one from the pool is taken.
B. Complex heuristics

Above mentioned methods base on one or maximum two sorting criteria that define the tasks order. However, those methods do not utilize sufficiently the information about the resource load balancing or skills covered by resource and skills required by tasks. Thus we propose novel SPR approaches, based on mentioned aspects.

1) Skill adjustment-based: In skill adjustment-based heuristic (SA) skills are ordered by the adjustment measure (\(\pi\)), compared as a difference between number of tasks requiring specified skill and number of resources owning it and then normalized to [0;1] values. For each skill, the list of tasks that require it in specified level is obtained. If the list size is bigger than one, tasks are sorted by their duration time and the first one from the ordered list is taken to be assigned by the first resource in ordered resource list by standard rate salary. If there is more than one resource than can perform specified task in the same cost, the first one from the list is used.

This priority rule has been extended by one decision to made - whether the adjustment measure should be computed only once where the following skill is taken into consideration or should be computed after each task would be assigned. In extreme, if each task had different required skill, this decision would be useless. However, such situation occurs very rarely. Hence, it was useful to check the importance of that decision in the context of obtained results. This method has been presented as a pseudo-code in the Algorithm 1.

Because the sorting order for \(\pi\), task duration and resource salary can be ascending or descending and the dynamic adjustment decision can be taken, we proposed four two-state parameters: \(P_a\) regards the sorting order of \(\pi\), \(P_d\) concerns task duration sorting order, \(P_s\) declares the sorting order for resource salary and the last one - \(P_t\) treats whether the dynamic adjustment feature is active or disabled. Each of those parameter can be set to A (ascending for sorting order and active for dynamic adjustment feature) or D (descending sorting order or disabled dynamic adjustment feature).

2) Resource properties-based: In resource properties (RP) resource that should be assigned to specified task is selected by using a complex method, where many conditions are checked. First, only valid resources are obtained - who dispose required skill in specified level. Then the subset of obtained resources is created that contains only resources, who have specified skill in the highest / lowest acceptable level. If there is more than one resource that satisfies above condition, resources are compared by their free time during the project lifetime. The free time is computed for each resource as a difference between the project duration and sum of hours that reflects all tasks assigned to specified resource. If there are still more than one resource that can be assigned, the cheaper / more expensive one is chosen, by comparing their standard rate. If there are more than one resources with the smallest / biggest resource standard rate, the overtime rate is compared. The last comparison stage regards the number of skill types that are owned by resource. Finally, if there is still more than one possibility of choosing resource, the first one from the list (regarding the order from creating the project instance) is taken. The whole RP procedure is shown as a pseudo-code in the Algorithm 2.

In analogy to SA, some parameters have to be included, to determine the sorting order of investigated elements. Hence \(P_{sl}\) concerns ordering skills by their level, \(P_i\) regards the order of resources by their free time in the project, \(P_{sr}\) sorts the resource in the order of their standard rate, \(P_{or}\) - the same like previous but regards overtime rate and \(P_{st}\) defines the sorting order for number of skills owned by resource.

Algorithm 1  SA(\(P_a, P_d, P_s, P_t\)) priority rule

Require: Defined tasks (\(T\)), resources (\(R\)), relations and skills
Ensure: Feasible schedule (set of task–to–resource assignments (\(A\))

1: \(Q \leftarrow \text{sortByAdjustmentMeasure}(P_a)\)
2: for \(q \in Q\) do
3: \(T_q \leftarrow \text{tasksWithExpectedSkill}(q)\)
4: \(T_q \leftarrow \text{sortByDuration}(P_d)\)
5: for \(t \to T\) do
6: for \(r \to R\) do
7: if \(\text{resourceCanDoTask}(r, t)\) then
8: \(R' \leftarrow \text{add}(r)\)
9: \(R' \leftarrow \text{sortByStandardRateSalary}(P_s)\)
10: \(R' \leftarrow \text{getCheapestResources}()\)
11: \(r' \leftarrow \text{getFirst}(R')\)
12: \(a_i \leftarrow t(r')\)
13: \(A \leftarrow \text{add}(a_i)\)
14: if \(\text{dynamicAdjustment}(P_t)\) then
15: \(\pi \leftarrow \text{adjustment}()\)
16: \(Q \leftarrow \text{sortByAdjustmentMeasure}(\pi)\)

Algorithm 2 RP(\(P_{sl}, P_i, P_{sr}, P_{or}, P_{st}\)) priority rule

Require: Defined tasks (\(T\)), resources (\(R\)), relations and skills
Ensure: Feasible schedule (set of task–to–resource assignments (\(A\))

1: for \(t \to T\) do
2: \(\text{skill} \leftarrow \text{getSkillName}(t)\)
3: for \(r \to R\) do
4: if \(\text{resourceCanDoTask}(r, t)\) then
5: \(R' \leftarrow \text{add}(r)\)
6: \(\text{RHSLS} \leftarrow \text{resourcesOrderedBySkillLevel}(\text{skill}, P_{sl})\)
7: if \(\text{size}(\text{RHSLS}) > 1\) then
8: \(\text{RMFT} \leftarrow \text{resourcesOrderedByFreeTime}(P_i)\)
9: if \(\text{size}(\text{RMFT}) > 1\) then
10: \(\text{RMSR} \leftarrow \text{resourcesOrderedByStandardRate}(P_{sr})\)
11: if \(\text{size}(\text{RMSR}) > 1\) then
12: \(\text{RMO} \leftarrow \text{resourcesOrderedByOvertimeRate}(P_{or})\)
13: if \(\text{size}(\text{RMO}) > 1\) then
14: \(\text{RMST} \leftarrow \text{resourcesOrderedBySkillTypes}(P_{st})\)
15: if \(\text{size}(\text{RMST}) > 1\) then
16: \(a_i \leftarrow \text{getFirst}(\text{RMST})\)
17: else
18: \(a_i \leftarrow \text{RMST}\)
19: ...
20: \(A \leftarrow \text{add}(a_i)\)

Similarly to SA priority rule, the set of values for parameters in RP priority rule is the same: A – ascending, D – descending.
IV. EXPERIMENTS AND RESULTS

The goal of conducted experiments was to investigate whether proposed SPR stand a robust way of solving MS–RCPSP and thus – whether they can be used in combination with EA. To evaluate solution – the resulted project schedule – its duration time ([days]) and performance cost ([c.u]) were investigated.

A. Dataset

Because not only the project schedule duration, but also the cost of the schedule should be evaluated, we cannot use the standard PSPLIB benchmark dataset [9], that does not contain any information about the task performance cost. What is more, PSPLIB dataset instances do not reflect the multi–skill model. We propose the dataset containing six project instances that has been artificially created, in a base of real–world instances, got from the Volvo IT Department in Wroclaw. The dataset instances have been verified by experienced project manager from mentioned enterprise.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>MS–RCPSP DATASET DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Property</td>
<td>D1</td>
</tr>
<tr>
<td>Tasks</td>
<td>100</td>
</tr>
<tr>
<td>Resources</td>
<td>20</td>
</tr>
<tr>
<td>Skills</td>
<td>9</td>
</tr>
<tr>
<td>Relations</td>
<td>20</td>
</tr>
</tbody>
</table>

The dataset summary has been presented in the Table I. There are two groups of created project instances: one contains 100 tasks and the second – 200 tasks. Within the group, project instances are varied by number of available resources and the precedence relationship complexity. It led to create three different project instances both with 100 and 200 tasks. The skill variety has been set up to constant 9 different skill types for each project instance. Because of the different resources and relations number, the scheduling complexity for each project was varied.

B. Set-up

For SA priority rule 4 parameters has been investigated – $2^4 = 16$ experiments with different parameters’ configurations have been performed (see Tab. III). In RP summary table (see Tab. IV) records containing the same values for each project instance with different parameters’ configuration have been filtered out. The number of experiments is equal to the number of parameters’ configuration: $2^6 = 32$.

C. Experiments

Experiments have been divided into the following parts. Evaluation of project duration and performance cost (see Table II) for first three priority rules. Furthermore, an evaluation of the same project properties (duration and cost) has been performed for SA (Tab. III) and RP heuristics (Tab. IV).

All experiments have been performed on a personal computer equipped with Intel Core 2 Duo P8700 (2.53 GHz at each core), 4 GB memory RAM and Windows 7 Professional with Service Pack 1. For such configuration, SPR processing times were negligible small (1-3 [s]), thus they were not presented in details in this paper. The experimental environment was provided by the Eclipse IDE and Java programming language. We used some specific libraries to process MS Project files.

We decided to highlight the best obtained results in specified tables (see Tab. II, III, IV). However, as described problem is multi-objective, we highlighted the best duration– and cost oriented optimization results for given project instance. If there were more than one best result for specified objective, that with smaller value of second objective was highlighted as the best one.

D. Results obtained for TD, SLS, RS

The experimental results for TD, SLS and RS has been presented in Table II. Taking into account the consideration of obtained results for evaluation of project duration for TD, SLS and RS, we can see that that the SLS became a winner in 5/6 times. Both ascending and descending mode for SLS priority rule got the best results four times. RS priority rule has never obtained the best result, what can be explained by the fact that this rule does not care about the duration of the project. It is focused only on the cost aspect.

As RS priority rule became the worst approach for scheduling focused on the duration aspect, it turned out to be the best way when the cost–oriented scheduling mode is required. When the ascending mode for RS priority rule was set, the best results for each project instance was obtained (6/6). However, changing the order of this priority rule from ascending to descending make it the less effective approach. It suggests that this is one of the most performance cost–sensitive SPR.

![Fig. 1. Project schedule duration for TD, SLS and RS priority rules](http://www.ii.pwr.wroc.pl/~myszkowski/scheduling)
are statistically assigned to resource, the longer the project schedule could be.

Fig. 2. Project schedule cost for TD, SLS and RS priority rules

E. Results obtained for SA

However duration results obtained for the dataset using SA heuristic are much diversified (see Tab. III), an interesting observation has been made. For 4 from 6 project instances, the best solution was found where the second parameter value, which was reflected to task duration sorting order, had been set to D. In other words - sorting tasks by their descendig duration provides the best duration results. What is also interesting, for two remaining project instances the best duration results were obtained when task duration sorting order had been set to ascending, but the skill adjustment order had been set to descending.

The cost-optimized scheduling (see Tab. III) with the use of SA priority rule leads to the conclusion, that cost-related parameter (resource standard rate) is the most important. Moreover, results show that this is the only one parameter that influences to the method’s robustness. If cost sorting order is set to ascending, provided results as the best, while changing the parameter to the descending value makes often results even the worst from all of investigated methods. What is also interesting, for all of performed experiments related to evaluating the cost for SA priority rule, only two resulting values were obtained.

What is also worth mentioning, duration optimization results for SA priority rule were significantly worse in comparison to those obtained for duration optimization in TD, SLS, RS and RP priority rules. While the average duration for sample project instance (D1) is equal to 78 for TD, SLS, RS (see Tab.II) or 70 (see Tab.IV) for RP priority rules, the average duration value for the sample project instance in SA (see Tab.III) is about two times bigger - 149 days! On the other hand, cost aspect for D1 has been changed from average 52436 [c.u.] (see Tab.II) to average 56708 [c.u.] (see Tab.III).

F. Results obtained for RP

As it is presented in the Table IV, ascending skill level criterion generally leads to get better results. Most often the best results has been placed into the parameters’ configuration pool consisting skill level criterion ascending and resource availability criterion descending. It could lead to the conclusion that those two parameters influence the heuristic optimization potential the most. However, for the D6 project schedule instance, the best configuration regards ascending skill level criterion and ascending resource availability. On the other hand, for two from six project instances the best duration optimization results were obtained also for descending skill level criterion, while the resource availability criterion still remains descending.

Looking at the cost optimization results (see Tab. IV) the first impression can be made that those results are in opposition to project duration results. It proves the previous assumption that project cost and duration are in opposition. It means: reducing the performance cost leads to enlarging the project duration. The best cost optimization results were obtained when the second parameter – resource availability – has been set to ascending. An interesting fact is that steering remaining parameters does not influence on the final result. However it involves only the parameter configuration, when the skill level criterion is set descending.

Nevertheless the average values for cost optimization in SA is generally smaller than those relevant values for SA, the better optimization results were obtained for SA. The differences in average values come from smaller standard deviation of performance cost values in parameter configurations of RP. Cost obtained for RP are relatively small, but the smallest values were obtained in SA. On the other hand, invalid parameter configuration in SA could lead to increase the performance cost drastically.

TABLE II

PROJECT DURATION AND PERFORMANCE COST OBTAINED FOR TD, RS, SLS PRIORITY RULES

<table>
<thead>
<tr>
<th>Method</th>
<th>Dataset instance</th>
<th>D1</th>
<th>D2</th>
<th>D3</th>
<th>D4</th>
<th>D5</th>
<th>D6</th>
</tr>
</thead>
<tbody>
<tr>
<td>TD Asc</td>
<td></td>
<td>78</td>
<td>24</td>
<td>34</td>
<td>40</td>
<td>55</td>
<td>66</td>
</tr>
<tr>
<td>TD Desc</td>
<td></td>
<td>166</td>
<td>83</td>
<td>92</td>
<td>102</td>
<td>113</td>
<td>124</td>
</tr>
<tr>
<td>SLS Asc</td>
<td></td>
<td>45</td>
<td>52</td>
<td>62</td>
<td>72</td>
<td>82</td>
<td>92</td>
</tr>
<tr>
<td>SLS Desc</td>
<td></td>
<td>45</td>
<td>45</td>
<td>55</td>
<td>65</td>
<td>75</td>
<td>85</td>
</tr>
<tr>
<td>RS Asc</td>
<td></td>
<td>124</td>
<td>30</td>
<td>40</td>
<td>50</td>
<td>60</td>
<td>70</td>
</tr>
<tr>
<td>RS Desc</td>
<td></td>
<td>166</td>
<td>83</td>
<td>93</td>
<td>103</td>
<td>113</td>
<td>124</td>
</tr>
<tr>
<td>Avg</td>
<td></td>
<td>78</td>
<td>24</td>
<td>34</td>
<td>40</td>
<td>55</td>
<td>66</td>
</tr>
</tbody>
</table>
TABLE III
PROJECT DURATION AND PERFORMANCE COST FOR SA PRIORITY RULE

<table>
<thead>
<tr>
<th>Parameter configuration</th>
<th>Dataset instance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D1</td>
</tr>
<tr>
<td></td>
<td>days</td>
</tr>
<tr>
<td>AAAA</td>
<td>122</td>
</tr>
<tr>
<td>AAAD</td>
<td>128</td>
</tr>
<tr>
<td>AADA</td>
<td>166</td>
</tr>
<tr>
<td>AADD</td>
<td>177</td>
</tr>
<tr>
<td>ADAA</td>
<td>121</td>
</tr>
<tr>
<td>ADDA</td>
<td>135</td>
</tr>
<tr>
<td>ADDD</td>
<td>162</td>
</tr>
<tr>
<td>ADDDD</td>
<td>176</td>
</tr>
<tr>
<td>DAAA</td>
<td>127</td>
</tr>
<tr>
<td>DADAD</td>
<td>127</td>
</tr>
<tr>
<td>DADDA</td>
<td>176</td>
</tr>
<tr>
<td>DADDD</td>
<td>178</td>
</tr>
<tr>
<td>DDAAD</td>
<td>122</td>
</tr>
<tr>
<td>DDAADA</td>
<td>122</td>
</tr>
<tr>
<td>DDAADD</td>
<td>166</td>
</tr>
<tr>
<td>DDAADD</td>
<td>176</td>
</tr>
<tr>
<td>Average</td>
<td>149</td>
</tr>
</tbody>
</table>

TABLE IV
PROJECT DURATION AND PERFORMANCE COST FOR RP PRIORITY RULE

<table>
<thead>
<tr>
<th>Parameter configuration</th>
<th>Dataset instance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D1</td>
</tr>
<tr>
<td></td>
<td>days</td>
</tr>
<tr>
<td>AAAA</td>
<td>85</td>
</tr>
<tr>
<td>AAAD</td>
<td>85</td>
</tr>
<tr>
<td>AADA</td>
<td>45</td>
</tr>
<tr>
<td>AADD</td>
<td>45</td>
</tr>
<tr>
<td>ADAA</td>
<td>100</td>
</tr>
<tr>
<td>DAAD</td>
<td>50</td>
</tr>
<tr>
<td>DADA</td>
<td>50</td>
</tr>
<tr>
<td>Average</td>
<td>70</td>
</tr>
</tbody>
</table>

V. RESULTS’ DISCUSSION

The best obtained results for the duration and cost optimization have been compiled into the Table V. The table shows that SLS priority rule became the most effective in duration optimization for the most analysed project instances. Only for D4 instance the other method turned out to be more robust (TD). While first of proposed complex heuristic (SA) became not sufficient for duration optimization, the RP heuristic resulted well, being mostly equally efficient as SLS.

The summary of duration and cost optimization for the best parameter configuration has been presented in Fig. 3 (duration optimization) and in Fig. 4 (cost optimization). In these figures
the issue of time/cost trade-off is clearly presented – reducing the project cost makes the performance cost larger and vice versa.

Let’s analyse the differences between the best duration and cost optimization. While the best project duration for D1 is 45 days, such a schedule would cost 47530 [c.u.], the cheapest project schedule could save about 17000 [c.u.] (37%), but would enlarge the project for 169%. For D2 project instance those indicators are 39% of reducing cost and enlarging the project duration by 108%. For D3 project instance 135% of project duration enlargement could cause saving 25% of budget. An interesting example is D4, where reducing the budget by the half, enlarges the duration about two times. D5 project instance turned out to be the least prone for cost optimization, where only 14% of budget could be saved, with the respect of enlarging the project duration by 70%. The last project instance – D6 – has the smallest potential in duration optimization - only 18% of duration was able to be reduced. Consequently, the potential of performance cost optimization for this instance is also reduced.

VI. CONCLUSIONS AND FURTHER WORK

Before making some more general assumptions and conclusions, an important issue has to be reminded. The best optimization results, both time- or cost- oriented influence on the opposite project property. In other words, best time optimization could cause generate the schedule with unacceptable performance cost. Analogously, reducing the cost could be the reason of enormous enlargement of project duration. As it was presented in tables with detailed results.

The main drawback that can be stated for proposed SPR is that they are much less flexible in obtaining the final solution than other methods, like metaheuristics, especially those population-based. E.g. for EA the set of possible solutions is investigated during the EA runtime. Thus they can be compared and the best compromise can be found - the solution that is cheaper enough, but with acceptable cost. For SPR we do not have the possibility to find such a medium solution.

On the other hand the computing time of above mentioned methods is negligibly small, using such methods in EA could enlarge its processing times. The decision would have to be made, whether potential increase of robustness and flexibility is worth of enlarging processing time.

Obtained results provide also a conclusion that there is no need to make the priority rules too much complicated. TD, SLS and RS are operating in one or maximum two sorted lists (tasks and / or resources), while in the SA one more sorted list has to be made, based on the skills pool. It enlarges the computing complexity, but does not provides better results.

Furthermore, if cost-oriented scheduling is taken into account, the best results have been obtained using the SA heuristic. However, the results are the same like obtained for RS priority rule. It could lead to conclusion, that also cost-oriented optimization could be made with the usage of simpler priority rules.

Performed experiments showed that using SPR give possibility to get sub-optimal solution of proposed problem. Hence, in a further work proposed methods would be applied to EA as a local search (mutation operator) or as an initial population generator method.

As the fitness function in EA could be weighted by their duration and cost component, specified heuristic could be chosen depending to the weight settings of evaluation function in EA. Directed selection of local search or initial population creation method could enhance the final optimization results.
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Abstract—Automated recognition of video events is an important research area in computer vision having many potential applications, e.g. intelligent video surveillance systems or video indexing engines. In this paper we describe components of an event recognition system building up a full processing chain from low-level features extraction to high-level semantic information on detected events. It is comprised of three components: object detection and tracking algorithms, a fuzzy ontology and Fuzzy Semantic Petri Nets (FSPN), a formalism that can be used to specify events and to reason on their occurrence. FSPNs are Petri nets coupled with an underlying fuzzy ontology. The ontology stores assertions (facts) concerning object classification and detected relations an abstraction of the information originating from object tracking algorithms. Fuzzy predicates querying the ontology are used in Petri net transitions guards. Places in FSPN represent scenario steps. Tokens carry information on objects participating in an event and have weights expressing likelihood of an event’s step occurrence. Introduced fuzziness allows to cope with imprecise information delivered by image analysis algorithms. We describe the architecture of video event recognition system and show examples of successfully recognized events.
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I. INTRODUCTION

RECOGNITION of video events is an important research area in computer vision. Developed methods may have many potential applications: intelligent video surveillance, video indexing engines and various systems in which human-computer interactions are based on interpretation of video content.

Automated video event recognition comprise several tasks including detection of objects, intelligent tracking, recognition of compound events or activities and finally reasoning about occurrences of high-level events. Each of them may involve various problems to solve, e.g. how to distinguish real objects from such visual phenomena as shadows or reflexes, how to merge objects that have split into multiple segments, how to maintain objects’ identities in case of occlusion, what kind of information is required to describe scene and which formalism should be used to specify events and efficiently detect them. Solutions to these problems are never perfect, each processing step may produce noisy and uncertain data, moreover a mapping between elements of semantic event specifications and low level video features often incorporate vagueness.

In this paper we describe components of a video event recognition system building up a full processing chain from low-level features extraction to high-level semantic information on detected events. A conceptual layout of the systems is shown in Fig. 1. Input video sequence is analyzed with object detection and tracking algorithms. A tracking information is then represented in form of assertions in a more abstract Fuzzy Ontology layer and finally video events are detected with Fuzzy Semantic Petri Nets (FSPN), a specific class of fuzzy Petri nets, which reference terms in an ontology.

Guards in FSPNs are conjunctions of unary or binary predicates examining asserted class membership facts or object relations. Tokens in FSPN are tuples of selected scene objects participating in an event with associated weight factors. Such approach make event scenarios tolerant to classification errors, imprecise measurements and missed subevents or conditions. As transitions are fired, fuzzy weights obtained from guards evaluation are combined with token weights. In consequence, FSPN are not only capable of reasoning about scenario occurrences, but also about their likelihoods. This property is particularly important, as it allows to fine-tune the system operation by appropriately selected thresholds and filter output of less probable scenarios. Another important feature of the proposed approach is that several scenarios, starting at different time points and with different participating objects can be analyzed concurrently.

The paper is organized as follows: the next Section II reports known approaches to event specification and analysis. It is followed by Section III, in which an algorithm used to detect and track objects is briefly described; the next Section IV discusses the fuzzy ontology. FSPN are defined in Section V.
The detection system implementing the proposed approach is presented in Section VI and finally Section VII gives concluding remarks.

II. RELATED WORKS

Recognition of video events has been intensively researched over last fifteen years. A large number of approaches is reported in recent surveys: [1] and [2]. Systems for video recognition usually have a layered architecture, e.g. [3], [4], in which lower level layers provide an abstraction of meaningful aspects of video sequences, whereas higher level layers are related to formalisms used for event modeling and algorithms that detect events based on formal specifications.

Probabilistic state-based methods use models comprised of states and transitions, in which transitions are attributed with probability factors learned from annotated video. During an analysis of an input video sequence a likelihood of a situation is computed. This group include methods based on neural networks [5], Hidden Markov Models, Dynamic Bayesian Networks [6] and stochastic Petri nets [7].

In grammar based methods complex activities are represented by production rules that generate strings of atomic actions. Hence, complex events can be recognized by language parsing techniques [8], [9]. In the review [2] a limitation of these methods as regards concurrent activities was indicated. The criticism seems to be founded in a case, where sequences of single actions are analyzed. However, in a more general setting, e.g. this provided by the Kripke structure [10], each string element is a set of low level events occurring in parallel and in consequence high-level concurrent events can be tracked.

Description based approaches specify events and scenarios using high level languages, either textual [11], or graphical as Situation Graph Trees [4], [12] and Petri nets [7], [13], [14]. The methods falling into this category are considered to be semantic, as specifications are prepared by experts, who give meaningful names to events, engaged objects, actions and conditions. Descriptions are often hierarchical: complex events can be expressed as graphs of subevents. Models can also include constraints and knowledge about scene objects, e.g. in [4] they are expressed as formulas of a Fuzzy Metric-Temporal Horn Logic. In some approaches scenarios and their ingredients: types of participating objects and relations are defined as ontologies [15], [16].

Petri Nets (PNS) are applied in the field of event detection in two modes [1]. In the first mode of object PNs tokens represent objects, places object states and transitions events of interest. Such approach was applied in surveillance of traffic [13] and people [17]. In the second mode of plan PNs places correspond to subevents building up a plan. Presence of a token in a place indicates that a particular event assigned to the place is occurring. The latter approach was applied to parking [18] and more recently people [14] surveillance.

The semantics of Petri nets proposed in this paper is closer to plan PNs, as tokens represent combination of objects participating in scenarios. There are, however, some salient differences. 1) In probabilistic PNs discussed in [14] in case of a conflict (e.g. two enabled transitions sharing input place with a single token) only one transition with a higher learned probability would fire, whereas in our model they both can be executed and produce two tokens with weights aggregating the weight of the input token and transition guards. This allows to reason concurrently about scenario alternatives. Moreover, a weak initial likelihood of a scenario branch can be amplified by future events. 2) In our approach all enabled transitions are executed in a single parallel step. Such behavior rather resemble reasoning with Fuzzy Cognitive Maps [19] than the most often utilized interleaving PN semantics. 3) Petri nets modeling scenarios are actually state machines. Their structure is sufficient to construct a Büchi automaton [20] representing a LTL formula.

There are a vast number of tracking algorithms and it would be hard to present all previous works in this field. However there exist two very interesting surveys which give an in-depth view of all methods [21] and [22]. Based on classification proposed in these surveys, the tracking algorithm used in this work can be assigned to a group, which detect objects by background modeling and subtraction. The final tracking is based on kernel tracking methods (region based tracking).

III. OBJECT DETECTION AND TRACKING

The detection and tracking algorithm maintains a set of tracked objects \( O \) and updates it after an arrival of a new video frame. Each object has several attributes: a history of its bounding box position and size at current and N-1 previous frames, a unique object ID, information about object type (pedestrian, graffiti, group of objects etc.) and flags denoting object occlusion or information, that object can’t be tracked and its position must be estimated.

For each \( i \)-th frame the set \( O \) is updated with a procedure comprised of the following steps:

A) A background is updated and foreground object segmentation is performed.

B) A set of segments \( S \) is extracted, labeled and tracked.

C) Segments \( S \) which are similar to objects from \( O \) are assigned to them.

D) All segments \( S \) which were not assigned to \( O \) are submitted to a classification process and detected objects are added to \( O \).

E) Overlapping objects from \( O \) are merged.

F) Merged objects from \( O \) are split, if they have separate areas.

G) Positions of objects from \( O \), that cannot be tracked by segments, are estimated.

These steps are explained in detail in the next paragraphs:

A. Foreground object segmentation

The method is based on background generation and foreground object detection described in [23]. It consists in creating a binary mask by background subtraction and processing it in order to extract connected components (segments) and label them. A single segment can be a group of objects (e.g.
a crowd), single object (e.g. a pedestrian) or part of the object (e.g. a torso). Partitioning may be caused by failures of segmentation algorithm.

B. Segment tracking

Number of segments, their position and size may vary significantly from frame to frame. Segmentation errors can be caused by many factors e.g. camera noise, changes in lighting condition, shadows, occlusion by other objects etc. To make sure that only segments, which are correctly extracted will be used in the next processing stage, a simple tracking mechanism is applied that is based on checking bounding box positions of current and previous segments. If two bounding boxes overlap in two consecutive frames, segments are linked with the history relation describing evolution of segments in time. For further analysis only segments, which have clear history based on observation form N previous frames are used.

C. Segments to object assignment

In the next step all segments S detected in a frame i are assigned to objects from previous frame O. Let us introduce a function h: O × N → 2^S that defines a mapping between an object o at a frame i and a set of segments. The Algorithm 1 takes at input the sets of objects O and segments S, updates the function h and computes the set of assigned segments S_o.

Algorithm 1

```plaintext
procedure ASSIGN(O, S, i, S_o, h)
    for all o ∈ O do
        for all s ∈ S do
            if d(o, s) ≥ ε then
                Add segment to an object:
                h(o, i) ← h(o, i) ∪ {s}
                Add s to the set of used segment S_u:
                S_u ← S_u ∪ {s}
            end if
        end for
    end for
end procedure
```

The function d calculates a normalized to [0, 1] similarity between an object o and a segment s considering overlapping of segments in h(o, i – 1) and s (bounding boxes or image masks). The threshold ε is a small constant, e.g. 0.1.

After executing the procedure new positions and sizes of all objects O = {o ∈ O : h(o, i) ≠ ∅} are computed based on position and size of segments assigned to them.

D. Object detection and classification

All segments, which were not assigned to any object (S_{NA} = S \ S_o) are further analyzed by a set of classifiers. Simple geometrical rules are applied (perspective is compensated) e.g. an adult person should be higher than 160 cm and wider than 40 cm. If a segment with desired properties is detected, a new object is created o_{new} with a unique ID and added to object list O ← O ∪ {o_{new}}. If an object is divided into several segments, a correct classification is not possible. In this case the system will not detect it on the current frame. As the video sequence is analyzed, it is very likely that in next few frames it will appear not split and the algorithm will be able to detect it. The benefit of this approach is that only very reliable objects are detected, what leads to smaller false detection rate.

E. Object merging

In the next processing step, the algorithm handles cases, when two previously tracked objects merge, e.g. if two pedestrians approach and finally their silhouettes overlap. As it is then impossible to track objects based on the information on segments position and history, the algorithm sets a special flag in the overlapping objects descriptors. From that time their positions are not computed based on the position of segments belonging to them. Instead, a prediction mechanism is used, which is based on information about previous sizes, movement direction and speed. Also a new temporal object is created (so called merged object). Its size and position is updated based on segments which previously belonged to merged objects. Thanks to this, the system is able not only to estimate the object position, but also to keep track of real area occupied by the estimated objects.

F. Object splitting

In the next step it is checked, if previously merged objects are split. Such situation occurs, e.g. when two previously joined pedestrians move away far enough to allow for total separation of segments belonging to each object. In this case, all segments are checked to test, if they resemble an object within a merged group. If appropriate correspondences can be found, the unique IDs are restored based on estimated positions of the original objects. Another scenario is also possible. A person may leave a luggage and start to move away (possible bomb planting scenario). In such case it is possible that an object, which has only one ID starts to split. To cover such situations, a maximum object size is checked and, if it exceeds the maximum allowed object size, the tracking object is removed and classification is rerun for all segments belonging to this object. The largest detected object is given the old ID, all other detected objects are given new unique IDs.

G. Position estimation

In the last step, for all objects, which are marked as lost or impossible to track, i.e. h(o, i) = ∅, a history of their positions on previous frames is analyzed to compute a mean velocities. Object’s velocity is then used to estimate a new position. The object size is not estimated, the last known size is used instead. This estimation method is working well in most cases. It can also cause wrong results, if objects change speed or movement direction during the estimation. To overcome this types of errors, a guard mechanism was introduced. It is based on counting the number of pixels belonging to foreground objects within an estimated bounding box. If it drops below a fixed
threshold, it is a signal that the object position is not estimated correctly. In such case the estimated object is removed.

A sample tracking sequence of two passing pedestrians is presented in Figure 2.

IV. FUZZY ONTOLOGY

The fuzzy ontology constitute an intermediate layer between information on tracked objects and fuzzy Petri nets. Whereas objects within the tracking model are described with numeric values, like size, distance or speed, the ontology provide a kind of linguistic abstractions, e.g. a small object, objects are close or a person is walking.

There are several benefits of this approach:

- Scenario specifications can be prepared in a more general and meaningful manner, they can be decoupled from the code and implementation details can be hidden.
- It is much easier to customize a recognition system to specific needs and conditions, because the translation between numeric values and linguistic terms is accomplished in isolated and easy to identify functions.
- Facts concerning classifications of objects and detected relations are materialized, hence they can be evaluated only once, what generally increases performance.

Ontologies are often described as unions of two layers: terminological (TBox) and assertional (ABox). The TBox defines concepts and types of relation including: taxonomic relations between concepts, object properties and datatype properties. The ABox, in turn, gathers facts about individuals and existent relations. In Description Logic, being a counterpart of ontology languages, concepts and relations can be expressed by means of unary and binary predicates, e.g.: Person(x) – x is a member of the class Person, isWalking(x) – a boolean datatype property isWalking of an individual x or isClose(x,y) – an object property between two individuals x and y.

For fuzzy ontologies and corresponding Fuzzy Description Logics the ontology relations are extended by adding weights being real numbers from [0,1]. They can be used to express uncertainty, e.g. with respect to class membership or relation occurrence. Formalizations of fuzzy ontology languages including fuzzy classes, roles (object properties) and datatype properties can be found in [24] and [25].

In the case of a fuzzy ontology used with FSPN, its TBox is a stable part, whereas the ABox is updated for each frame. A crucial element of the described approach is that relations in the ABox are practically never fully evaluated. Only their subset that is requested from FSPN is calculated by making calls to plugged in functions (function objects in object-oriented implementation) called evaluators. They examine the tracking model and calculate fuzzy weights of predicates. In opposition to approach proposed in [25] evaluators are external entities beyond the ontology. In many cases they have a form of membership functions described by line segments, as in Fig. 3, but they can be also based on other features, as Jaccard metrics applied to object areas (Fig. 4). In this case a bounding box of a detected object is divided into a \( n \times n \) grid and each cell is assigned with a probability density \( p_{ij} \). The weight returned by the evaluator is calculated according to the formula: \( w = \frac{1}{Z} \sum_{i=1}^{n} \sum_{j=1}^{m} h_{ij} p_{ij} \), where \( Z \) is a normalizing constant \( Z = \sum_{i=1}^{n} \sum_{j=1}^{m} p_{ij} \) and \( h_{ij} = 1 \) if a cell \( (i,j) \) intersects with an object or 0 in other case. The selection of probability distribution is arbitrary and depends on the type of interaction, e.g. the grid in Fig. 4a was used to calculate intersection values for vertical objects, e.g. walls, whereas the grid in Fig. 4b for horizontal ones, e.g. forbidden zones on a floor.

V. FUZZY SEMANTIC PETRI NETS

In this section we define Fuzzy Semantic Petri Nets and describe their behavior. FSPNs are placed at the top of video event recognition stack (Fig. 1) and are responsible for interpretation of low-level events and conditions represented as assertions in a sequence of ABoxes of the coupled fuzzy ontology.

It should be noted, that the presented semantics of FSPN is dedicated to a particular case of state machines, i.e. Petri nets, in which transitions link single places. Such restrictions

![Figure 2](image-url) Sample tracking sequence, green boxes - tracked pedestrians, white boxes - estimated pedestrians positions, blue boxes - group position, yellow circles - trajectories

![Figure 3](image-url) Membership functions used by evaluators
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stems from the fact that we use Linear Temporal Logic (LTL) [26], [27] to specify video events. LTL specifications are then transformed to corresponding FSPN structures following the rules for translating them to Büchi automata [20].

Relations between FSPN and LTL are even deeper, an input sequence of ABoxes analyzed by a FSPN can be considered a sequence of states analyzed by a FSPN. Propositions transformed to corresponding FSPN structures following the [26], [27] to specify video events. LTL specifications are then considered a checking if a model (a sequence of ABoxes) satisfies a certain LTL formula.

In the presented approach we generalize and relax the acceptance requirements:

- Instead of Büchi automata, fuzzy Petri nets are used as a tool for scenario analysis. This allows to process concurrently scenarios, in which participate various combinations of objects.
- To manage uncertainty and inexactness of input data, fuzzy predicates returning values from [0, 1] are used. These values are then combined with weights of tokens flowing through a net. Tokens, in turn, represent scenario occurrences. This enables monitoring scenario steps and reasoning about their likelihood.
- Sequences of accepted states strictly defined with LTL formulas can be interleaved with states not satisfying the specified conditions. In such case, the weight determining scenario satisfaction gradually decrease and, after passing a certain threshold, the scenario is rejected by token removal.

A. Definition of Fuzzy Semantic Petri Nets

Formal definition of Fuzzy Semantic Petri Nets is comprised of three concepts: Petri net structure, binding and fuzzy marking. We start with some auxiliary definitions. Unary predicate is defined as a pair \((n, v_n)\) where, \(n\) is a predicate name and \(v_n\) is a variable name referring to a subject of the predicate. Binary predicate is a triple \((n, v_n, v_s)\); the variable \(v_s\) is a predicate object. Set of all unary and binary predicates is denoted by \(Preds\). By \(Vars(p)\) we denote a set of variables appearing in the predicate \(p\). Analogously, for a set \(C \subseteq Preds\) we define \(Vars(C)\), as \(\bigcup_{p \in C} Vars(p)\).

**Definition 1** (Petri net structure). Petri net structure \(PN\) is a tuple \((P, T, F, Preds, G, L, H)\), where \(P\) is a set of places, \(T\) is a set of transitions, \(P\) and \(T\) are satisfying \(P \cap T = \emptyset\) and \(P \cup T \neq \emptyset\), \(F \subseteq P \times T \cup T \times P\) is a set of arcs (flow relation), and \(Preds\) is a set of unary and binary predicates. \(G: T \rightarrow 2^{Preds}\) is a guard function that assigns sets of predicates to transitions. \(L: P \rightarrow \mathbb{N} \cup \{0\}\) is a function assigning lower bound to a place; this value defines how long a token should stay in a place to be allowed to leave it. \(H: P \rightarrow \mathbb{N} \cup \{\omega\}\) assigns upper bound to a place. The symbol \(\omega\) represents infinity.

Following [28] the set of input places for a transition \(t \in T\) is denoted as \(\bullet = \{p \in P: (p, t) \in F\}\) and the set of output places as \(\bullet = \{p \in P: (t, p) \in F\}\).

**Definition 2** (Binding). Let \(V\) be set of variables and \(I\) a set of objects. Binding \(b\) is defined as a partial function from \(V\) to \(I\). A variable \(v\) is bound for a binding \(b\), iff \(v \in \text{dom} b\). A set of all bindings is denoted by \(B\).

Let \(p \in Preds\) a predicate and \(b \in B\) be a binding. Predicate value for a binding \(val: Preds \times B \rightarrow [0, 1]\) is a function that assigns value from the interval \([0, 1]\) to a pair \((p, b)\), \(p \in Preds\) and \(b \in B\). If \(Vars(p) \setminus \text{dom} b \neq \emptyset\), then \(val(p, b) = 0\).

**Definition 3** (Fuzzy marking). A set of fuzzy tokens \(FT\) is defined as \(FT = B \times \mathbb{R} \times (\mathbb{N} \cup \{0\}) \times (\mathbb{N} \cup \{0\})\). Components of a token tuple \((b, w, c, \tau)\) \(\in FT\) are the following: \(b\) denotes a binding, \(w \in [0, 1]\) is a fuzzy weight, \(c \geq 0\) is a counter storing information, how long a token rests in a place and \(\tau\) is a time stamp. Fuzzy marking for a Petri net \(PN = (P, T, F, Preds, G)\) is defined as a function that assigns sets of fuzzy tokens to places \(FM: P \rightarrow 2^FT\).

B. Execution

The behavior of FPNs defined in previous section differs from the standard semantics for Petri nets, as they are not intended to focus on concurrency and conflicts, but to perform a kind of fuzzy reasoning and classification of sequences of events.

Single \(i\)-th step of execution of a fuzzy Petri Net is comprised of three basic stages:

1) **Firing enabled non-initial transitions and generating new tokens.** During this stage each token-transition pair \((t, m)\), where \(t \in T\) and \(m = (b, w, c, \tau) \in FM(\bullet t)\) is analyzed. If a guard \(G(t)\) references unbound variables, i.e. \(Vars(G(t)) \setminus \text{dom} b \neq \emptyset\), an attempt is made to create a new binding \(b'\) by grounding free variables with ontology individuals; in other case \(b' = b\).

Then, a weight of the guard is calculated: \(w_g = \min\{val(p, b); p \in G\}\) and aggregated with the old token weight: \(w' = a w + (1-a) w_g\). If \(w'\) is greater than a certain threshold (in experiments 0.2 value was used), a new token \(m' = (b', w', c', \tau')\) is created and put...
into the transition’s output place \( t \). The current iteration number \( i \) is assigned as token timestamp \( \tau' = i \) and, if the transition \( t \) is a self-loop, the counter is updated: \( c' = c + 1 \). It should be mentioned, that only self-loop transitions can fire if token counter \( c \) does not belong to the interval \( [L(\text{bullet}), H(\ast)]) \) (see Definition 1).

2) Removing old tokens. A transition occurrence performed in the previous stage can be regarded as a triple \((m, t, m')\), where \( m \) is an input token, \( m' \) an output token and \( t \in T \) a transition. Let \( C \) denote a set of such triples, and \( w(m) \) a weight of a token. For each input token \( m \) a sum of weights of output tokens \( m' \) is calculated and subtracted from its weight: \( w_{\text{new}}(m) = w(m) - \sum_{m', m' \in C} w(m') \). If the value falls below a certain threshold, the token \( m \) is removed. Also in this step multiple tokens having the same binding and assigned to the same place are aggregated.

3) Firing initial transitions. Finally, new tokens are introduced into the net, by firing initial transitions (i.e. satisfying \( \ast t = \emptyset \)). For each initial transition variables appearing in its guard are bound to objects, then the guard value is calculated and used as a weight of new tokens. To avoid analyzing scenarios with low likelihoods, a threshold preventing from creating tokens with small weights is defined. The mechanism is also protected against introducing tokens with a binding already present in the net.

C. Video event specification

We start preparing a specification of a video event by outlining a general scenario in form of Temporal Logic formula, then events appearing in the scenario are refined into conjunctions of low-level events or conditions expressed as predicates. The resulting LTL specification is used in two ways: (1) it is translated into FSPN and (2) predicates are included into TBox of the fuzzy ontology.

To give an example: a high-level video event, in which a person enters a forbidden zone is formulated in LTL as a sequence of three medium-level events: \( \text{init} \Rightarrow \lnot \text{move} \Rightarrow \square \text{violate} \), where \( \text{init} \) defines conditions to start recognition, \( \text{move} \) denotes a situation, when a person is moving towards a zone and \( \text{violate} \) a situation, when the person enters the zone. During the refinement step the scenario is transformed into formula (1), which is further translated into FSPN shown in Fig. 5.

![Fig. 5. Fuzzy Semantic Petri Net representing a scenario, in which a person violates a forbidden zone](image)

\[
\begin{align*}
\text{Person}(x) \land \text{isWalking}(x) \land \text{atBorder}(x) \land \text{Zone}(y) \\
\Rightarrow \lnot (\text{isWalking}(x) \land \text{moveTowardsZone}(x, y))(8, \infty) \\
\Rightarrow \square(\text{bottomInZone}(x, y))(4, \infty)
\end{align*}
\]

Fig. 6 shows a FSPN defining a complex event, during which a person leaves unattended luggage. Its scenario (in a narrative form) with accompanied video material was published as a benchmark for PETS 2006 workshop [29]. The event is defined as a sequence of four simple steps: \( \text{init} \) – a still person appears, \( \text{separate} \) – the person puts a luggage on the floor and remains close to it, \( \text{leave} \) – distance between the person and luggage grows above a certain threshold (equal to 3 meters in PETS specification) and finally \( \text{remain} \) – the person disappears and the luggage remains alone.

![Fig. 6. Fuzzy Semantic Petri Net representing luggage left scenario](image)

A more complex FSPN is presented in Fig. 7. It defines an event of graffiti painting on a wall decomposed into medium level events: a person moves towards a wall, then appears in front of the wall, optionally: a person is widening (what may indicate painting graffiti), then a new object emerges on a wall (but not inside a window) and remains still.

VI. Detection system

In this section we describe a prototype system allowing to test recognition of events based on specifications in FSPN. The system takes at input a video sequence with an XML file defining tracking information. For each frame a list of segments and identified objects is provided. The data originate from tracking algorithms described in Section III. The architecture of the prototype scenario detection system is presented in Fig. 8. Main components are: the Fuzzy ontology, a set of Evaluators and the Fuzzy Semantic Petri Net execution engine. The system is also equipped with GUI providing visual output shown in Fig. 9.

The control flow during a single iteration was marked in Fig. 8 with numbers in circles.

1) After a new frame appears, asserted relations between objects are removed from the ontology, then newly identified objects are added as individuals.
2) In the next step all enabled transitions in concurrently analyzed Petri nets are fired. Preparation of transitions requires calculations of guards and in some cases extensions of bindings.
3) In order to obtain weights of predicates appearing in guards, appropriate queries are made to ontology. If a weight for a predicate was evaluated earlier, it is immediately returned.
4) In other case an evaluator assigned to the predicate is called, and returned value is asserted in the ontology as a weight of corresponding fuzzy relation.
Fig. 7. FSPN representing graffiti painting scenario

Fig. 8. Architecture of the detection system

5) Evaluators examine the tracking information. As a tracking history covering a number of past frames is kept, evaluators are capable of returning temporal properties, e.g. \textit{newObject}(x) - an object is considered \textit{new} if it has recently appeared.

6) After the net state is updated, a reached marking is analyzed. If a token stays in a selected place long enough (observed places are defined in FSPN specification) its presence is reported as an important scenario step or a final stage.

The software is entirely written in Java. Its performance is quite good: for three concurrently analyzed scenarios and a scene with a few tracked objects, a single reasoning iteration, during which the ontology is updated, evaluators are called and multiple transitions in Petri nets are fired, is executed within 0.1ms to 1.6ms (average 0.45 ms) on a Pentium i7 2.2 GHz machine.

The system was successfully tested to recognize a number of events, including these specified in Fig. 5, Fig. 6 and Fig. 7, returning in each case high likelihood value close to 1.0.

Fig. 10 presents visual output corresponding to the steps of the graffiti painting scenario specified by FSPN in Fig. 7. Filled bounding boxes mark objects included into the binding of tokens that reached places (scenario steps), for which semantic messages are displayed.

VII. CONCLUSIONS

In this paper we describe components of video events recognition system building a full processing chain: from objects detection and tracking, through transforming tracking information into more abstract representation of Fuzzy Ontology, to reasoning on events occurrences with Fuzzy Semantic Petri Nets.

An advantage of FSPN is their capability of detecting concurrently occurring events, in which participate various combinations of objects, analyze scenario alternatives and their likelihoods. Petri nets state (marking) gives general overview of the situation, of what’s going on. A presence of a token in a
place can be reported as semantic output, e.g. to a surveillance system operator.

The proposed scenario detection system is a generic framework, that can be adapted to specific needs by: 1) defining an ontology including classes of objects and relations of interest; 2) implementing evaluators, i.e. functions responsible for calculating values of fuzzy predicates, and plugging them into the framework; 3) configuring scene objects (their types must be defined in the ontology) 4) writing a scenario using in formulas entities (classes and relations) from the ontology.
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Abstract—Although the logic of belief update has mainly concerned a belief state of one agent thus far, the real world settings require us to implement simultaneous belief changes. Here, however, we need to manage so many indices: agent names, time stamps, and the difference of information. In this paper, we introduce the notation of vectors and matrices for the simultaneous informing action. By this, we show that a matrix can represent a public announcement and/or a consecutive message passing, with the time of the change of belief states properly. A collective belief state multiplied by a communication matrix, passing, with the time of the change of belief states properly.

I. WHO KNOWS WHAT AT WHICH TIME?

THE authors have tackled legal reasoning system thus far [12], [13], in which one of the main issues is to properly represent who knows what at which time. In Fig. 1, we show the informing actions of three agents: judge, lawyer, and the suspected. At the initial stage, the judge sentenced the suspected to be guilty, and at the same time the lawyer pleaded innocent to the judge with a new witness. The judge changed his mind and he was going to sentence the defendant to be innocent, but at the same time the maladjusted defendant insulted the judge in the court, and which badly impressed jury members ...

Multi-agents communication includes such many factors as agent ID, many messages, and time. In this paper, we introduce vectors and matrices to represent those agents’ informing actions collectively, to clarify the complicated relations of those many indices.

II. PRELIMINARIES

First we show the simplest prescription for an informing action; in a similar way to FIPA/ACL [3], we place the

precondition in the upper deck and the result in the lower deck.

\[
B_i \phi \left[ c_{ij}^i \right] \quad \text{(1)}
\]

That is, when agent \(i\) believes \(\phi\) \((B_i \phi)\) and there is a communication from \(i\) to \(j\) \((c_{ij}^i)\), agent \(j\) comes to believe \(\phi\) \((B_j \phi)\).

At this stage, there are several issues we need to consider:

1. The problem of belief revision; the recipient of information may not believe what was informed of, or he/she may need to change some of what he/she has believed.
2. The resultant state should include nested belief states, i.e., both of the sender and the recipient should recognize that the information is shared between them as \(B_i B_j \phi\) and \(B_i B_j \phi\). In addition, if those agents are quite introspective, each of them also possesses \(B_i B_j \phi\) and \(~B_i \sim \phi\).

Incidentally, a Kripke frame is such \(\mathcal{M} = \langle W, R, \Psi \rangle\) that \(W\) is a set of possible worlds, \(R\) is the accessibility of belief modal operator \(B\), and \(\Psi\) gives valuation to each \(\phi\). Dynamic Epistemic Logic (DEL) [2] presents a change of belief state, restricting accessibility to possible worlds, as:

\[
\mathcal{M}, w \models [\phi] \psi \iff \mathcal{M}^{w'}, w \models \psi. \quad \text{(2)}
\]

where \(R^{w'}\) in \(\mathcal{M}^{w'}\) is:

\[
R^{w'}(w) = R(w) \cap \{ w' \in W \mid \mathcal{M}, w' \models \varphi \}.
\]

On the contrary, Public Announcement Logic (PAL) [11] masks those contradicting possible worlds, as follows.

\[
\mathcal{M}, w \models [\varphi] \psi \iff \mathcal{M}^{w'}, w \models \psi.
\]

where in \(\mathcal{M}^{w'}\) let \(W_{1\varphi}\) be the worlds in which \(\varphi\) holds and \(\mathcal{M}, w \models \varphi \rightleftharpoons \psi \in V_{W_{1\varphi}}(\psi)\).

Note that the significance of these methods is to make formula \([\varphi] B \varphi\) valid since \(\varphi\) holds in all the accessible possible worlds.

Among various trials to represent agent communication formally [1], [9], [10], Yamada [14] showed a command from \(i\) to \(j\) as \([!_{ij} \chi]\) where \(\chi\) is the contents of the command. Kobayashi and Tojo [6], [7] generalized this notion to an informing action, representing the dynamic operator as \([inj_{ij}^i]\).

1In this paper, we disregard \(U\) (uncertain) and \(U_{ij}\) (uncertain if) operators for simplicity.

2In general, belief modality is often implemented with KD45, including \(B_i \phi \rightleftharpoons B_i B_i \phi\) (Axiom 4) and \(B_i \phi \rightleftharpoons ~B_i \sim \phi\) (Axiom D), while knowledge modality requires KT5 including \(K_i \phi \rightleftharpoons \varphi\) (Axiom T).

Fig. 1. Informing Agents on Time-axis
As for linear algebraic representation of belief, Fusaoka [4] used a matrix to show probability of knowledge source. Also, as we have mentioned, Liao [8] represented the network of accessibility in matrix. We combined these works, though we avoid probabilistic point of view and restricted the elements to truth values.

III. INFORMING ACTION

The belief modality $B^t_i$ represents the belief state of agent $i$ at time $t$. As to information $\phi$, the belief states of multiple agents are written collectively in a vector as follows:

$$
\begin{pmatrix}
B^t_i \phi \\
B^t_j \phi \\
\vdots
\end{pmatrix} =
\begin{pmatrix}
1 \\
0 \\
\vdots
\end{pmatrix}
$$

where 1/0 are the truth values. Therefore, our specification of belief revision of agent $j$, with regard to (1), becomes:

$$B_j^{t+1} \phi = B_j^t \phi \lor (c_{ij}^t \land B_i^t \phi). \quad (3)$$

Here, $c_{ij}^t$ represents the informing action from $j$ to $i$.

We define the addition and the multiplication of linear algebra as the logical ‘or’ and the logical ‘and’, respectively, as follows.

$$\begin{array}{c|c|c}
\land & 1 & 0 \\
\hline
0 & 1 & 0 \\
0 & 0 & 0
\end{array} \quad \begin{array}{c|c|c}
\lor & 1 & 1 \\
\hline
0 & 1 & 1 \\
0 & 1 & 0
\end{array}$$

Then, we can generalize (3) to:

$$B_j^{t+1} \phi = \bigvee_i (c_{ij}^t \land B_i^t \phi), \quad (4)$$

and the dynamic operator becomes such an $n \times n$ matrix that

$$(c_{ij}^t) =
\begin{pmatrix}
1 \\
0 \\
\vdots
\end{pmatrix}$$

where $n$ is the number of agents. Its $(i, j)$-element represents the truth value of $c_{ij}^t$, that is the existence of informing action from $j$ to $i$. We assume that diagonal elements $c_{ii}^t$ $(i = 1, \ldots, n)$ are always true to maintain his/her original knowledge as (3).

Now, the collective belief revision becomes:

$$\begin{pmatrix}
B_1^{t+1} \phi \\
B_2^{t+1} \phi \\
\vdots
\end{pmatrix} = (c_{ij}^t) \begin{pmatrix}
B_1^t \phi \\
B_2^t \phi \\
\vdots
\end{pmatrix}.$$

Example 1: Let

$$(c_{ij}^t) =
\begin{pmatrix}
1 \\
0 \\
\vdots
\end{pmatrix} \quad \text{and} \quad \begin{pmatrix}
B_1^t \phi \\
B_2^t \phi \\
\vdots
\end{pmatrix} =
\begin{pmatrix}
0 \\
1 \\
\vdots
\end{pmatrix}.$$

Then,

$$\begin{pmatrix}
B_1^{t+1} \phi \\
B_2^{t+1} \phi \\
\vdots
\end{pmatrix} = (c_{ij}^t) \begin{pmatrix}
B_1^t \phi \\
B_2^t \phi \\
\vdots
\end{pmatrix} =
\begin{pmatrix}
1 \\
0 \\
\vdots
\end{pmatrix} \begin{pmatrix}
0 \\
1 \\
\vdots
\end{pmatrix} =
\begin{pmatrix}
1 \\
1 \\
\vdots
\end{pmatrix}.$$

Namely, by the informing action from agent 2 to 1, as is $(1,2)$-element of the matrix, agent 1 comes to know $\phi$.

In the following examples, we highlight our attention with the boxed truth values.

Example 2: Suppose the following three kinds of communication matrices:

$$C_1 = \begin{pmatrix}
1 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}, \quad C_2 = \begin{pmatrix}
1 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}, \quad C_3 = \begin{pmatrix}
1 & 1 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}.$$

If there happened a reciprocal and simultaneous communication as to the same information, the matrix becomes symmetric ($C_1$), that is, agent 2 tells some information to agent 1 ($c_{12}$) and at the same time do so agent 1 to agent 2 ($c_{21}$). An agent can announce some information publicly, in which case a certain column is filled with all 1’s (the second column of $C_2$). If multiple different agents tell the same information to a certain agent, then there appear multiple 1’s in the same row; if agent 2 and 3 inform the same content to 1, then the situation becomes $C_3$.

IV. TRANSITIVE COMMUNICATION

Let us consider to connect two communications. Now, we introduce a vector representation for the collective belief state of multiple agents at time $t$:

$$B^t = \begin{pmatrix}
B_1^t \phi \\
B_2^t \phi \\
\vdots
\end{pmatrix}.$$

For the time being, we may omit $\phi$ unless we need to mention it explicitly. Two consecutive informing actions can be written in the following matrix multiplication.

$$\begin{pmatrix}
B_1^t \\
B_2^t
\end{pmatrix}^{t+2} =
\begin{pmatrix}
1 & 1 & \cdots \\
1 & 1 & \cdots \\
\vdots & \ddots & \ddots
\end{pmatrix}
\begin{pmatrix}
1 & 1 & \cdots \\
1 & 1 & \cdots \\
\vdots & \ddots & \ddots
\end{pmatrix}
\begin{pmatrix}
B_1^t \\
B_2^t
\end{pmatrix}.$$

A. Associativity

First, we need to prove that communication matrices are associative. Let $X$ and $Y$ be communication matrices and $B^t$ be a collective belief state.

$$(XY)B^t = X(YB^t).$$

As $XY = \bigvee_k (x_{ik} \land y_{kj})$,

$$(XY)B^t = \bigvee_k \left( \bigvee_l (x_{ik} \land y_{kl}) \land B_l^t \right) = \bigvee_k \left( x_{ik} \land y_{kl} \land B_l^t \right).$$

On the other hand, since $YB^t = \bigvee_l (y_{lk} \land b_l)$,

$$X(YB^t) = \bigvee_k \left( x_{ik} \land \bigvee_l (y_{kl} \land B_l^t) \right) = \bigvee_k \left( x_{ik} \land y_{kl} \land B_l^t \right).$$

As the both results meet, Q.E.D.
B. Repetitive communication

Let us consider the case that the same communication matrix is employed repeatedly.

\[ B^{t+n} = (c_{ij})^n B'. \]

**Example 3:** Suppose

\[ C = (c_{ij}) = \begin{pmatrix} 1 & 1 & 0 \\ 0 & 1 & 1 \\ 0 & 0 & 1 \end{pmatrix}, \]

that is, \( c_{12} \) and \( c_{23} \) are true, besides self-informing. Then,

\[ C^2 = \begin{pmatrix} 1 & 1 & 1 \\ 0 & 1 & 1 \\ 0 & 0 & 1 \end{pmatrix}. \]

Namely, agent 3 is reachable from agent 1 in two steps.

Now let \( B' \) be the initial belief state of the community, and let us consider the following sequence.

\[ B^{t+1} = CB', \quad B^{t+2} = CB^{t+1}, \quad B^{t+3} = CB^{t+2}, \ldots. \]

Note that the number of 1's in the matrix increases monotonously, since \( c_{ii} = 1 \) and once an agent believes the proposition(s)he keeps it in his/her recognition. Let \( B' \) be the fixed point such that \( B' = CB' \). If \( B' = B^{t+k} \), \( C^k \) is the transitive closure of the communication graph.

C. Anti-commutativity

As is the case in usual matrix multiplication, communication matrices are not commutative.

**Example 4:**

\[ \begin{pmatrix} 1 & 0 & 1 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \text{ and } \begin{pmatrix} 1 & 0 \\ 1 & 1 \\ 0 & 0 \end{pmatrix} \]

are communication matrices from agent 3 to 1 (left), and that from 1 to 2 (right), respectively. If agent 3 first believes \( \varphi \), as

\[ \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 1 & 1 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 1 & 1 \\ 0 & 1 \end{pmatrix}, \]

agent 2 comes to believe \( \varphi \). But, when agent 1 does not believe \( \varphi \), as

\[ \begin{pmatrix} 1 & 0 & 1 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 1 & 1 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & 0 \\ 0 & 1 \end{pmatrix}, \]

the first informing action, that is from 1 to 2, results in vain, and thus 2 still remains ignorant of \( \varphi \).

V. MULTIPLE INFORMATION TENSOR

Thus far, we have restricted our concern to single information passing. However, we can represent the message passing of multiple information \( \varphi_1, \varphi_2, \varphi_1, \ldots, \varphi_m \) as a tensor in Fig. 2.

The flat matrix in the front in Fig. 2 represents the resultant state of informing action. The \( i \)-th column is the belief states of the agents as to \( \varphi_i \) and the \( j \)-th row is what agent \( j \) believes, at time \( t+1 \). In the similar way, the flat matrix in the behind is that of belief states at time \( t \). The in-between \( n \times n \times m \)-cuboid is a simultaneous communication, where \( n \) is the number of agents and \( m \) is the number of information. In order to clarify the relation of elements, we place the contravariant elements as superscripts and the covariant ones as subscripts as a tensor:

\[ (B^t_j)^{i+1} = (c_{ij}^n)(B^t_i)^j. \]

In Fig. 2, we only have shown the atomic propositions. We can add such composite propositions as \( \varphi_1 \lor \varphi_2 \) and \( \varphi_1 \land \varphi_2 \) simply in the figure, as these truth values are composed by \( \varphi_i \)'s.

VI. MODEL UPDATING

A kripke frame for multiple agents is such \( \mathcal{M} = (W', \mathcal{A}, \mathcal{R}_1, \ldots, \mathcal{R}_n, \mathcal{V}) \) that \( \mathcal{A} \) is a set of agents and \( \mathcal{R}_i \) is the accessibility of belief modal operator \( B_i \).

A belief state of an agent can be represented also in matrix, when we render \( (i, j) \)-element as the accessibility from possible world \( i \) to \( j \) of Kripke semantics [8]. For example,

\[ \begin{pmatrix} w_1 & w_2 & w_3 \\ 0 & 1 & 1 \\ 0 & 0 & 1 \end{pmatrix} \]

represents \( R = \{ w_1Rw_1, w_1Rw_2, w_2Rw_2, w_2Rw_3, w_3Rw_3 \} \) in \( W = \{ w_1, w_2, w_3 \} \). In this matrix representation, the configuration of truth values directly shows the axioms of modality.

\[ ^3 \text{We employ square brackets for the accessibility to distinguish it from the communication matrix.} \]
For example, if the matrix is symmetric, it satisfies axiom of symmetricity (Axiom $B$). If the diagonal elements are all $1$'s, it is reflexive (Axiom $T$). If there is at least one $1$ in each row, it satisfies seriality (Axiom $D$).

A belief change becomes a change in matrix. For example, let $\mathcal{V}(\varphi) = \{w_2, w_3\}$; then matrix (5) cannot satisfy $B' \varphi$ as $\forall i, w_i \not\models B' \varphi$. Here, we consider DEL style belief update (2), that is, to cut some of accessibility for an agent to come to believe an informed proposition; namely some 1's in the accessibility matrix at time $t$ are replaced by 0's at $t + 1$. In the case of (5), if $(1, 1)$-element becomes 0, then $B_{t+1} \varphi$.

Since the accessibility with the valuation maps a belief state of a given agent to a truth value:

$$(\mathcal{R}, \mathcal{V}) : B' \varphi \rightarrow \{0, 1\},$$

we identify such accessibility matrices with truth values in the following example.

**Example 5**: Suppose $\mathcal{V}(\varphi) = \{w_2, w_3\}$. A belief vector at time $t$ is:

$$B' \varphi = \begin{pmatrix} 1 & 0 & 0 \\ 1 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \begin{pmatrix} 1 & 0 & 0 \\ 1 & 1 & 0 \\ 0 & 1 & 0 \end{pmatrix}, \begin{pmatrix} 1 & 0 & 0 \\ 1 & 1 & 0 \\ 1 & 0 & 1 \end{pmatrix}, \cdots).$$

After a public announcement of $\varphi$ from some agent, the revised belief vector becomes:

$$B_{t+1} \varphi = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \begin{pmatrix} 0 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \begin{pmatrix} 0 & 1 & 0 \\ 0 & 1 & 0 \\ 1 & 0 & 1 \end{pmatrix}, \cdots).$$

Now, the multiple belief states of agents at time $t$ becomes $(n \times m \times k^2)$-hypercuboids, where $n$ is the number of agents, $m$ is the number of information, and $k$ is the number of possible worlds.$^5$

**VII. Discussion**

In the belief revision of many agents, there are so many indices appears, we have represented them in linear logic. As we have shown, the collective belief state and the communication matrix include more then three indices, those matrices become hypercuboids.

We have shown that the consecutive informing action can be realized by a product of matrices, including the $n$-th power, with associativity and anti-commutativity. This discussion naturally leads us to the inversion of matrix, as

$$B' = (c_{ij})^{-1}B^{t+1},$$

being the inversion regarded as belief contraction [5]. However, some communication matrices do not have their inversions, as their rank fails to be $n$. Furthermore, we cannot give proper semantics for value ‘$1$’, or ‘$0$’ may appear on the diagonal elements in the inversion matrix. We need to recognize that how we can redo the revision is difficult problem, especially in Kripke semantics.

In this paper, we evaluated formulae in the same possible world even though time shifts. We are now to intend that we regard the world itself as a temporal state, as:

$$\forall i, t \models [c_{ij}]^\psi \iff \forall i, t + 1 \models \psi.$$

Now, let us get back to the two issues: belief revision and nested modalities. We could not implement simultaneous arrivals of two different information to one agent, i.e.,

$$B_{t+1} = B_t + [\varphi] + [\psi],$$

regarding $B_t$ as a belief set and ‘$+$’ as revision operator. Note that how we can revise the belief of each agent is an independent topic from our formalism in this paper, and depends on the preference of revision. Also, it is difficult to send such propositions including modality as $B_t \varphi$, which results in the nested belief state. In addition, sending a negative formula also affects how we can revise the accessibility; these would be our common research topics in the community of belief update logic in future.
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Abstract—The paper presents the development of a new system that is used to solve the problem of the recognition of the dermatoglyphic pattern and the understanding of the classification process of the symptoms of Down’s syndrome. The method used in the system for diagnosing Down’s syndrome in infants is based on the combination of text knowledge found in the scientific literature describing Down’s syndrome with the knowledge obtained from the analysis of dermatoglyphic indices characteristic of Down’s syndrome with the use of digital pattern recognition techniques. The scientific goal is to design a classifier system that realizes automatic medical diagnosis through the application of an expert system designed on the basis of knowledge included in the scientific text descriptions of the Down’s syndrome. One other aim is the application of the pattern recognition algorithms to the analysis of indices present in the images of dermatoglyphic patterns. This approach, similar to the approach used by anthropologists, is realized by the system through the juxtaposition of the knowledge described in the form of expert system rules and the information provided by the appropriate digital equipment, and on the basis of this juxtaposition an arbitrary classification of the investigated patterns is performed.

I. INTRODUCTION

The present state of knowledge in the discipline of medical pattern recognition allows the extraction of image features using computer methods and data processing algorithms. The results obtained using these methods are presented to an expert who affirms in an arbitral way his understanding of the pattern presented to him as an after-effect of the occurrence of a pathological process and describes it using terms established in the scientific medical literature. In the present state of science and technology development the number of available patterns and the amount of information included in the scientific literature is constantly increasing. It can be assumed with certainty that both of these elements will have a tendency to increase in a hard to predict tempo. The community of medical experts copes with the high increase in information by dividing medical knowledge into many new specializations. The main and basic source of professional knowledge is the knowledge written in the form of natural language sentences. The attempt described in the project is to combine knowledge extracted from scientific medical literature with features extracted and classified by pattern recognition algorithms in the process of analyzing digital images of infants’ dermatoglyphic patterns. In its basic form this approach is based on building a hybrid decision support system that comprises an expert system module inferring the occurrence of a genetic disorder on the basis of the results passed from pattern recognition modules that analyze the dermatoglyphic images automatically without the participation of a human expert. The success of this approach may lead to the application of a computer technique to achieve near complete automation of screening tests for the detection of Down’s syndrome in infants.

II. THE AIM OF THE WORK

The tasks of the recognition and understanding of dermatoglyphic patterns, whose results form the basis for inferring the occurrence of a genetic disorder in infants, are complex issues. The classification of the patterns and the diagnosing of the presence of a genetic disorder on the basis of recognitions is carried out by professional anthropologist. The service of automatic pattern recognition and clinical decision support designed in the form of a telemedical system can perform specialized screening tests of dermatoglyphic data delivered from medical centers that do not employ anthropologists. The data is collected in a non-invasive manner using touch scanners or specialized cameras and then sent to a distant server that is running the telemedical system via the Internet. The uploaded data is then subject to a detailed analysis whose aim is the extraction of features from the collection of images on the basis of which the classification of the case is carried out. It should be emphasized that it is possible to implement and use the designed system with the use of the existing IT infrastructure of local hospitals.

The design of the system involves the following information processing scheme:

1. The analysis of texts containing specialized field knowledge in the form of natural language sentences, arithmetic expressions and arithmetic-logic relations leads to the formulation of conditions which are basis for the conclusion.
2. The synthesis of partial information contained in the digitally stored image leads to the generation of features that represent characteristic image patterns.

As a result of the proposed scheme application a set of rules for the expert system is obtained, on the basis of which the probability of the occurrence of a genetic disorder in infants is determined. The calculation of the values of premises for the expert system is realized through the determination of the classes of the analyzed patterns of particular dermatoglyphic areas and through the assessment of other features of dermatoglyphs. The values of the conclusions of the expert system that was built on the basis of a text analysis allow for the qualification of the medical case to the group of healthy infants or to the group of infants with a genetic disorder. Undertaking the research topic results from the difficulty in the direct access to the screening tests that are carried out by an anthropology specialist. The proposed decision support system allowing for remote access to these tests overcomes limitations that result from the shortage of employment of specialists in small medical centers. Therefore it brings a new substantial value into social life and helps in the task of improving the accessibility to specialized medical services. It is assumed that the application of the system will improve the effectiveness of the treatment, i.e. the number of complications due to improper treatment of infants with certain genetic defects will decrease and thus the costs of the treatment and the length of hospital care will also decrease. The authors believe that the system will prove particularly useful as a support system for doctors working in small hospitals which do not employ anthropologists and as an automatic system for screening tests of infants performed on a large scale. The device for the analysis of dermatoglyphs will consist of an average desktop computer with a touch scanner or a digital camera attached to it. Depending on the computing capabilities of the workstation, it can serve as an independent unit performing diagnosis or as a terminal used for the acquisition of and for sending data over the Internet and for displaying the results of the analysis.

III. DESIGN OF THE MEDICAL DECISION SUPPORT SYSTEM

The project of the decision support system is of interdisciplinary character as it combines the achievements of modern sciences in the fields of computational intelligence, digital image processing, pattern recognition and the design of expert systems containing medical knowledge. The design proposed by the author assumes the modular architecture of the diagnostic system. Based on the design of dermatoglyphic nomograms [4] the system consists of four main modules. One may distinguish three modules that realize the pattern recognition of medical images. Another superior module in the form of an expert system generates diagnosis on the basis of recognition results that come from pattern recognition modules.

The role of the first of the pattern recognition modules is the classification of fingerprints. Fingerprint classification is one of the fundamental tasks of dermatoglyphic analysis. Several methods of fingerprint classification have been proposed in scientific literature and are used for a variety of applications relating to the analysis of fingerprints [2]. The classification method used in the dermatoglyphic analysis is called Henry’s classification method after the name of the originator of this method. It distinguishes between the following five classes of fingerprint patterns: left loop (LL), right loop (RL), whorl (W), plain arch (A) and tented arch (TA) Fig. 1.

The second module performs the classification of patterns of the hallucal area of the sole. A classification scheme of hallucal area patterns includes the following classes: large distal loop (LDL), small distal loop (SDL), tibial arch (TA), whorl (W), and tibial loop (TL) Fig. 2.

Both pattern recognition modules employ the image pro-
cessing algorithms for the segmentation of the background and contrast enhancement of the analyzed images. An important element of enhancement of the local ridge structures of dermatoglyphs is the application of contextual image filtration, which is realized by STFT algorithm [1]. In the classification process, the features extracted from the enhanced images represent the unique properties of the patterns contained within the images. The features used by the classification modules are local ridge flow directions of dermatoglyphic patterns. The classification is accomplished by an ensemble of SVM classifiers that make use of the RBF kernel functions in the learning process and that are trained with the use of the one vs. one voting scheme. Both classification modules recognize the patterns of appropriate dermatoglyphic areas with 90% accuracy ratio.

The third pattern recognition module is used to determine the ATD angle of the right palm print Fig. 3. The value of this angle is determined by the location of digital triradii A and D and the axial triradius t. A reliable and accurate identification of the location of the characteristic points is a complex issue, therefore the algorithm devised for finding these points uses two independent local image descriptors calculated in different ways. The first of these descriptors is an improved variant of the Poincare index [7] that is determined from the ridge flow directions map calculated by the algorithm based on the image pyramid decomposition and PCA [3]. The second of the determined descriptors is a local coherence map calculated from the image texture. For each point of the image containing the analyzed pattern, the values of eigenvectors which create the coherence map are calculated. Eigenvectors are calculated from the confusion matrix that contains the values determined for each image pixel with the use of multiplication of a local image segment centered in pixel (i,j) and the combination of two dimensional Gauss-Hermite moments [7]. The information in the form of the Poincare index and the information in the form of a coherence map are compared for all pixels of the image that contains the dermatoglyphic pattern. The points of the image in which the values of both of these descriptors simultaneously indicate the occurrence of a characteristic point are considered to be the true characteristic points.

The fourth module implemented as an expert system is superior to the modules that carry out the pattern recognition tasks. On the basis of the recognition results that come from pattern recognition modules this module carries out an automatic diagnosis which determines the qualification of the infant to a group of healthy children or to a group of children with Down’s syndrome. The basis of the design of an expert system is a dermatoglyphic nomogram. The dermatogram was created on the basis of statistical test results. The statistical test allowed for selecting, from the group of all known dermatoglyphic features that indicate the presence of a genetic disorder, the four most significant features on the basis of which a credible diagnosing of the likelihood of the presence of Down’s syndrome in newborns is possible [4].

The premises in the rules of an expert system are the recognized types of patterns of the dermatoglyphic areas that contain the four significant features which are: pattern types of index fingers of the left and right hand, pattern type of the hallucal area of the right sole, value of the ATD angle of the right palm. The conclusions of the expert system are diagnostic values determined for diagnostic criterions of the dermatogram that result from the types of dermatoglyphic patterns and from the value of the ATD angle. A combination of these diagnostic criteria values determines the value of the dermatogram diagnostic score and the fact of Down’s syndrome occurrence in the newly-born. For the dermatogram 125 possible combinations of patterns exist, which corresponds to the same number of expert system rules.

Table 1 presents a set of premises and diagnosis results for the rules that correspond to the combination of the recognition of the left and right hand index fingerprints patterns UL - UL (denoting the left loop pattern type on the index finger of the left hand and the right loop pattern type on the index finger of the right hand) and all the possible combinations of the hallucal area of the sole pattern types and the ranges of the ATD angle values.

IV. RESULTS

In the course of the research carried out, components of the system have been designed and implemented. The system will allow for an automatic diagnosis of the occurrence of genetic disorders in infants on the basis of sets of dermatoglyphic images. The system has a modular design. The implementation of the system required the application of numerous computer technologies. The modules responsible for carrying out image processing, feature extraction and pattern recognition tasks
TABLE I
A PARTIAL SET OF EXPERT SYSTEM RULES FOR THE EXAMPLE COMBINATION OF DERMATOGLYPHIC PATTERNS

<table>
<thead>
<tr>
<th>Combination</th>
<th>Right Index Finger</th>
<th>Left Index Finger</th>
<th>Right Hallucal Area</th>
<th>Right ATD Angle</th>
<th>Diagnostic Line Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>UL</td>
<td>UL</td>
<td>LDL</td>
<td>(15;58)</td>
<td>Normal</td>
</tr>
<tr>
<td></td>
<td>UL</td>
<td>UL</td>
<td>LDL</td>
<td>(88;120)</td>
<td>Down</td>
</tr>
<tr>
<td>2</td>
<td>UL</td>
<td>UL</td>
<td>Other</td>
<td>(15;34)</td>
<td>Normal</td>
</tr>
<tr>
<td></td>
<td>UL</td>
<td>UL</td>
<td>Other</td>
<td>(37;88)</td>
<td>Normal</td>
</tr>
<tr>
<td></td>
<td>UL</td>
<td>UL</td>
<td>Other</td>
<td>(88;120)</td>
<td>Down</td>
</tr>
<tr>
<td>3</td>
<td>UL</td>
<td>UL</td>
<td>SDL</td>
<td>(15;58)</td>
<td>Normal</td>
</tr>
<tr>
<td></td>
<td>UL</td>
<td>UL</td>
<td>SDL</td>
<td>(88;120)</td>
<td>Down</td>
</tr>
<tr>
<td>4</td>
<td>UL</td>
<td>UL</td>
<td>ThA</td>
<td>(15;31)</td>
<td>Normal</td>
</tr>
<tr>
<td></td>
<td>UL</td>
<td>UL</td>
<td>ThA</td>
<td>(31;120)</td>
<td>Down</td>
</tr>
<tr>
<td>5</td>
<td>UL</td>
<td>UL</td>
<td>W or FL</td>
<td>(15;34)</td>
<td>Normal</td>
</tr>
<tr>
<td></td>
<td>UL</td>
<td>UL</td>
<td>W or FL</td>
<td>(34;85)</td>
<td>NN</td>
</tr>
<tr>
<td></td>
<td>UL</td>
<td>UL</td>
<td>W or FL</td>
<td>(85;120)</td>
<td>Down</td>
</tr>
</tbody>
</table>

have been implemented with the use of the Matlab and C languages. The database containing dermatoglyphs was designed and implemented with the PostgreSQL database management system. In the database, collections of images are stored along with their descriptions. The diagnostic module in the form of an expert system has been implemented in the Prolog language. The analysis of the collection of images realized by pattern recognition modules allows for the classification of fingerprint patterns [5], for the classification of the hallucal area of the sole patterns [6] and the determination of the value of the ATD angle of the palm print. The outcomes of the classifications and image features calculations are passed to the set of rules of the expert system which on their basis calculates the value of the diagnostic score that determines to which of the three groups the diagnosed infant belongs: healthy infants, infants with Down’s syndrome, or infants for whom the value of the diagnostic index does not give a clear answer as to the occurrence of a genetic disorder. The client application implemented in the project is equipped with typical useful capabilities such as enabling users to search and view data. It also provides scientific capabilities allowing for the following: sending requests to the decision support server to perform a dermatoglyphic analysis, the visualization of analysis outcomes in a numerical form and the visualization of the diagnosis results, generated by the explanation facilities of the expert system module in the form of a text description.

V. SUMMARY

The paper presents the architecture of the medical decision support system for the diagnosis of Down’s syndrome in infants on the basis of collections of images. The results of the research on the system have reached a high level of advancement. From the technical standpoint, the modules responsible for the pattern classification of the fingerprint and hallucal area of the sole impressions were accomplished. A procedure for the calculation of the ATD angle of the palm has been proposed and implemented. A decision module that determines the diagnostic index value on the basis of the results passed from pattern recognition and image parameters analysis modules has also been implemented. The intention of the authors is an implementation of the system in a form that is useful for public institutions (hospitals, health care institutions, etc.) and for medical universities that use the advisory nature of the diagnostic system to assist in the education of medical students. A client application will be installed in dedicated terminals as a tool that supports the process of infants’ diagnosis. A stand-alone application designed for personal computers, having the functionality of the above-mentioned application, is also planned. This software will serve the public as a free to use assistance for those interested in performing a stand-alone diagnosis. After a full implementation of the system, its further development is assumed depending on the degree of extension of the dermatoglyphic database used as a knowledge base. The users of the system (medical doctors, other medical personnel) will be encouraged to upload the data collected in their daily work to the database and thus improve its efficiency and thereby contribute to the development of the system.
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Abstract—This paper describes a neural system which helps to make the current investment decisions. Some well known financial indicators usually considered by investors are inputs of the system. The basic problem is to select appropriately the indicators which would give the best predictor. Two methods are used and compared: the combination method and the correlation method. To analyze the problem daily quotations of companies included in the Warsaw Stock Exchange Index (WIG20) are used.
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I. INTRODUCTION

NEURAL networks [5] are universal approximators [6]. It means that a network with at least one hidden layer is capable of approximating any nonlinear smooth function to an arbitrary accuracy (provided that the number of hidden units is sufficient enough). Multilayer perceptron neural networks are most common. As the practical experience indicates, they can be successfully used in numerous application, including e.g.: pattern recognition [1], [12], numerical methods [2], biomedical engineering [7], optimization [9], fault diagnosis [8], robotics [11], load forecasting in a power system [13] and control algorithms [14], [15]. Neural network can be also used in financial forecasting [4], [16]. Usually, a stock exchange time-series model is trained the role of which is to predict the future price of shares. Although such a “black-box” approach is commonly used in system identification but it is completely different from the classical technical analysis methods [3], [10] popular in banks and in the financial community. In this work neural networks are used for developing an investment strategy. Unlike “black-box” approaches some technical analysis indicators are used as inputs of the system. Investors often consider those indicators before making decisions because they have intuitive interpretation. Because there are various indicators used in the technical analysis, the basic problem to solve is to select the indicators which would give the best predictor.

II. DESCRIPTION OF THE PROBLEM

One of the very interesting investment strategies is based on stock quotes. In some periods the stock quotes stabilize for some time and share price fluctuations are very small. Such a time period is named stagnation. It is not difficult to find such periods on the price chart because the value of the shares should be analyzed from the last 4 weeks (20 market days). From observations of the stock quotes it can be observed that they appear immediately after a period of stagnation followed by a sharp change in the value of shares (either upward or downward). The investment strategies frequently used by investors use the popular technical analysis indicators. The “buy”, “sell” and “hold” decisions are made taking into account the values and behavior of selected indicators in periods of stagnation points of interest.

In this paper the investment strategy shortly described above leads to developing a neural network which would be able to serve as the decision support systems. The neural network uses the information represented by the classical technical indicators well understand by the investors. The objective of the neural network is to answer the question whether or not the investor should invest. To analyze the problem daily quotations of the last 10 years of the biggest 20 companies included in the Warsaw Stock Exchange Index (WIG20) are used. This choice was made due to the fact that the stock market of WIG20 is the most liquid, it allows for greater investment in less time.

For determination of important points associated with finding periods of stagnation of stock prices a time window of variable width of 20 days is used, which measures changes in the average value of the shares. It is assumed that the interesting point is when the change in value of the shares is greater than the average change in the time window, while the previous two trading points are characterized by below-average volatility of the window.

Fig. 1 shows the interesting points on the background of the graph of a company’s share price. It can be observed that in the periods prior to the occurrence of these points there are periods of stagnation of stock prices, and in the near future from the important points share price rises or falls rapidly.

III. THE NEURAL PREDICTOR

The set of all points of interest is divided in half: the first part is the training data set for the neural network, the second part is the test data set.

From an analysis of all the points of interest it can be concluded that 93% of those points actually lie before significant changes of stock prices. The interesting points that lie before increases in the shares of companies described as positive points, but those points, followed by the decline in stock prices described as negative points. The analysis of points of interest is shown in Table I.
While analyzing data from a set of points of interest one can identify a strategy that conventionally is called “the trivial strategy”. It is based on the fact that if the investor finds an interesting point, he or she invests. The percentage of all positive points in the set of all points of interest is 52.73%. It means that if the investor uses any signal of an interesting situations to invest in the stock market, in 52.73% of such situations he or she would be successful.

It can be argued that “the trivial strategy” is “buy” and “hold”. However, the art of investing in the stock market, which is characterized by quickly transfer money between investments so that the whole time money is working in an optimal way.

The task of the intelligent investor and the proposed neural decision support system is to analyze the points of interest, reject the situations that lead to losses, and recognize those that generate profit. In order to analyze the problem considered in the article it is necessary to answer the following questions:

1) Do the indicators proposed by the investors carry the necessary information that allows the choice of the positive points?
2) Are all the indicators proposed by the investors required to make the correct decision?
3) Is it possible to construct a computerized system of investment, which would give the results much better than the trivial strategy?

IV. CREATING A NEURAL NETWORK

A multi-layer perceptron neural network with nonlinear (tanh) hidden neurons and one linear output neuron is used for modeling. Due to the fact that the study is based on finding the correct classification of investment situation, in the output layer of neural network one linear neuron is used. When the network output gives a positive value, the investment situation is recognized as opportunity and the system suggests to invest. When the network output gives a negative value, the system recommends to omit the investment. The linear output neuron is chosen, because it can show general suggestion of investing or omitting the investment, but also magnitude of this signal can tell the investor if this investment situation is clear or it is difficult to take a decision. When the system gives a positive value, this value is close to 0, the investor should be aware of the increased risk of this particular investment. On the other hand, when there is a big output value, it may suggest that the investment situation is clear and the risk is small. The risks is understood as the number of conflicting signals from the analyzed indicators. If a large majority of indicators generates the same signal, the risk of making a wrong decision is small.

The following assumptions are made:

1) All the indicators suggested by the investors are chosen as network inputs.
2) Neural network with different number of hidden nodes are trained and compared.
3) During training the network classification error is calculated for the training data set, the test data sets are used to finally choose the structure of the neural system.

The neural network are trained by means of the Levenberg-Marquardt algorithm. Initial experiments indicate that after 200 iterations of the training procedure the classification error stabilizes and further training does not bring better results. Thus, in all further experiments, the number of training iterations is 200.
Classification accuracy (percentage of hits in a good investment) for different number of hidden nodes is shown in Fig. 2. The network with 15 hidden neurons is finally chosen because it gives classification results better than the results obtained by means of all other networks (the test data set is taken into account). Smaller networks have low approximation abilities whereas bigger networks are overparameterized, they have too many parameters (weights).

The answers to the questions put above (in the previous section) require the study of the influence of the neural network inputs on the classification accuracy. Thus, the above questions are equivalent to the following:

1) Do the neural network input signals allow the classification and selection of positive points?
2) What is the number of inputs that allows the best classification and selection of positive points?
3) Does the best possible network achieves better results than the trivial strategy?

A. Technical analysis indicators used in the investment strategy

When one has a set of interesting points, the next step is to calculate the value of technical analysis indicators for the points. As recommended by investors from the Warsaw Stock Exchange, seven indicators are taken into account: the slow stochastic oscillator %K %D, the Moving Average Convergence-Divergence (MACD), the Commodity Channel Index (CCI), the Relative Strength Index (RSI), the three backward linear regression values for the 5, 10 and 15 days.

1) The slow stochastic oscillator %K %D (the 1st input):
Stochastic oscillator [3] is commonly used by traders. It tracks the relationship of each closing price to the recent high-low range. The stochastic oscillator consists of two lines: a fast line called %K and a slow line called %D. The first step is to calculate the %K from this equation:

\[ %K = \frac{C_{tod} - L_n}{H_n - L_n} \]

where \( C_{tod} \) – today’s close, \( L_n \) – the lowest point for the selected number of days, \( H_n \) – the highest point for the selected number of days, \( n \) – the number of days. The second step is to obtain %D. It is done by smoothing %K over a three-day period:

\[ %D = \frac{3\text{-day sum of } (C_{tod} - L_n)}{3\text{-day sum of } (H_n - L_n)} \times 100 \]

Fast stochastic oscillator is very sensitive to the returns on the market, but it leads to many erroneous signals. Many investors use the slow stochastic oscillator, which is less sensitive. The value of %D of fast stochastic oscillator becomes the %K of slow stochastic oscillator and is smoothed by repeating step 2 to obtain the value of %D of slow stochastic oscillator. An example slow stochastic oscillator is demonstrated in Fig. 3. The stochastic lines help identify top and bottom areas when they move above or below their reference lines. The stochastic oscillator gives its best signals when it diverges from prices.

2) Moving Average Convergence-Divergence (the 2nd input): The MACD index [3] consists of three Exponential Moving Averages (EMAs). It appears on the charts as two lines whose crossovers give trading signals. The original MACD indicator consists of two lines: a solid line (called the MACD line) and a dashed line (called the signal line). The MACD line is made up of two Exponential Moving Averages. It responds to changes in prices quickly. The signal line is made up of the MACD line smoothed with another Exponential Moving Average. It responds to changes in prices more slowly. Fig. 4 demonstrates an example MACD index. To create MACD one has to:

1) calculate a 12-day EMA of closing prices,
2) calculate a 26-day EMA of closing prices,
3) subtract the 26-day EMA from the 12-day EMA, and plot their difference as a solid line (it is the fast MACD line),
4) calculate a 9-day EMA of the fast line and plot the result as a dashed line (it is the slow Signal line).

When the fast MACD line crosses above the slow signal line, it gives the “buy signal”. When the fast line crosses below the slow line, it gives the “sell signal”.

3) Commodity Channel Index (the 3rd input): The CCI [10] is an oscillator originally developed by Donald Lambert. Since its introduction the indicator has grown in popularity and it is now a very common tool for traders to identify cyclical trends. The CCI was developed to determine overbought and oversold levels. It is done by measuring the relation between price and a moving average (MA), or, more specifically, normal deviations from that average. The value of the CCI is calculated from

\[ CCI = \frac{1}{0.015} \cdot \frac{p_t - \text{SMA}(p_t)}{\sigma(p_t)} \]

where \( p_t \) – typical price (average of the maximum price, minimum price and closing price), SMA – the arithmetic moving average, \( \sigma \) – the absolute deviation. Fig. 5 demonstrates an example CCI index.

Possible “sell” signals are:
- the CCI crosses above 100 and has started to curve downwards,
- there is bearish divergence between the CCI and the actual price movement, characterized by downward movement in the CCI while the price of the asset continues to move higher or moves sideways.

Possible “buy” signals are:
- the CCI crosses below -100 and has started to curve upwards,
- there is a bullish divergence between the CCI and the actual price movement, characterized by upward movement in the CCI while the price of the asset continues to move downward or sideways.

4) Relative Strength Index (the 4th input): The RSI index [3] measures the strength of any trading vehicle by monitoring
changes in its closing prices. It is a leading indicator, it is never a laggard. Its value is

\[ \text{RSI} = 100 - \frac{100}{1 - \text{RS}} \]

where

\[ \text{RS} = \frac{\text{average of net UP closing changes for n days}}{\text{average of net DOWN closing changes for n days}} \]

The RSI fluctuates between 0 and 100. When RSI reaches a peak and turns down, it identifies a top. When RSI falls and then turns up, it identifies a bottom. Fig. 6 demonstrates an example RSI index.

Divergences between RSI and prices give the strongest “buy” and “sell” signals. They show when the trend is weak and ready to reverse. Horizontal reference lines must cut across the highest peaks and the lowest valleys of RSI. They are often drawn at 30 and 70.

Bullish divergences give “buy” signals. They occur if prices fall to a new low but RSI makes a more shallow bottom than during its previous decline. One buys as soon as RSI turns up from its second bottom. “Buy” signals are strong if the first RSI bottom is below its lower reference line and the second bottom is above the line.

5) Backward linear regressions (the 5th, 6th and 7th inputs): The last information that investors take into account are backward linear regressions. Based on trading behavior in the recent past, investors are trying to guess the future behavior of the market. Three backward linear regressions are taken into account: 5, 10 and 15 days. Investors are interested whether these regressions indicate an increasing or a decreasing trend. The relationships between these trends suggest further course of trading stocks. Fig. 7 shows the example trends of the linear regressions of the corresponding points of interest.

One of the basic rules used by investors is to invest in accordance with the medium-term trend when the linear regressions of 15 and 10 days reference the same trend. Fig. 7 shows two interesting points, one of which meets the above condition. Linear regressions 15 and 10 days for the second point shows the different trends, so there is a signal to omit the investment.

6) Network output – 21 days forward linear regression: All the indicators describing the selected points of interest are enough for investors to make a decision to proceed with the investment or its omission. In the case of neural network modeling the given signal is used which indicates whether the situation related to the point, in fact, is an important investment.
situation (it is possible to make money on it) or not. The investment horizon is also determined by investors and its value is 21 days. The linear regression is used to check if at the relevant time horizon value of the shares is in an uptrend or not. An example of the 21 days forward linear regression is shown in Fig. 8.

V. THE CHOICE OF INPUTS OF THE NEURAL PREDICTOR

The basic problem is therefore the choice of inputs of the neural network and determination how many inputs and how their combination allows to achieve the best results. Two approaches which make it possible to choose the inputs of neural networks are discussed. Those methods were chosen to represent the exemplary approach to solve the problem, but there is a whole class of different approaches that can give different results. In the first method all possible combinations of inputs are considered, neural models are trained, compared, and finally the best model is selected which produces the best results. The second method is based on the elimination of inputs approach, which are most correlated with the rest of the inputs. The numerical results are given only for the test data set, the training data set is used only for training.

A. The combination method

Table II shows the results of the conducted experiments. It is interesting that the best results are achieved with 5 inputs of neural network, which included the stochastic oscillator %K %D, oscillator MACD, RSI index and backward regressions 5 and 10 days. The best result of the neural network for the 5 inputs is 67.42% accurate decisions on positive points. When the neural network suggests that analyzed point of interest is the negative point, the investment decision is the omission of buying the shares. Otherwise, the neural network over 67% of the time classified as a positive point of interest properly. The result is much better than the result of the trivial strategy. In the case of neural networks operating with all the inputs indicated by the investor, the result is clearly worse but still higher than the result of a trivial strategy. Therefore one can conclude that the two indices that analyze the investors, in fact, do not bring valuable information and even obscure the decision-making situation. It is likely that the CCI indicators and backward linear regression for 15 days carry conflicting information from other indicators, which makes the classifier more was wrong, when all indicators are taken as inputs.

Comparison of the results of the neural network and trivial strategy is shown in Fig. 9. It is worth noting that the neural networks of the worst matched inputs achieve results far worse than trivial strategy and is approximately 40%. It is an experimental proof that a key consideration is the choice of set of inputs, and that from the proposed inputs by investors there are combination which gives very bad results.
B. The correlation method

Although in the combination method the best result can be found, as many as 1270 neural networks are learned, which takes a lot of time.

The correlation method of selecting the inputs of the neural network consists of eliminating inputs that are most correlated with other inputs. This method is based on the belief that inputs that are correlated with each other can be removed, and the other inputs take over the role of the removed inputs. Following this rule it is sufficient to examine the correlation between all inputs, and then eliminate the ones that carry the most common information with other inputs. The optimal set of inputs for each number of inputs is given in Table III. One may conclude that the achieved results are not optimal. It should be noted, however, that the best combination of inputs determined by this method differs a little from the optimum. The process of elimination gives the best result of the neural network with 5 inputs, which corresponds to the best global result. Selection of inputs is also very similar, because only one indicator is only different.

Computing effort of the second method is much smaller than searching all possible combinations of inputs of neural networks. Fig. 10 shows the results of this method against the results of a trivial strategy. Referring to the results of
the strategy proposed by the investors one must concede that the results obtained by the method of elimination of most correlated inputs are a little better from the results when all indicators are used, as suggested by the investors.

C. Comparison of methods

To compare the two methods used for the selection of neural network inputs it is necessary to look into the results from two perspectives. First, the combination method, of course, gives the best results. The method of eliminating most correlated inputs also brings good results, but it fails to find solutions much better than the approach suggested of investors. Secondly, considering the computational burden necessary to carry out all experiments, one can see the undoubted advantage of the second approach. Both methods brought similar results, so it can be concluded that the impact on the result of the trend predictor is associated with the selection of uncorrelated inputs that carry a consistent information. Fig. 11 shows a comparison of the results of both methods.

VI. SUMMARY

This paper describes the development of the neural investment strategy system. In order to determine the best set of the model inputs the two methods are compared: the neural networks for all possible combinations of inputs can be evaluated or the elimination method can be used. The first
method makes it possible to find the best model, but is very
time consuming since as many as 1270 neural networks must
be trained. The second method is much more effective and
practically gives the neural model of the same accuracy.

It is necessary to emphasize that the discussed investment
strategy is based on both the economic knowledge and intu-
tion. The neural predictors are not entirely “black-box” time-
series models, but technical analysis indicators are used as
the input signals. The obtained experiments shows that the
selected indicators make it possible to obtain 62% of invest-
ment efficiency. When the number of indicators is reduced,
the neural system is able to realize investment decisions of
67% success rate, which indicates that the redundant indicators
could give wrong signals to investors.
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Abstract—Liver cancer is one of the major death factors in the world. Transplantation and tumor resection are two main therapies in common clinical practice. Both tasks need image assisted planning and quantitative evaluations. An efficient and effective automatic liver segmentation is required for corresponding quantitative evaluations. Computed Tomography (CT) is highly accurate for liver cancer diagnosis. Manual identification of hepatic lesions done by trained physicians is a time-consuming task and can be subjective depending on the skill, expertise and experience of the physician. Computer aided segmentation of CT images would thus be a great step forward to scientific advancement for medical purposes. The sophisticated hybrid system was proposed in this paper which is capable to segment liver from abdominal CT and detect hepatic lesions automatically. The proposed system based on two different approaches has its advantages and disadvantages in terms of applicability, suitability, performance, and computational cost [3,4].

Several studies have developed various algorithms that can be categorized on the degree of automation (fully, semi or interactive) and in two approaches: region-based or contour-based. Region-based segmentation is commonly based on intensity of neighbour pixels. While contour-based segmentation includes geometrical or statistical active shape model. Each of these approaches has its advantages and disadvantages in terms of applicability, suitability, performance, and computational cost [3,4].

Particularly, no one who did not consider above characteristics of the abdominal CT image can meet desirable results on liver segmentation. In addition, the traditional method of getting volume of the liver is to perform a by-hand 2D segmentation of parallel cross-sectional CT slices and to multiply all voxels of the stacked slices by their size while the procedure is often time consuming and non-systematic [5].

Therefore, to address the above mentioned problems, we present fully automatic liver segmentation and detection algorithms in abdominal CT images based on a hybrid approach using an adaptive threshold, morphological operators and Connected Component Labelling algorithm (CCL) to segment liver parenchyma from abdominal CT and Watershed algorithm coupled with Region Growing algorithm to extract lesions from liver parenchyma. The hybrid system is proposed to improve the segmentation performance and time consuming compared with the conventional process. The proposed approach starts with search for suitable abdominal liver CT image from DICOM file, and then this suitable image is passed to a filter to enhance and remove noise, and finally passing to segmentation algorithm to segment the whole liver then passed to hybrid segmentation system to extract hepatic lesions.
The process of segmentation is done in two phases. The first phase aimed to segment liver parenchyma from abdominal CT, this phase consist of three steps. The first step is to convert CT image into binary image using adaptive threshold that examine the intensity values of the local neighbourhood of each pixel. The second step is to apply multi-scale morphological operators to filter tissues nearby liver, to preserve the liver structure and remove the fragments of other organs. The third step is a CCL algorithm to remove small objects and false positive regions. The second phase aimed to segment and extract lesions from liver parenchyma which is segmented in first phase, in this phase integration between segmentation algorithms was applied to boost and increase the efficiency of segmentation behaviour. Marker-controller watershed algorithm was applied to cluster liver and define ROI, after liver clustered using watershed, an adaptive region growing is integrated with watershed algorithm to increase the performance and accuracy of segmentation. This system was tested on two different datasets. Good results were obtained in terms of quality and less processing time of the segmentation operation.

The remainder of this paper is ordered as follows. Section II discusses the previous work on liver segmentation. Details of the proposed methods and datasets are given in Section III. The proposed system is presented in Section IV. Section V shows the experimental results and analysis. Finally, Conclusion and future work are discussed in Section VI.

II. PREVIOUS WORK

Several researchers have focused their attention on the use of threshold to segment liver. Massoptier and Casciaro [6] used adaptive thresholding to detect livers and refined the segmentations by graph cut. Campadelli et al. [7] detected livers by using heart segmentation information and then used adaptive thresholding and morphology as an alternative to graph cut to segment livers. Masumoto et al. [8] utilized conventional thresholding in multi-phase images to delineate the liver. Rusko et al. [9] mainly used region-growing with various pre-processing and post-processing steps to segment liver. Extracting regions of interest (ROIs) requires a sharpening filter to stress the regions edges [10]. Kumar and Moni [11] proposed their thresholding and morphological operator based algorithm to segment liver from abdominal CT image slices. Susomboon et al. [12] proposed a hybrid approach consisted of intensity based partition, region-based texture classification, connected component analysis and thresholding for liver segmentation. Massieh et al. [13] proposed an automatic region growing method that incorporates fuzzy c-means clustering algorithm to find the threshold value and modified region growing algorithm to find seed point automatically. However, their approach is very time consuming. In contrast with active shape models, Seghers et al. [14] incorporated both local intensity and local shape models for liver segmentation. Wan Nural and Hans Burkhardt [15] used Integration of Morphology and Graph-based Techniques for liver segmentation. Abdalla et al. [16], proposed new combined approach level set and watershed approach for CT liver segmentation to separate the liver from other organs and obtained overall accuracy of 92%. Shweta and Sumit [17] proposed level set segmentation technique using Variational Level Set Formulation techniques without initialization with various filtering methods. It was found that maximum filter provided the best results on the samples of the segmentation of CT images.

Jeongjin et al. [18] applied two steps of seeded region growing onto level-set speed images to define liver region. Ruchaneewan et al. [19] used intensity-based partition and region-based texture to segment liver. Abdalla et al. [10] Proposed for segment and isolate the liver region of interest using a region growing segmentation approach, and achieved highest performance for contrast stretching filter.

III. MARTIALS AND METHODS

CT scanning is a diagnostic imaging procedure that uses X-rays in order to present cross-sectional images (“slices”) of the body. The proposed system will be work on two different datasets: First dataset has divided into seven categories depends on the tumour type of benign (Cyst (CY), Hemangioma (HG), Hepatic adenoma (HA), and Focal nodular hyperplasia (FNH ) ) or malignant (hepatocellular carcinoma (HCC), Cholangiocarcinoma (CC), and Metastases (MS)), each of these categories have more than fifteen patients, each patient has more than one hundred slices, and each patient has more than one phases of CT scan (arterial, delayed, portal venous, non-contrast), also this dataset has a report diagnosis for each patient. All images are in JPEG Format selected from DICOM file and have Dimensions 630 x 630 with horizontal and vertical resolution of 72 DPI and bit depth 24 bit. All CT images captured from Radiopaedia web site [19].

For the second dataset, the data is acquired on a GE Discovery ST with the breathing trace provided by a Varian RPM system, and processed by a Varian 4D workstation. Information found in series description DICOM tag [0008,103E], T=0% is end-inhale and T=50% end-exhale. Livers and liver tumours CT images are manually segmented by five expert radiologists. These datasets are provided by Dr. Kevin Cleary at the Imaging Science and Information Systems (ISIS) Center from the Georgetown University Medical Centre [20].

A. Pre-Processing

The main objective of image pre-processing is to enhance, smoothness, remove noise that caused by defects of CT scanner, improve quality and emphasizes certain features of an image so that it makes segmentation or recognition easier and more effective. Filtering is a key pre-processing technique used for various effects including contrast stretching, sharpening and smoothing. In this paper, the effective filtering techniques were evaluated and analysed to modify, smooth the image and to enhance the efficiency of proposed algorithm. Pre-processing of Liver CT’s are typically aimed at either improvement of the overall visibility of features or enhancement of a specific sign of malignancy also morphological operators.
based algorithm is sensitive to noise, for these reasons pre-
processing and filters is very important for liver images.

B. Liver segmentation methods

Segmentation of the liver and hepatic lesions from abdom-
inal CT image is difficult. Therefore, a system is developed
to extract liver and lesions automatically with sophisticated
hybrid technique. To achieve the segmentation process, the
following methods was proposed:

1) Adaptive thresholding Technique

Global thresholding, local adaptive thresholding are used
to separate the desirable foreground image objects from the
background based on the difference in pixel intensities of
each region. Global thresholding uses a fixed threshold for all
pixels in the image and therefore works only if the intensity
histogram of the input image contains neatly separated peaks
corresponding to the desired subject(s) and background(s).
Hence, it cannot deal with images containing, a strong illu-
mination gradient. Local adaptive thresholding, on the other
hand, selects an individual threshold for each pixel based on
the range of intensity values in its mean of local neighbour-
hood. This allows for thresholding of an image whose global
intensity histogram doesn’t contain distinctive peaks. Adaptive
thresholding is more sophisticated and accommodate changing
lighting conditions in the image. This approach is used for
finding the local threshold to statistically examine the intensity
values of the local neighbourhood of each pixel. This method
is simple, fast and less computationally intensive and produces
good results for CT liver images.

2) Morphological Operator-based Algorithm

A morphological processing is an obvious choice to refine
the segmentation. The main idea of morphological operators
is to detect the object forms or shapes from the images based
on a set of pre-defined structuring elements. Usually a set of
structuring elements (SE) is based on the prior knowledge,
and then some morphological operators apply structuring
elements to images [21]. Dilation and erosion are the two
main morphological processing. Dilation expands objects by
a structuring element, filling holes, and connecting disjoint
regions. Erosion deletes the small region by a structuring
element. Morphological operations based algorithm has several
advantages. First it does not need any specific initialization,
which makes it possible to design the fully-automatic algo-
rithms. Second it focuses less on the structure of the object
of interest. Therefore, it can work well on the liver whose
structure varies between different persons.

3) Connected Component Labeling algorithm (CCL)

CCL works by scanning a binary image pixel by pixel (from
top to bottom and left to right) in order to identify connected
pixel regions [22]. The result of applying an adaptive threshold
is a collection of different regions, applying morphological
operators to preserve the liver structure and remove the frag-
ments of other organs, but still some regions not interested to
be liver will be removed by post-processing approach CCL.
The largest region extracted by using CCL, it is used to label
the separate regions in CT, yielding a new labelled image. In
general, this algorithm is useful to find non-connected objects
in images.

C. Lesions segmentation methods

In this phase we used two different methods to extract le-
isons. Watershed algorithm as edge-based image Segmentation
and Region Growing (RG) algorithm as region-based image
Segmentation.

1) Watershed Algorithm

Separating lesions from liver image is one of the more
difficult processing operations. The watershed transform is
often applied to this problem. Watershed image segmentation
can be regarded as an image in three dimensions (two spatial
coordinates versus intensity). We will use three types of point
which “minimum”, “catchment basin”, and "watershed line" to
express a topographic interpretation. Watershed algorithm has
an advantage that it is fast speed. While disadvantages of this
algorithm is over-segmentation results, to solve this problem
used marker-controlled for watershed Segmentation.
The watershed marker finds "catchment basins" and "waters-
ridge lines" in an image by treating it as a surface where
light pixels are high and dark pixels are low. Segmentation
using the watershed marker works better if you can iden-
tify, or "mark," foreground objects and background locations.
Marker-controlled watershed segmentation follows this basic
procedure:

1. Use a smoothing filter to pre-process the original image,
then the action can minimize the large numbers of small spatial
details.

2. Compute a segmentation function. This is an image
whose dark regions are the objects you are trying to segment.

3. Compute foreground markers. These are connected blobs
of pixels within each of the objects.

4. Compute background markers. These are pixels that are
not part of any object.

5. Modify the segmentation function so that it only has
minima at the foreground and background marker locations.

6. Compute the watershed transform of the modified seg-
mentation function.

2) Region Growing Algorithm

The region growing (RG) algorithm is one of the simplest
region-based segmentation methods. It performs a segmenta-
tion of an image with examine the neighboring pixels of a
set of points, known as seed points, and determine whether
the pixels could be classified to the cluster of seed point or
not [22].
The advantages of this algorithm is simplest, can
correctly separate the regions of same properties, give good
shape matching of its results. The algorithm procedure is as
follows.

Step1. Start with a number of clusters and seed points which
have been identified from watershed algorithm, cluster called
C1, C2, ..., Cn. And the positions of initial seed points is set
as P1, P2, ..., Pn.

Step2. To compute the difference of pixel value of the initial
seed point pi and its neighboring points, if the difference is
smaller than the threshold criterion that define, the neighboring point could be classified into $C_i$, where $i = 1, 2, ..., n$.

Step 3. Recompute the boundary of $C_i$ and set those boundary points as new seed points $p_i(s)$. In addition, the mean pixel values of $C_i$ have to be recomputed, respectively.

Step 4. Repeat Step 2 and 3 until all pixels in image have been allocated to a suitable cluster.

The mean drawback of RG is initial seed-points. The initial seed-points problem means the different sets of initial seed points cause different segmentation results. This problem reduces the stability of segmentation results from the same image. Furthermore, how many seed points should be initially decided is an important issue because various images have individually suitable segmentation number. These problems will be handled in this paper by integrated RG with watershed algorithm.

IV. PROPOSED SYSTEM

The proposed fully automatic technique and methods to segment liver structure and lesions from abdominal CT divided into two phases liver structure segmentation and lesions segmentation. The first phase of liver parenchyma segmentation from abdominal CT is comprised of five fundamental building steps as seen in Figure 1. The first step searches for suitable slices in CT DICOM file because liver intensity distribution is different between slices. Liver parenchyma is the largest abdominal object in middle slices. These slices are suitable for segmentation and give high accuracy.

Pre-processing step: In this step pre-processing algorithm is used before the segmentation phase to enhance contrast, remove noise and emphasize certain features that affect segmentation algorithms and morphology operators.

Adaptive threshold step: In this step CT image is converted into binary image using adaptive threshold method that examines the intensity values of the local neighborhood of each pixel.

Morphological Operators step: After the CT image is converted into binary image using adaptive threshold, morphological operators will be applied to filter tissues nearby liver, to preserve the liver structure and remove the fragments of other organs.

Connected Component Labeling phase: CCL algorithm is used to remove small objects, false positive regions and focused on liver parenchyma.

The second phase of liver lesions segmentation and extraction aimed to integrate between watershed algorithm and RG to boost and increase the performance of segmentation. Watershed used to segment liver into different regions and solving the problem of over-segmentation using watershed marker. RG used to improve watershed segmentation using the clusters and centroid point for each cluster in watershed as seed point for RG.

V. EXPERIMENTAL RESULTS

Hybrid system was used to segment liver structure from abdominal CT. The reason to do these hybrid methods was that each method as such has problems, which the other method does not have. The proposed hybrid system divided into two phases. In the first phase suitable abdominal CT slice image of a patient with liver lesions was selected from DICOM file. Liver parenchyma is the largest abdominal object in middle slices as shown in Figure 2(a). Pre-processing median filter is used to enhance, remove noise and emphasize certain features that affect segmentation algorithms and morphology operators with 3x3 window as shown in Figure 2(b). After pre-processing stage, the hybrid segmentation based on adaptive threshold algorithm is applied on enhanced abdominal CT as shown in Figure 2(c). The adaptive threshold used the mean of the local intensity distribution to decide whether a pixel belongs to an organ of interest based on its neighboring features. Output is a binary image with the mean of local threshold. This mean of the local area is not suitable as a threshold, because the range of intensity values within a local neighborhood is very small and their mean is close to the value of the center pixel. The quality of adaptive threshold was improved by using static coefficient factor for all slices to increase performance. This method is simple, fast, less computationally intensive and produces good results for all slices.

After applying adaptive threshold, the morphological erosion and dilation operator with the shape and size of structuring element (SE) was used to shrink and remove small regions and extract liver from abdominal CT as shown in Figure 2(d). The experimental results show that the best shape
Table I

<table>
<thead>
<tr>
<th>Author</th>
<th>Year</th>
<th>Patients</th>
<th>Slices</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jeongjin et al. [18]</td>
<td>2007</td>
<td>20</td>
<td>—</td>
<td>0.70</td>
</tr>
<tr>
<td>Ruchaneewan et al. [12]</td>
<td>2007</td>
<td>20</td>
<td>30</td>
<td>0.86</td>
</tr>
<tr>
<td>Toshiyuki et al. [23]</td>
<td>2008</td>
<td>28</td>
<td>159</td>
<td>0.89</td>
</tr>
<tr>
<td>Abdalla et al. [10]</td>
<td>2012</td>
<td>—</td>
<td>26</td>
<td>0.84</td>
</tr>
<tr>
<td>Abdalla Z. et al. [16]</td>
<td>2012</td>
<td>4</td>
<td>27</td>
<td>0.92</td>
</tr>
<tr>
<td>Proposed</td>
<td>2013</td>
<td>112</td>
<td>860</td>
<td>0.93</td>
</tr>
</tbody>
</table>

Fig. 2. Results liver segmentation on different patient’s slices, a) The original suitable Slice, b) pre-processing median filter, c) Automatic adaptive threshold for each slice, d) Operators Dilation and erosion Morphology, e) The final results for ROI selected by CCL.

Fig. 3. Results of lesions segmentation, a) Watershed over-segmentation result, b) Internal Markers, c) External Markers, d) Modified watershed, e) Output watershed segmentation, f) Automatic seeded point for RG, g) Final result from RG segmentation.

Fig. 4. Segmentation accuracy of livers with hepatic lesions

Fig. 5. Segmentation accuracy of abdominal CT phases for hepatic lesions

is diamond with SE size value 4. The shape and size of SE is decided after analyzing many Liver CT’s. After applying morphological operators, post-processing CCL is applied on adaptive threshold with 8-connected objects to search for the largest connected region, remove false positive regions and focus on the ROI as shown in Figure 2(e).

In the second phase, after liver parenchyma segmentation passed to watershed to segment liver into distinct regions. Watershed approach combines the edge detection and region growing approaches, producing more stable results and connected boundaries. The main idea in watershed approach is to check whether one point belongs to one minimal, then it merges the point to it. Otherwise, the pixel is considered a boundary between the two minimal. This is done in a binary image using the morphological dilation. A huge number of potential minima of small objects in an image lead to over-segmenting problem. A smoothing filter should be used to eliminate that huge number. The simulation result of this algorithm has an advantage that it is fast speed. At the same time, it has a critical over-segmented problem, to solve this problem we use internal and external marker control to segment objects with closed contours, expressing the boundaries as ridges. Then pass this segmented liver to RG. The RG algorithm is used to improve watershed segmentation using the centroid point for each segmented region from watershed as seed point for RG. The region growing method had basically three problems, the rugged border, seeded point very difficult to assign it automatically for ROI and the leakage problem, but when combined with watershed gives accurate results as shown in Figure 3. The performance and accuracy of the proposed system was evaluated by Similarity Index technique (SI) between automated segmented images and manual segmented images.

The proposed hybrid system applied on 112 patients from different datasets with different hepatic lesions. The overall accuracy obtained is 0.93 for livers segmentation, and the proposed system applied on 860 abdominal CT slices achieved overall accuracy result 0.90. The proposed approach also gives acceptable accuracy of livers segmented with hepatic lesions are 0.94, 0.91, 0.91, 0.93, 0.95, 0.90, and 0.94 for CC, CY, FNH, HG, HA, HCC, and MS respectively as shown in Figure 4. In Figure 5, the proposed system also measures the segmentation accuracy of abdominal CT phases (arterial, delayed, portal venous, and non-contrast) for hepatic lesions. The better segmentation accuracy was achieved in portal venous phase, while arterial phase gives non accurate results in Hepatocellular Carcinoma. This is because the nature of livers tissue which are ambiguous in this phase.

Comparing the results of proposed system with other previous work on CT liver segmentation from abdominal CT as shown in Table 1. The proposed approach is fast, precise, robust and provides good quality results and there is no meaningful loss of information, which could segment liver and extract lesions from abdominal CT in less than 0.15 s/slice.
when implemented in Matlab on PC Intel Core I5, 2.5GHz with 4GBytes of RAM.

VI. CONCLUSION AND FUTURE WORK

The presented system for segmentation and liver lesions extraction is able to reliably segment and extract the lesions in the used patient database. Liver segmentation is a complicated process which consists of many steps for segmentation process. Integration between edge-based segmentation and region-based segmentation methods give more reliable and trust segmentation. The experimental results show that it is a robust proposed algorithm and obtained 93% of good extraction for liver from abdominal CT.

In conclusion, our results suggest that ensemble segmentation is effective in segmentation of livers and liver lesions, boosting and increasing the performance of weak segmentation processes.

In future work, we plan to assess the performance using a large dataset to evaluate generalization performance of the algorithm that includes a number of parameters in the feature measurement process, which means it might sensitive to size and characteristics of lesions.
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Abstract—The diabetic retinopathy disease spreads diabetes on the retina vessels thus they lose blood supply that causes blindness in short time, so early detection of diabetes prevents blindness in more than 50\% of cases. The early detection can be achieved by automatic segmentation of retinal blood vessels in retinal images which is a two-class classification problem. This paper proposes two improvements in previous approach uses ant colony system for automatic segmentation of retinal blood vessels. The first improvement is done by adding new discriminant feature to the features pool used in classification. The second improvement is done by applying new heuristic function based on probability theory in the ant colony system instead of the old that based on Euclidean distance used before. The results of improvements are promising when applying the improved approach on STARE database of retinal images.

I. INTRODUCTION

THE DIABETIC retinopathy is the most common cause of blindness worldwide since the blindness occurs as a result of retina death due to loss of blood supply by the widely spread diabetes on it [1]. The blindness brings significant costs both to individual and society. There are two types of diabetic retinopathy; the first type is the non-proliferative diabetic retinopathy where the capillaries of retina swell and interfere with normal vision. The second type is the proliferative diabetic retinopathy where the capillaries of retina shut down. In both types, the diabetic retinopathy usually leads to retina revascularization [2]. So the segmentation of blood vessels in retinal images is an important step in treatment of diabetic retinopathy. Also there are many other diseases are often diagnosed based on their changes on reflectivity, bifurcations and tortuosity of retinal blood vessels such as hypertension [3]. Retinal blood vessels segmentation is also the core stage in automated registration of two retinal blood vessels images of a certain patient to follow and diagnose his disease progress at different times [4]. The retinal blood vessels segmentation is a classification problem where each pixel in the field of view of retinal image is classified as vessel-like or non-vessel. The manual segmentation of retinal blood vessels is a long and tedious task which also requires training and skill. So, for the last two decades, the automated retinal blood vessels segmentation attracts a lot of research in the medical image processing area since it’s the critical component of circulatory blood vessel analysis systems [5]. The Reliable automated retinal vessel extraction encounters several challenges [6]: “(1) The blood vessels have a wide range of widths from very large (15 pixels) to very small (3 pixels) and diffident bifurcations. (2) Various structures appear in retinal image, including the optic disc, fovea, exudates and pigment epithelium changes, which severely disrupt the automatic vessel extraction. (3) The narrow vessels with various local surroundings may appear as some elongated and disjoint spots, which are usually lost. (4) The vessels intensity contrast is weak and variant and the small vessels especially are overwhelmed by Gaussian-like noises”.

This paper proposes two improvements of the previous approach [7] used for automatic segmentation of blood vessels in retinal images based on the ant colony system (ACS) [8]. The improvements are performed in two ways, first adding new discriminant feature to the features pool to be consisted of fifteen features and second applying new heuristic function in ACS. The features pool consists of features that are simple, fast in computation, needn’t to be computed at multiple scales or orientations and highly discriminate between vessels and background in retinal images [9]. These features are based on gray-level of the green image of retina, gray-level of computed vessels-enhanced image and Hu moment-invariants [10]. Since the large number of computed features increases the classification complexity, time and reduces its accuracy, so feature selection is an essential step for successful classification because it removes irrelevant features and achieves less complex, more accurate and faster classification. In this paper, the correlation based feature selection heuristic (CFS) [11] is used and it reduced the features set from fifteen to the best four features set. The performance of this improved approach is evaluated on a publicly available STARE database of retinal images [12] for scientific research in terms of the sensitivity, specificity and accuracy. Thus it’s the first paper that tests ACS performance on STARE database. The rest of this paper is organized as follows: Section II surveys the previous popular related work. Section III presents scientific background on
the used features, CFS and ACS. Section IV presents the proposed approach and its improvements. In section V, there are experimental results. Finally in Section VI, conclusions and directions for future research are presented.

II. RELATED WORK

The automatic segmentation methods of retinal blood vessels are categorized into supervised and unsupervised. In this section, short survey of popular retinal blood vessels segmentation methods from two categories is presented. This short survey shows how these methods were developed in the last two decades. For the supervised methods, they depend on pixel classification into vessel class or non vessel class using a classifier previously trained on manually-labelled samples by ophthalmologists from two classes. So these methods depend on pre-classified data which mayn’t be available in real life applications. Also there are significant differences between ophthalmologists themselves in delineation of blood vessels. The training makes these methods give better performance than unsupervised methods especially in healthy images. Staal et al. [13] used KNN-classifier with 27-D feature vector based on ridges information. Their method depends on extracting ridges in the image, forming line elements from ridges, assigning each pixel to nearest line to partition image into patches and computing features vector of each pixel based on its line and patch attributes. Then the feature vector reduced to those result in best class separability by sequential forward selection algorithm. Ricci and Pefetti [14] used 3-D feature vector consists of the inverted gray-level of green color plus the two maximum responses of two orthogonal line detectors rotated in twelve angles and their classifier was the support vector machine (SVM). Marin et al. [9] used 7-D feature vector consists of five features encode gray-level variation between pixel and its surroundings plus other two features based on Hu moment-invariants and their classifier was the neural network (NN). Fraz et al. [15] used 9-D feature vector consists of the inverted gray-level of green color, the sum of gradient orientation maps at three scales, sum of tophat transform responses in eight directions using linear structure element, the two maximum responses of two orthogonal line detectors rotated in twelve angles and the four maximum responses of Gabor filter rotated in ten angles at four scales. They used an ensemble classifier from two-hundred bagged and boosted decision trees.

For the unsupervised methods, they are classified into methods based on mathematical morphology, vessel tracking, matched filter, bio-inspired algorithms and active contour. For the methods based on mathematical morphology, they utilize the fact that retinal vessels have morphology of connected piecewise linear segments. The top-hat morphological transformation is widely used in blood vessels segmentation since it estimates the background of retinal image using morphological opening operation and the retinal vessels are better enhanced when subtracting this estimated background from original image. The advantages of mathematical morphology are the speed and noise resistance but its drawback is that it doesn’t exploit the known shape of retinal vessel cross-section. Miri and Mahloujifar [16] used the fast discrete Curvelet transform (FDCT) for contrast enhancement and multi-structure morphological transformation for detection of retinal vessels edges. The false positive detections are pruned by morphological opening by reconstruction and length filtering. Fraz et al. [17] extracted the centerlines of retinal vessels using first-order derivative of Gaussian (FODOG) filter rotated in four orientations to detect retinal vessels in all directions. Then the shape and orientation maps of the retinal vessels are produced by applying morphological top-hat transform with linear structuring element at eight directions to emphasis vessels in all possible orientations followed by morphological bit plane slicing of gray-level image. The final vessels tree is reconstructed using detected centrelines and maps of shape and orientation.

For the methods based on vessel tracking, they work at single retinal vessel rather than entire retinal vasculature. Starting with initial set of pixels as seeds that are selected automatically or manually labelled, the trace of a vessel is done based on pixels local information by selecting the next candidate pixel in the retinal vessel from set of pixels that are closed to current pixel under consideration. The main advantage of these methods is providing information about single vessel such as its width, connectivity and branching. Their drawback is the need for good initial set of pixels to trace all retinal vessels or they may be missed especially at bifurcations and crossings. Kelvin et al. [18] initially determine sparse seed points along the vessel boundary and found the optimal contours connecting these points using Dijkstras algorithm. After that, they used cost function incorporates Frangis multiscale vesselness measure, vessel direction consistency, the edge evidence and the spatial and radius smoothness constraints into conventional LiveWire framework to efficiently compute optimal vessels medial axes. Delibasis et al. [19] initialized the seeds pixels for vessel tracking using a multiscale vesselness filter and picked a random non-zero pixel as a seed. They utilize a parametric model that exploits the geometric properties of retinal vessel composed of a “stripe” and they defined a measure of match (MoM) which quantifies the similarity between the model and the given image. The vessel tracking is done by identifying the best matching strip with the vessel by using the seed point, strip orientation, strip width and the MoM. This method actively seeks vessel bifurcation, without user intervention.

For the methods based on matched filter, the matched filter is 2-D kernel convolved with the image to search for three features of retinal vessel in the image at unknown position and orientation. These features should be considered when designing a matched filter; (1) intensity profile of cross-section of a retinal vessel is approximated by Gaussian curve so the matched filter has Gaussian profile. (2) The retinal vessel has little curvature so it can be approximated by piecewise linear segments. (3) The retinal vessel diameter decrease as it moves outward from the optic disk. The kernel is rotated in multiple orientations to detect the all vessels in all directions so it takes more computation overhead. The response of matched filter is
high with retinal vessels that have the same standard deviation of Gaussian function modelled by matched filter so it may miss retinal vessels that have different profiles. The illumination variation in background and presence of pathologies increases false positive detections resulted by the matched filter. Al-Rawi et al. [20] applied exhaustive search based optimization on DRIVE retinal image database [13] to find optimal values of matched filter parameters such as size, standard deviation and threshold. Zhang et al. [21] extended the matched filter by using two kernels; one based on Gaussian and another based on first derivative of Gaussian (FODOG) to filter out false positive detections resulted by matched filter such as non vessel edges which has high responses to both kernels while vessels has high responses only to the basic Gaussian-profiled matched filter.

For the methods based on bio-inspired algorithms, little work was done used ACS. Cinsdikici and Aydin [22] fused the results of ACS and matched filter using OR operator to construct the final segmentation result. Hooshyar and Khayati [23] used fuzzy ACS where the maximum eigenvalue of Hessian matrix at multiple scales and the maximum response of Gabor filter at multiple orientations are the features of each pixel. Asad et al. [7] used ACS standalone where the features of each pixel are simple because they are based on gray-level variations between it and its surroundings in green color of retinal image and the known Hu moment-invariants. These features don’t need to be computed at multiple scales or orientations, so they are fast on computation.

For methods based on active contour, the active contour (snake) is initialized curve moves on the image under internal forces by the curve itself and external forces by the image data. Both types of forces are defined so that the snake fits to a desired feature in the image. The external forces are defined by a human user or supervising process. The active contour are used in edge detection, shape recognition and object tracking. The advantage of active contour for example in shape recognition is that it’s independent and self-adapting so it conforms to any shape but its drawback is that it needs to be initialized close to the search target to avoid local minima. Espona et al. [24] initially mapped vessel creases using the multilevel set extrinsic curvature based on structure tensor. Next tracing of the optic nerve circumference is performed to initialize an active contour at the intersection of vessel creases with this circumference. The active contour is deformed influenced by external forces of vessel creases. Al-Diri et al. [25] initially used tramline filter to segment some pixels of likely vessel centerline then the segment growing algorithm initialized multiple vessels segments from these segmented pixels using pairs of active contours. The twins active contours conformed to vessels edges while the bifurcations and crossings are extended using the junction resolution algorithm.

A. Features

The features pool consists of the gray-level of green channel of RGB retinal image (green), group of five features based on the green gray-level (f1, f2, f3, f4, f5), group of eight features based on Hu moment-invariants (Hu1, Hu2, Hu3, Hu4, Hu5, Hu6, Hu7, Hu8) and the gray-level of the vessels-enhanced image (Ive) [7]. Most of the vessels segmentation approaches extract and use the green color image of RGB retinal image for further processing since it has the best contrast between vessels and background so it’s taken as feature. The five gray-level based features group is presented by Marin et al. [9] and its features describe the gray-level variation between vessel pixel and its surrounding. The Hu moment-invariants are best shape descriptors which are invariant to translation, scale and rotation change. So they are used by the second group of eight features to describe vessels have variant widths and angles. The vessels-enhanced image [9] is better enhancing blood vessels while removing the bright retinal structures as optic disc and exudates, so it’s used for computing the group of eight Hu moment invariants based features and its grayscale (Ive) is the new added feature to the previous features pool as first improvement. These features are simple, better discriminate between vessel and non-vessel classes and needn’t be computed at multiple scales or orientations. The features computation is more detailed in [7].

B. Correlation Based Feature Selection Heuristic

It’s a heuristic approach for evaluating the worth or merit of a subset of features [11]. The main premise behind this selection method is that the features that are most effective for classification are those that are most highly correlated with the classes (intensifiers and dissipaters), and at the same time are least correlated with other features. The method is therefore used to choose a subset of features that best represent these qualities. The best individual feature based on the following merit metric:

$$M_i = \frac{kr_{cf}}{\sqrt{k + k(k - 1)r_{ff}}}$$  \hspace{1cm} (1)

where $M_i$ is the heuristic merit of a features subset $S$ containing $k$ features, $r_{cf}$ and $r_{ff}$ are the average feature-class correlation and the average feature-feature inter-correlation respectively. The numerator gives an indication of how predictive a group of features are; the denominator of how much redundancy there’s among them.

C. Ant Colony System

The ACS as meta-heuristic searching algorithm was first proposed by Dorigo et al. [8] for solving the travelling sales man problem (TSP). The ACS is based on simulating the foraging behaviour of real ants in nature. In nature when real ants are searching for foods, multiple ants are going out in random paths. As the ant is moving, it deposits a chemical substance which is called pheromone on its moving path for guiding other subsequent ants to its path. As the time goes,
the pheromone is evaporating. So as the path is shorter as its pheromone concentration remains more time and more other ants are attracted to it. Thus the shortest path is the only one which attracts other ants. ACS is more detailed in [7].

IV. PROPOSED APPROACH

After features selection process by CFS heuristic and determining its recommended features set for STARE databases \((f2, f5, Hu1, I ve)\), the proposed approach is applied to retinal images. It consists of four phases: preprocessing, features computation, ACS based segmentation and post-processing. In preprocessing phase, the green channel of RGB retinal image is extracted and its contrast is better enhanced by covering the whole range of intensity \([0, 255]\) since it’s a feature \((green)\) and it’s used in further processing. After that, the central light reflex which runs down the central length of some vessels is removed. In features computation phase, the varying illumination in background is corrected by computing the homogenized background image for better discriminating vessels from background and computing the gray-level based features \((f2, f5)\). Finally, the vessels-enhanced image is computed since its gray-level \((I ve)\) is used for computing Hu moment-invariants based feature \((Hu1)\) as well as it’s selected feature by CFS. In The ACS based segmentation phase, each pixel is classified as vessel or background depending on its pheromone level \(\tau\) and heuristic function \(\eta\) value. The old heuristic function \(\eta\) was the Euclidean distance between the target pixel and both centers of vessels and background classes in the feature space:

\[
\eta = \frac{\text{Euclidean distance to background class center}}{\text{Euclidean distance to vessels class center}}
\]

The class center consists of averages of all selected features by CFS over all training pixels of the database. From the final pheromone map \(\tau\), the vessels are segmented from background by thresholding. In post processing phase, linking of disjoint pixels is performed by setting pixel to 1 if it’s surrounded at least by four neighbouring pixels of 1; otherwise it’s sat to 0. All small regions have area less than 20 are filtered out. Finally, a median filter of size 3×3 eliminates all remaining isolated noisy pixels. Algorithm (I) shows the proposed approach which is more detailed in [7].

As second improvement, new heuristic function based on probability theory is applied to enhance the performance of proposed approach. The heuristic function is also computed from all training pixels of the database. So for probability calculation, the values of features in the feature space are transformed to specific interval and rounded to the nearest integers inside this interval. The following equation defines the new heuristic function \(\eta^*\):

\[
\eta^* = \frac{P(v/Vessels)}{P(v/Background)}
\]

where \(P(v/Vessels)\) and \(P(v/Background)\) are the likelihood of feature value \(v\) for vessels and background classes respectively.

Algorithm 1 PROPOSED APPROACH

1. /* Preprocessing Phase*/
2. Extraction of the green channel of retinal image
3. Linear transformation of its intensity to cover the whole intensity range \([0, 255]\)
4. Remove of the central light reflex from it.
5. Computation of its homogenized-background image.
7. /* Features Computation Phase*/
8. for each pixel in the homogenized-background image do
9. Compute its gray-level based features \((f2,f5)\)
10. end for
11. for each pixel in the vessels-enhanced image do
12. Compute its Hu moment-invariants based feature \((Hu1)\)
13. end for
14. /* ACS based segmentation */
15. Initialize ACS parameters and the pheromone map image
16. Compute the heuristic function based on Eq.3 for each pixel in the image
17. Apply ACS operation
18. Threshold the resulted ACS pheromone map image to segment vessels from background
19. /* Post-processing */
20. for each pixel in the thresholded image do
21. if surrounded by at least four neighboring pixels of 1 then
22. Setting it to 1
23. else
24. Setting it to 0
25. end if
26. end for
27. for each region in the thresholded image do
28. if area is less than 20 then
29. Removing it by morphological opening using disk structure element
30. end if
31. end for
32. Applying median filter of size 3×3 to remove all remaining isolated pixels

V. EXPERIMENTAL RESULTS

A. Material

The STARE database, originally collected by Hoover et al. [12], comprises 20 eye fundus color images (ten of them contain pathology) captured with a TopCon TRV-50 fundus camera at 35 degree field of view (FOV). The images were digitalized to 700×605 pixels, 8 bits per color channel and are available in PPM format. The database contains two sets of manual segmentations made by two different observers. The FOV binary mask for each image isn’t available, so we create it by hand for each image using MATLAB function named “impoly” which creates an interactive draggable and resizeable polygon on the image to specify the FOV. Also the images aren’t divided into separated train and test sets, so the training pixels are selected from the manual segmentations made by the first observer. The segmentation performance of the proposed approach is compared against the segmentations of the second observer as ground truth.

B. Samples Selection

The STARE training set contains 919308 vessels pixels and 5281987 non-vessels (background) inside FOV. These pixels
needed to select samples from them for computation of the best features set using CFS heuristic. Since the ratio of vessel pixels to background pixels in each image and overall images is 1:9 on average, the samples set consists of randomly selected 1000 vessel pixels and 9000 background pixels from each image; there are 20 images give 200000 total samples. The best features set consists of the most repeated features resulted from multiple runs of CFS.

C. Results

Three measures are calculated for evaluating the segmentation performance of recommended features set by CFS with ACS. The first measure is the sensitivity (SN) which is the ratio of well-classified vessel pixels. The second measure is the specificity (SP) which is the ratio of well-classified background pixels. The third measure is the accuracy (ACC) which is the ratio of well-classified vessel and background pixels. Tables I and II show the ACS performance values with the old $\eta$ and new heuristic function $\eta^*$ respectively. It’s shown from both tables that new heuristic function $\eta^*$ improves largely the average performance of the ACS especially in sensitivity which increased by about 10% while specificity increased by 1% and accuracy increased by 2%. In the normal images set, the least performance of ACS with the old heuristic function was on image 7 but it’s improved when using the new heuristic function; in sensitivity from 0.6605 to 0.9269, in specificity from 0.8742 to 0.9271. Also in the abnormal images set the least performance of ACS with the old heuristic function was on image 6 but it’s improved when using the new heuristic function; in sensitivity from 0.6472 to 0.8188, in specificity from 0.8883 to 0.9213 and in accuracy from 0.8670 to 0.9122.

Fig.1 and Fig.2 compare between the average performances of ACS with the old $\eta$ and new heuristic $\eta^*$ functions with respect to normal and abnormal images in STARE database. It’s shown from Fig.1 that ACS with the new heuristic function outperforms ACS with the old heuristic function with respect to normal images by about 13.5% in sensitivity, 1.5% in specificity and 2.7% in accuracy. Also in Fig.2 the ACS with new heuristic function outperforms the ACS with old heuristic function with respect to abnormal images by about 6% in sensitivity, 1% in specificity and 1.4% in accuracy.

**TABLE I**

<table>
<thead>
<tr>
<th>Image Number</th>
<th>SN</th>
<th>SP</th>
<th>ACC</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>0.6863</td>
<td>0.9565</td>
<td>0.9272</td>
</tr>
<tr>
<td>02</td>
<td>0.7210</td>
<td>0.9035</td>
<td>0.8869</td>
</tr>
<tr>
<td>03</td>
<td>0.8656</td>
<td>0.8966</td>
<td>0.8941</td>
</tr>
<tr>
<td>04</td>
<td>0.7965</td>
<td>0.9043</td>
<td>0.8935</td>
</tr>
<tr>
<td>05</td>
<td>1.7453</td>
<td>0.9301</td>
<td>0.9064</td>
</tr>
<tr>
<td>06</td>
<td>0.6472</td>
<td>0.8883</td>
<td>0.8670</td>
</tr>
<tr>
<td>07</td>
<td>0.6608</td>
<td>0.9035</td>
<td>0.8742</td>
</tr>
<tr>
<td>08</td>
<td>0.7493</td>
<td>0.9036</td>
<td>0.8997</td>
</tr>
<tr>
<td>09</td>
<td>0.7696</td>
<td>0.9216</td>
<td>0.9053</td>
</tr>
<tr>
<td>10</td>
<td>0.6645</td>
<td>0.9012</td>
<td>0.8751</td>
</tr>
<tr>
<td>11</td>
<td>0.7329</td>
<td>0.9098</td>
<td>0.8925</td>
</tr>
<tr>
<td>12</td>
<td>0.7412</td>
<td>0.9214</td>
<td>0.9024</td>
</tr>
<tr>
<td>13</td>
<td>0.7932</td>
<td>0.9271</td>
<td>0.9108</td>
</tr>
<tr>
<td>14</td>
<td>0.7660</td>
<td>0.9319</td>
<td>0.9175</td>
</tr>
<tr>
<td>15</td>
<td>0.8397</td>
<td>0.9377</td>
<td>0.9202</td>
</tr>
<tr>
<td>16</td>
<td>0.8038</td>
<td>0.9358</td>
<td>0.9174</td>
</tr>
<tr>
<td>17</td>
<td>0.6472</td>
<td>0.9188</td>
<td>0.8855</td>
</tr>
<tr>
<td>18</td>
<td>0.7351</td>
<td>0.8458</td>
<td>0.8381</td>
</tr>
<tr>
<td>19</td>
<td>0.8980</td>
<td>0.8865</td>
<td>0.8872</td>
</tr>
<tr>
<td>20</td>
<td>0.8316</td>
<td>0.8799</td>
<td>0.8715</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>0.7549</td>
<td>0.9100</td>
<td>0.8932</td>
</tr>
</tbody>
</table>

**TABLE II**

<table>
<thead>
<tr>
<th>Image Number</th>
<th>SN</th>
<th>SP</th>
<th>ACC</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>0.8071</td>
<td>0.9157</td>
<td>0.9039</td>
</tr>
<tr>
<td>02</td>
<td>0.7305</td>
<td>0.9077</td>
<td>0.8915</td>
</tr>
<tr>
<td>03</td>
<td>0.8762</td>
<td>0.8921</td>
<td>0.8908</td>
</tr>
<tr>
<td>04</td>
<td>0.7684</td>
<td>0.9098</td>
<td>0.8953</td>
</tr>
<tr>
<td>05</td>
<td>0.7631</td>
<td>0.9263</td>
<td>0.9063</td>
</tr>
<tr>
<td>06</td>
<td>0.8188</td>
<td>0.9213</td>
<td>0.9122</td>
</tr>
<tr>
<td>07</td>
<td>0.9289</td>
<td>0.9269</td>
<td>0.9271</td>
</tr>
<tr>
<td>08</td>
<td>0.9391</td>
<td>0.9221</td>
<td>0.9229</td>
</tr>
<tr>
<td>09</td>
<td>0.9805</td>
<td>0.9385</td>
<td>0.9355</td>
</tr>
<tr>
<td>10</td>
<td>0.8368</td>
<td>0.9197</td>
<td>0.9106</td>
</tr>
<tr>
<td>11</td>
<td>0.9124</td>
<td>0.9223</td>
<td>0.9213</td>
</tr>
<tr>
<td>12</td>
<td>0.9204</td>
<td>0.9384</td>
<td>0.9365</td>
</tr>
<tr>
<td>13</td>
<td>0.8700</td>
<td>0.9332</td>
<td>0.9343</td>
</tr>
<tr>
<td>14</td>
<td>0.8179</td>
<td>0.9431</td>
<td>0.9350</td>
</tr>
<tr>
<td>15</td>
<td>0.8590</td>
<td>0.9371</td>
<td>0.9280</td>
</tr>
<tr>
<td>16</td>
<td>0.7824</td>
<td>0.9437</td>
<td>0.9211</td>
</tr>
<tr>
<td>17</td>
<td>0.8610</td>
<td>0.9401</td>
<td>0.9304</td>
</tr>
<tr>
<td>18</td>
<td>0.8805</td>
<td>0.8912</td>
<td>0.8905</td>
</tr>
<tr>
<td>19</td>
<td>0.8831</td>
<td>0.8881</td>
<td>0.8878</td>
</tr>
<tr>
<td>20</td>
<td>0.8500</td>
<td>0.9022</td>
<td>0.8974</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>0.8537</td>
<td>0.9214</td>
<td>0.9139</td>
</tr>
</tbody>
</table>

Fig. 1. ACS Performance on Normal Images in STARE
function that’s based on probability theory instead of the old one that’s based on Euclidean distance. Table III shows the performance comparison of the state of art methods as well as the old and improved approaches on SATRE database where the empty cells aren’t reported by their authors. Both the old and improved approaches give the best largest sensitivity over the state of art methods. But their values of specificity are the lowest due to high false positives that affected negatively on their accuracies. Although this improved approach gives performance less than performances of state of art methods but its results are promising because they are obtained without learning and using complex features need to be computed at multiple scales and orientations. With respect to the time consumed by this improved approach, for single retinal image the selected four features computation takes on average forty two seconds while the ACS phase takes on average two minutes and forty five seconds on PC with Intel Core-i3 CPU at 2.53 GHz and 3 GB of RAM.

VI. CONCLUSION

The automated extraction of blood vessels in retinal images is an important step in early diagnoses of diabetic retinopathy and prevention of visual loss since diabetic retinopathy leads to retina revascularization. This paper presents an approach for automatic segmentation of blood vessels in retinal images using ACS based on features that are simple, fast in computation, needn’t to be computed at multiple scales or orientations and highly discriminate between vessels and background in retinal images. The paper improves the features by adding new discriminant feature which is selected by CFS heuristic within the best features set. The paper also improves the performance of ACS using new heuristic function based on probability theory instead of the old one which is based on Euclidean distance. The paper is the first one that tested ACS performance on STARE database while the other two papers that also perform ACS-based segmentation of retinal images tested on DRIVE database. The improved approach sensitivity is the largest among the state of art methods. Because of simplicity of its used features, it can be more improved in future to give comparable performance to state of art methods especially by focusing on false positives reduction to increase its specificity and accuracy. Also in future it’s needed to asses this improved approach performance on other databases of retinal images such as the DRIVE database.
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Abstract—Gesture recognition may find applications in rehabilitation systems, sign language translation or smart environments. The aim of nowadays science is to improve the recognition systems' efficiency but also to allow the user to perform the gesture in a natural way. The article presents different methods (DTW – Dynamic Time Warping, DDTW - Derivative Dynamic Time Warping, PDTW - Piecewise Dynamic Time Warping) based on Dynamic Time Warping algorithm, which is commonly used for hand gesture recognition using small wearable three-axial inertial sensor. Additionally, different approaches to signal definitions and preprocessing are discussed and tested.

To verify which of the methods presented is more accurate in case of gesture recognition, database of 2160 simple gestures was collected, and recognition procedure was implemented. The main goal was to compare the efficiency of each method assuming that each person should perform the movement naturally. Obtained results suggest that the most efficient method for the presented problem was the DDTW. The worst recognition performance was achieved with the PDTW method.

I. INTRODUCTION

The recent advance of sensor technologies allows engineers to use smaller and smaller devices capturing human motion. These devices are cameras[1], game controllers, such as Microsoft’s Kinect [2] or sensors: inertial [3], [5], [6] or built in data gloves[4]. One of the areas of interest is gesture recognition, which may find its application in game interface design, controlling virtual reality, smart environments but also in biomedical science. For example gesture recognition system may be used as a rehabilitation instrument to improve the sensibility of hands for people recovering from physical accidents or cognitive disabilities [3]. Another application might be an assistive translating system for the deaf people, who use sign languages to communicate [1], [4]. Much research has been done on the topic of gesture recognition, and designers of recognition system should always bear in mind that hand gestures are complicated and the way of performing a gesture varies depending on the person. Solutions presented in the literature using inertial sensor systems reach effectiveness of simple gesture recognition from 69% to 96% for general recognition and from 98% to 99% in recognition of one person's set of gestures [3], [5], [6]. Above solutions, however, assume that all gestures examined are strictly defined or they should be performed in one plane. Our research goal is to compare different variants of widely used for gesture recognition Dynamic Time Warping (DTW) algorithm and conclude which method gives the best results in recognition effectiveness taking into consideration aspects such as: defining the distance between two signals and choosing proper signals for analysis and recognition (acceleration or orientation in space).

All tests (in contrast to [3], [5], [6]) are done assuming that a person should do the gesture in a natural way, which implies that a gesture can be performed in 3D space, according to one’s preferences and physical conditions. Therefore, small wearable device such as three-axial IMU sensor was considered to collect motion data. Authors based on previous research presented in [7], where information about acceleration and Euler angles in 3-dimensional space of a sensor placed on a forefinger was used to classify the gesture. The aim of this research was to compare different variations of Dynamic Time Warping algorithm (DTW) including Piecewise Dynamic Time Warping (PDTW) and Derivative Dynamic Time Warping (DDTW) in gesture recognition. Moreover, some solutions concerning signal preprocessing leading to the recognition effectiveness improvement are presented.

II. MATERIALS

Authors used database collected for tests described in [7]. Data acquisition was performed using 9 DoF inertial sensor, NEC-TOKIN, Motion Sensor MDP-A3U9S, placed on a volunteer’s forefinger (Fig. 1). The small size (20 × 20 × 15 mm) and weight (6g) of the measurement module allowed user to move his hand and to bend the forefinger in natural way. The sensor contains 3-axis accelerometer, magnetometer and gyroscope. The output raw data contain information from each of these 3-axis sensors as well as the angular orientation expressed in Euler angles. Data transfer to the PC was performed via USB wire (sampling rate - 25 Hz). The set of 10 simple gestures was the recognition subject, their scheme is shown on Fig. 2. Similar gestures were also recognized in [3], [5], [6]. The database consisted of 2160 gestures, each in the separate text file, collected during 3 mea-
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measurement sessions. In a single measurement session each of 9 volunteers performed each gesture 8 times.

In view of the fact that the individual gesture performance might vary significantly depending on the time, mood, tiredness or concentration, sessions were held at least one day apart. The database was divided into testing and training sets. 5 of 8 each gesture repetitions performed during measurement sessions were included into the training set, remaining 3 became the testing set. The training set contained 62.5% of all gestures, testing - 37.5%. Contrary to [3] and [6], authors did not assume that during gesture performance palm angular orientation does not change. In gestures made in natural way position changes can be observed, as well as changes of angular orientation. There were no restrictions about the way of gestures performing, what caused that some volunteers performed the same gesture using just one finger, others using the palm and some using whole arm.

III. METHODS

Preprocessing was applied to all measured signals, including mean filtering, signal values scaling to the interval [-1,1] as well as segmentation to obtain data corresponding only to the activity of performing a gesture uniformed for all examined people. Research on the topic of preprocessing was presented in [7] and showed that signal segmentation based on monitoring changes in Euler angles during movement improves the segmentation process.

Basic algorithm used to both determine exemplar set as well as to classify gestures was DTW algorithm (Dynamic Time Warping). This algorithm is commonly used to find the similarity between time series. Such a method was chosen because of the characteristic of collected gesture signals which were usually similar but transformed in time. The signals in our data base were different concerning their length, distribution of peak values and the velocity of performing particular gesture phases. Additionally two transformations of the base algorithm were implemented: Derivative Dynamic Time Warping (DDTW) and Piecewise Dynamic Time Warping (PDTW) [7-11].

A. Dynamic Time Warping (DTW)

DTW algorithm allows to compute the distance between two signals in the following procedure. Assuming there are two gesture signals (given by acceleration or angle signals changing in time): \( X = \{x_1, x_2, ..., x_n\} \) and \( Y = \{y_1, y_2, ..., y_m\} \) to align these two sequences using DTW for \( X \) and \( Y \) we need to define distance matrix \( D \) containing Euclidian distances between all pairs of points \( (x_i, y_j) \).

\[
D(i,j) = d(x_i, y_j)
\]

where

\[
d(x_i, y_j) = |x_i - y_j|
\]

Then we define cumulative matrix \( P \) recursively:

\[
P(1,1) = 0 \\
P(i, 1) = D(i, 1) + P(i-1, 1) \\
P(1, j) = D(1, j) + P(1, j-1)
\]

For \( i, j > 1 \)

\[
P(i, j) = D(i, j) + \min\{P(i-1, j), P(i, j-1), P(i-1, j-1)\}
\]

As a result of the DTW algorithm optimal total distance between \( X \) and \( Y \) after alignment was obtained, which is denoted by \( q_{dtw} = P(n, m) \).

B. Derivative Dynamic Time Warping (DDTW)

DDTW algorithm is a variation of basic DTW algorithm. When the two series may have local differences in the Y-axis, it is useful to take into consideration derivative of the signals instead of the signals themselves. First, we calculate the estimate of derivatives of the signal. Then, as before according to equation (1) we construct an \( n \)-by-\( m \) matrix \( D \) where the \( (i_0, j_0) \) element of the matrix is the distance \( d(x_i, y_j) \) between the two points \( x_i \) and \( y_j \), and finally calculate \( q_{ddtw} = P(n, m) \).

C. Piecewise Dynamic Time Warping (PDTW)

PDTW algorithm uses time series transformed to reduced representation. A time series \( X \) of length \( n \) can be represented by a time series \( \bar{X} = \{x_1, x_2, ..., x_N\} \), where \( N < n \) and...
the i-th element of $\bar{X}$ can be calculated from the following equation:

$$\bar{X}_i = \sum_{j=\lceil k(i-1) \rceil + 1}^{\lceil k(i-1) + 1 \rceil} \frac{X_j}{N}$$ (3)

This means that data is reduced from n dimensions to N by averaging data in each of N frames. We denote the ratio of the length of the original time series to the length of the reduced representation by the compression rate $c$.

$$c = \frac{n}{N}$$ (4)

If the compression rate is high, it will reduce the time of performing calculations, but it will flatten the signal as well.

D. Different approaches to signal definitions

Since six different signal components (3 acceleration and 3 angle components) might be taken into consideration, same algorithms were used to compare the results of recognition based only on accelerations or only on angles or on both of the values together to show whether information about orientation in space may improve widely used technique based on acceleration analysis. As DTW algorithms compute distance between two signals, it can be used for two one-dimensional signals. However, the signals can be also treated as three-dimensional considering all acceleration or all orientation components. In this case distance matrix $D$ (1) was modified and it consisted of distances between two points in three dimensional space defined by:

$$d(x_i, y_j) = \sqrt{(x_{i1} - y_{j1})^2 + (x_{i2} - y_{j2})^2 + (x_{i3} - y_{j3})^2}$$

for $x_i = (x_{i1}, x_{i2}, x_{i3})$, $y_j = (y_{j1}, y_{j2}, y_{j3})$

E. Exemplars

Authors proposed two approaches to the exemplars, that were the basis of gesture recognition: user-dependent and user-independent. In user-dependent approach, using samples from the training set, for each person for each of 10 gestures one gesture was indicated as an exemplar. The gesture from the training set became an exemplar, when it was the most similar to others in terms of one of the warping methods (DTW, DDTW and PDTW). For each warping method one individual (user-dependent) exemplar for every gesture was indicated. Then, taking into account all individual exemplars for each gesture, the one that was the most similar to others became general exemplar used in user-independent recognition. There were different sets of exemplars for acceleration, for angles, for all signals, also for 1D distance function and for 3D distance function.

IV. RESULTS

Gestures classification was performed using the testing set, all described below algorithms: DTW, DDTW and PDTW and corresponding sets of exemplars. Firstly, to recognize gestures authors used all acceleration and Euler angles signals at once. Secondly, to determine which parameter is more important for natural gestures recognition, classification was carried out for them separately. There were also two different approaches used in single parameter recognition: 1) distance function in algorithms DTW, DDTW and PDTW was computed separately for each component of the parameter (for $x$, $y$ and $z$ axis in case of acceleration and for pitch, roll and yaw in case of Euler angles – 1D distance); 2) both acceleration and angles were treated as 3-dimensional signals and the distance in DTW algorithms was calculated like in 3-dimensional space giving one value for all acceleration components and one value for all angles (3D distance). Obtained results were also divided into individual and general cases. Individual are average efficiency values calculated for each person using his or her individual exemplar, general are average efficiency values calculated for everybody using the same general exemplar for each person. Efficiency was calculated as the sum of all correctly recognized gestures divided by the sum of all gestures. Efficiency values for each of the described recognition method are shown in Tab. I and Tab. II.

<table>
<thead>
<tr>
<th>Basis for classification</th>
<th>Distance function</th>
<th>DTW</th>
<th>DDTW</th>
<th>PDTW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceleration</td>
<td>1D</td>
<td>0.922</td>
<td>0.895</td>
<td>0.923</td>
</tr>
<tr>
<td></td>
<td>3D</td>
<td>0.948</td>
<td>0.947</td>
<td>0.940</td>
</tr>
<tr>
<td>Angle</td>
<td>1D</td>
<td>0.757</td>
<td>0.861</td>
<td>0.747</td>
</tr>
<tr>
<td></td>
<td>3D</td>
<td>0.789</td>
<td>0.921</td>
<td>0.764</td>
</tr>
<tr>
<td>All signals</td>
<td>1D</td>
<td>0.894</td>
<td>0.937</td>
<td>0.895</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>0.862</td>
<td>0.912</td>
<td>0.858</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Basis for classification</th>
<th>Distance function</th>
<th>DTW</th>
<th>DDTW</th>
<th>PDTW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceleration</td>
<td>1D</td>
<td>0.877</td>
<td>0.785</td>
<td>0.872</td>
</tr>
<tr>
<td></td>
<td>3D</td>
<td>0.854</td>
<td>0.836</td>
<td>0.626</td>
</tr>
<tr>
<td>Angle</td>
<td>1D</td>
<td>0.584</td>
<td>0.674</td>
<td>0.579</td>
</tr>
<tr>
<td></td>
<td>3D</td>
<td>0.638</td>
<td>0.822</td>
<td>0.626</td>
</tr>
<tr>
<td>All signals</td>
<td>1D</td>
<td>0.794</td>
<td>0.828</td>
<td>0.789</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>0.749</td>
<td>0.789</td>
<td>0.698</td>
</tr>
</tbody>
</table>

The PDTW method was conducted for three values of compression rate: 2, 3 and 5. All results for the PDTW method shown in tables above correspond to the compression rate equal to 2. The higher the value of this parameter, the lower recognition efficiency for collected database (the PDTW method might give better results for higher sampling rates or unfiltered signals). It can be observed that the highest value for recognition efficiency for individual case was obtained for classification based on 3-dimensional approach to acceleration signals and distance function – all warping methods lead to the value of 0.94 for this parameter.
sional approach to all other signals brought much better results in comparison to the corresponding methods with 1-dimensional distance function. Taking into account individual and general cases, statistic tests were conducted (at the 95% confidence level), indicating significant differences between results obtained by all described DTW methods. Tests revealed no difference only in one case: comparison of DTW and PDTW with compression rate \( c = 2 \) for general case. The most efficient warping method is the DDTW and the highest efficiency rate is also for acceleration signals. However, analyzing the various gestures separately, it appears that in some cases, the analysis of the angles lead to more accurate classification. Results of each gesture recognition efficiency for different basis of classification for the DDTW method are presented on Fig. 3.

Fig. 3 Each gesture recognition efficiency for individual and general case for different classification basis: Ang – angles, An3 – angles and 3D distance function, Acc – acceleration, Ac3 – acceleration and 3D distance function. DDTW method.

V. DISCUSSION

Authors proved that recognition of gestures performed in a natural way without any constraints for the examined person is possible using methods based on Dynamic Time Warping Algorithms. Analyzing recognition efficiencies obtained for all DTW methods and taking into account the results of statistic tests which revealed significant differences between methods, it can be stated, that the most efficient method to described application is the DDTW. The worst recognition performance was achieved with the PDTW method. The higher compression rate, the higher reduction of information and the lower efficiency values. The reduction of information that was caused by the PDTW method was a disadvantage in this case, but it can occur that for higher sampling rates it will become an advantage.

Signals collected confirmed the theory that such aspects as time of the day, tiredness, concentration, experience may affect gesture performing which results in lower recognition efficiencies. As these problems are unavoidable, obtaining better results is a matter of algorithms and preprocessing.

Moreover, analyzing Fig. 3 it can be observed that there are gestures which are much better recognized while using angular orientation as a basis of classification. Solution to improve this method to recognize natural gestures would be to combine information about angular orientation and acceleration. Possibly treating the signal as a 6 dimensional (3 acceleration components and 3 angle components) would cause increase of recognition efficiency.

In future, research data base enlarging should be considered to verify the hypothesis which of the methods presented is more accurate in case of general (subject independent) gesture recognition. Another improvement may be creating more general exemplar set containing modeled signals (instead of signals registered by the sensor), which will reduce the influence of between subject variability.
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Abstract—Clinical Decision Support Systems (CDSSs) need to disseminate expertise in formats that suit different end users and with functionality tuned to the context of assessment. This paper reports research into a method for designing and implementing knowledge structures that facilitate the required flexibility. A psychological model of expertise is represented using a series of formally specified and linked XML trees that capture increasing elements of the model, starting with hierarchical structuring, incorporating reasoning with uncertainty, and ending with delivering the final CDSS. The method was applied to the Galatean Risk and Safety Tool, GRiST, which is a web-based clinical decision support system (www,egrist.org) for assessing mental-health risks. Results of its clinical implementation demonstrate how these have been facilitated by the knowledge structure considering the next steps for the research programme and alternative assessment settings. The approach may be useful for developing other real-world systems using human expertise and is currently being applied to a logistics domain.

I. INTRODUCTION

Many Clinical Decision Support Systems (CDSSs) with appropriate functionality have been successfully developed in academic institutions but never seen the light of day within healthcare practice. There are two fundamental reasons why these systems are not adopted. One is the failure to integrate with the way organisations and their individual employees work. The other is the inability to communicate information effectively beyond the immediate remit of the CDSS, which is often too narrow in the first place. This paper describes a research approach that attempts to circumvent both problems by developing a CDSS that has flexible requirements and data sharing protocols built into the design process from the very beginning. The CDSS is the Galatean Risk and Safety Tool, GRiST [1], [2], that helps assess and manage risks associated with mental-health problems.

The aim of the research was to design GRiST so that it could disseminate mental-health expertise using appropriate language for the particular type of recipient and in a format commensurate with the variable circumstances of assessment. This is no easy task because it would need to accommodate end users ranging from psychiatrists with years of specialist medical education to carers or charity workers who may have minimal training. In fact, GRiST was later adapted for self-assessments, by patients who do not have any predefined common ground apart from mental-health problems. Assessment contexts were also highly variable because GRiST was intended to be deployed for mental-health patients across the care pathway, from primary care, through secondary care and specialist services, and back to care in the community.

The complexity of health services in general and mental health in particular is one reason why the UK Government had so many problems with its National Programme for Information Technology [3] that was intended to revolutionise information systems and processes within the National Health Service (NHS). When GRiST was available for deployment in 2006, the oft-acknowledged “cinderella” mental-health services were still more paper-based than most in the NHS. GRiST set out to tackle barriers to information technology (IT) and its adoption by a design process dedicated to developing flexible interfaces and delivery formats for heterogeneous users and contexts. The research questions were: (i) how can the knowledge base be presented in the format and language most appropriate for each intended type of user? and (ii) how can the information technology generate flexible interfaces to the knowledge so that they fit with the different contexts of assessment?

The paper will first briefly review the clinical rationale for GRiST before describing the main functionality and underlying philosophy of the system. This will provide the context for the cognitive engineering approach that was used to develop knowledge structures providing risk assessments and advice. Their implementation as a sophisticated set of linked XML trees will be described, showing how they support the full GRiST CDSS and its deployment across health and community settings. Examples of the variety of interfaces and language used will be given along with an evaluation of the clinical implementation and adoption. The paper will end by considering the next steps for the research programme and how these have been facilitated by the knowledge structure design principles.

II. BACKGROUND

To prevent serious untoward incidents (SUIs) amongst in-patients and in the community, clinicians need new and reliable...
research evidence to help them detect high risk patients and to support risk management decisions. Despite patient safety being central to NHS policy [4], SUIs remain worryingly common [5]–[7]. Identified causes are lack of sufficient, accessible information about patients’ risk profiles [5] and poor risk management or care planning [5], [6]. Risk assessment and management are core competencies for mental health clinicians [8], [9], but the two processes are often not properly connected [10].

There is a clear need to improve clinical practice, which was the motivation for GRiST. It is set apart from alternative risk-assessment and management tools by explicitly modelling human expertise within a generic model of psychological classification. This was a fundamental design principle: if GRiST is based on how humans in general organise their knowledge and reason with it, then its expertise will be in a universally accessible format. It enables GRiST to transcend disciplinary specialisms and opens its expertise up to people with no training at all.

GRiST is designed to assist the early detection of multiple risks amongst people with mental health problems, including suicide, self-harm, harm to others, self-neglect, and vulnerability. It records patient data (cues) to provide a precise information profile that supports the risk judgements given by clinicians.

Risk assessment can be formulated as a classification problem where each risk such as suicide or harm to others is a class and the support for each class determines the level of risk. The factors determining which risk gains most support will be the patient cues such as previous risk history, current intention, emotional and mental state, as deemed relevant by the assessor. The classification task is to formulate the support for each risk from the input data and activate appropriate interventions associated with the most supported class.

In GRiST, risk classes are represented by hierarchical knowledge structures or trees called galateas [11], which are used to represent mental-health expertise. The trunk or root node of the tree is the risk. It is deconstructed into subconcepts that are themselves trees until the leaf nodes are reached, representing the input data.

Figure 1 provides a hypothetical illustration of how the galateas represent classes and their support. The data used for input to the tree can be any type but it is then converted into a fuzzy-set membership grade, MG, from 0 to 1. Zero represents no support for the root decision class and 1 represents maximum support, but for this item of information alone; its MG at this point is independent of any other item. The main role of the MGs is in converting from real-world patient data to the model input. This is shown in Figure 1 by the MG row of the datum nodes, which defines a distribution of MGs matching the range of potential input data values. Values above or below the range take the MG associated with the maximum or minimum value respectively; values within the range are found by linear interpolation if they don’t match a value specified in the distribution. For example, the “number of attempts” datum in Figure 1 has the value 3, which is 0.6 along the value range between 0 and 5 and so is assigned an MG that is 0.6 between 0 and 1; i.e. 0.6, as given by the MG outside the box for that datum. For others, such as “days since last attempt”, the patient data is passed through a function, f(data), before matching the value-mg distribution: two dates, in this case, which the function uses to generate the number of days between them, 20. Twenty is one-third between 10 and 40 and so is one third along the MG continuum between 0.6 and 0, producing an MG of 0.4, likewise shown outside the datum-node box. The MG is then multiplied by the RI associated with the datum, as shown in the RIs row, to give the MG contribution to the parent concept.

The parent concept MG is the sum of its children contributions, which is how 0.52 is assigned to the concept node in Figure 1. If this concept also had a parent, then the concept would have its own RI and its contribution to the parent would be the product of its RI and MG in the same way that it received its children MGs. The MGs percolate in this manner through to the root node to produce the overall class membership and thus the risk evaluation. Equation 1 formalises the process

\[ MG_C = \sum_{i=1}^{n} MG_i \cdot RI_{pi} \]  

where \( C \) is a concept, \( MG \) is the membership grade generated at each datum node, \( i \), of the concept, and \( RI_{pi} \) is the product of all the RIs along the path, \( p \), from the datum node to the concept.

The focus of this paper is how the hierarchical modelling of expertise translates into an ontology that can drive the GRiST CDSS. The added value of the hierarchy is that it represents the conceptual structure understood by human decision makers when relating influential factors to the decisions taken. There is plenty of evidence for the psychological validity of this
hierarchical knowledge structuring. For example, expert chess players “chunk” positions of chess pieces into hierarchical types of game states [12]. Similar strategies have been shown in other domains such as architecture [13], fault diagnosis [14], and medicine [15]. A review of the evidence [16] concluded that “on balance, it is difficult to dismiss hierarchical organisation as only a construct” (p31) and more recent research has begun to show its neural correlates [17], [18].

The psychological grounding of GRiST is not unique, of course, when it comes to intelligent knowledge-based systems (IKBSs) [19], [20]. However, it uses a generic classification model that represents expertise in a non-specialist format. It can be understood without requiring clinical training and makes it ideal for communicating to heterogeneous users (see [11] for more on the Galatean model rationale).

A. Cognitive engineering and the GRiST ontology

The GRiST approach to constructing decision support systems can be categorised as cognitive engineering because it is the application of cognitive science to IT systems that are intended to help solve real-world problems [21]. For cognitive engineering, models need to encapsulate expertise in a format that can be accessed by the experts and that is commensurate with the inputs and outputs those experts are familiar with in their problem-solving worlds [22]. IKBS Engineers were coming to this conclusion with the idea of situated cognition [23], which argues that thinking cannot be separated from the environment [24], [25]. These environments change and static IKBSs based on a single, giant elicitation exercise are doomed to fail because they will not be flexible enough to evolve or even be maintained easily [26, pg. 767].

There has been a change in tack from psychology to the data itself, with machine learning, data mining, and pattern recognition approaches coming to the fore. In a recent review of artificial intelligence in medicine [27] Peter Szolovits points out that in the early days, “we thought we knew a lot, but had little or no actual data. Today we are inundated with data, but have correspondingly devalued expertise” (pg. 12). The focus is on the machine, how knowledge can be structured for easy processing, and how useful outputs can be induced from the data. It is the same focus that stimulated the rise of ontologies for organising data into shared knowledge bases. Nevertheless, despite Musen’s claim that cognitive models do not lead to scalable and maintainable IKBSs [28], “the symbiosis between cognitive science and cognitive engineering shows no sign of abating” [21, pg. 582] and continues to be the case in medicine [29].

The GRiST research tries to bring human and machine closer together using a form of ontology that has an intuitive connection with the knowledge used by mental-health experts. The interface between human and machine ontologies should be a primary focus for knowledge engineering [30], especially for CDSSs based on clinical expertise. The most basic form of ontology is a controlled and extensible vocabulary [31], [32], which means that dictionaries and thesauri would count. These are very familiar to people and emphasises the point that ontologies are not strictly the preserve of machines. Indeed, all sensate beings create some kind of ontology for interacting with their environment [33].

Maintaining the intuitive representation of the GRiST knowledge base meant that the terms should reflect the natural language of human users [34], [35]. This is particularly important in mental-health risk screening because of the diversity of information that relates to risk and the lack of any all-encompassing coding schemes. Where schemes do exist, e.g., ICD-10 [36] and DSM-IV [37], they focus on diagnostic categories for mental disorders such as depression and schizophrenia and do not encompass the diversity of peoples’ histories and current behaviour that impact on risk. Attempts to create ontologies within mental health have also focused on diagnoses [38], not risk, and have been aimed at data interoperability rather than formalising expertise and clinical decision making.

The GRiST ontology development was designed to ensure the end product met the needs of its users and organisational settings [39] by extensive iteration between clinicians and the evolving CDSS. The galatean psychological model kept the human-machine interface open and intuitive. It has a precisely specified semantics for hierarchical knowledge, incorporating parameters required for processing uncertainty, and the mathematical functions for propagating them through the hierarchy. This coupling of the ontology with its problem-solving method (classification) helps construct a system that solves real-world tasks [40], but does so by emphasising the fluid relationships of human intuition rather than machine formalisms and logic-based reasoners [41]. The next section explains the method in detail.

III. Method

The goal of the methods reported in this paper was to create galatean knowledge structures that were able to evolve with expert consensus and support customised knowledge delivery for a variety of end users accessing it in different contexts. The first problem was how to develop and manage the hierarchical knowledge, which was solved using mind maps.

A. Mind maps

One of the most intuitive aids for note-taking, brainstorming, and generally organising ideas is the mind map [42]. Its layout reflects the goal of representing free-flowing, unconstrained associations of the mind at the same time as structuring knowledge hierarchically; it exactly accords with the knowledge-engineering requirements of GRiST.

There are many mind mapping software programs available. Freemind [43] was chosen because it is: (i) open-source; (ii) available across platforms; (iii) creates node structures that can be easily edited; (iv) enables icons to be incorporated into the nodes; (v) attaches notes to the node without obscuring the structure; and, most importantly, (vi) uses XML directly for representing the mind map rather than it being only an export choice. Its structure-editing role was integrated with the GRiST knowledge-engineering toolkit by creating an XSLT
A useful resource for helping users control structure changes and also to direct the style sheet is Freemind’s icons. Figure 2 shows a simplified example of how Freemind defines the knowledge structure and the subsequent GRiST XML trees. Many concepts, such as depression, underlie all risks and so are repeated in the knowledge hierarchy. The blue arrow icon enables the mind map to define the full structure in one place. When the style sheet detects the blue arrow, it looks for a node with the same name that has the round number 1 icon associated with it (see Figure 2). The other icons are similarly used to specify aspects of the galatean structure, such as the face, which identifies leaf nodes of the galatea where value-mg distributions are defined. The \( f(x) \) node indicates which patient data are required to generate the matching value to the value-mg distribution. This is the case for the time period between the assessment and the most recent suicide attempt, for example, as shown in Figure 1.

Every risk node, both leaf and concept, has a subnode called “attributes”, which contains attributes required by the GRiST XML trees. These enable the XSLT conversion document to translate between Freemind mind map format and GRiST XML nodes by making the attributes an explicit structure in Freemind. Otherwise, they would be unrecognised and ignored by Freemind when creating the mind map. The XSLT conversion document looks in the attributes subnode and creates them as well-formed attributes of the output XML tree that is at the root of the GRiST ontology. The next section introduces the GRiST XML trees and their attributes in more detail.

B. GRiST XML tree functionalities, attributes, and relationships

Once the initial knowledge structure has been specified in Freemind, it is translated via the XSLT specification into the GRiST initial XML. The idea is to have a base tree that incorporates the requirements for all patient types and assessment circumstances. It is a kind of “universal” or Everyman tree incorporating every issue for every user. The knowledge-engineering task is to encapsulate the different subtypes with their particular perspectives and priorities within the GRiST XML trees and extract them for delivery within the CDSS.

For GRiST, the subtypes reflect the variety of patient being assessed and the contexts of assessment. Four patient types or populations were quickly distinguished as GRiST developed: children and adolescents; working-age adults; older adults; and learning disabilities. Delivering GRiST across assessment contexts also required functional variations that may apply to more than one population (i.e. are not unified with populations) and so needed to be treated separately. Customisations of this type are called services. GRiST is thus tailored along the axes of populations for different assessment trees and services, if it turns out that the functionality needs customising as well as the underlying classification tree; service functionality can be applied to combined subsets of more than one population.

Three objectives were pursued when designing the GRiST XML structures: (i) define the structures of all trees; (ii) instantiate the trees with parameters required for classifying patients according to their particular population; and (iii) generate the specific data structures required for delivering the variety of CDSS functionality for end users. The trees can be summarised as follows (Table I defines the main attributes):

- **The Super Structure Tree (SST)**, which contains for all populations, all structural information about nodes and the questions attached to them, with associated values and membership grades. The SST also enumerates all the services that it may be used in with the accompanying more modest functional customisations required across different end users. The SST is the base “Everyman” tree that holds common information across them all as well as information about how to generate the distinctive sub-trees.

- **The Structure Tree (ST)**, which contains structural, question, value, and value-mg information for an individual population. It is generated from the SST, and can be conceived of as an SST tailored for one and only one population. Service
TABLE I
EXAMPLES OF ATTRIBUTES USED BY THE GRIST XML SPECIFICATIONS TO DRIVE KNOWLEDGE ENGINEERING TOOLS AND DELIVERY FUNCTIONALITY OF THE CDSS. THE TREES COLUMN IDENTIFIES THE TREES THAT CONTAIN THE ATTRIBUTE.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Semantics</th>
<th>Trees</th>
</tr>
</thead>
<tbody>
<tr>
<td>label</td>
<td>name of tree node that can vary for populations</td>
<td>all trees</td>
</tr>
<tr>
<td>code</td>
<td>code for tree node, which is invariant</td>
<td>all trees</td>
</tr>
<tr>
<td>populations=&quot;(population-name)&quot;</td>
<td>different populations of users defined by the tree</td>
<td>SST</td>
</tr>
<tr>
<td>services</td>
<td>defines services with particular configurations</td>
<td>SST, ST, RIT, QT</td>
</tr>
<tr>
<td>help=&quot;(help text)&quot;</td>
<td>locates full definition of node</td>
<td>SST, ST, RIT</td>
</tr>
<tr>
<td>generic=&quot;[path to generic node]&quot;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>generic-type=&quot;g&quot;</td>
<td>repeating nodes with invariant uncertainty parameters</td>
<td>SST, ST, RIT</td>
</tr>
<tr>
<td>generic-type=&quot;gd&quot;</td>
<td>repeating nodes with varying uncertainty parameters</td>
<td>SST, ST, RIT, CAT</td>
</tr>
<tr>
<td>generic-datum=&quot;{path to definition of datum}&quot;</td>
<td>locates full definition of node</td>
<td>SST, ST, RIT</td>
</tr>
<tr>
<td>value-mg=&quot;((0 0)(7 1)(10 0.5))&quot;</td>
<td>association list of values and membership grades</td>
<td>SST, ST, RIT</td>
</tr>
<tr>
<td>level</td>
<td>prunes tree at different levels of assessor expertise</td>
<td>SST, ST, RIT</td>
</tr>
<tr>
<td>question=&quot;question&quot;</td>
<td>question for collecting item of information</td>
<td>SST, ST, RIT</td>
</tr>
<tr>
<td>values=&quot;values&quot;</td>
<td>defines the type of the item of information</td>
<td>SST, ST, QT</td>
</tr>
<tr>
<td>layer=&quot;n&quot;</td>
<td>specifies order of initial data collection</td>
<td>SST, ST, CAT</td>
</tr>
<tr>
<td>filter-qr=&quot;question&quot;</td>
<td>question indicating whether subtree is applicable or not</td>
<td>SST, ST, CAT, RIT, QT</td>
</tr>
<tr>
<td>persistent=&quot;hard/soft/value&quot;</td>
<td>configures node with given services customisation</td>
<td>SST, ST, RIT, CAT</td>
</tr>
<tr>
<td>prune-for</td>
<td>removes branch/node for a population</td>
<td>SST</td>
</tr>
<tr>
<td>other attributes ...</td>
<td>emerging out of knowledge engineering</td>
<td>any</td>
</tr>
</tbody>
</table>

Definitions contained in the SST will be carried over to the ST, meaning that customisations defined for a given service type will apply across all populations. The ST is used to generate the RIT corresponding to a population.

The Relative Influence Tree (RIT), which holds the RIs for all nodes. Nodes with generic-type attribute of “gd” are expanded in all locations that point to them because these nodes may have different internal RIs (for concepts) or value-mgs (for datum nodes) in the locations. The RIT structure is generated from the ST and used to elicit and store the RIs.

Together, the ST and RIT are sufficient to specify all the information required for the Galatean psychological model of classification to be instantiated. They provide the complete ontology and problem-solving package and are the end products of the knowledge elicitation stage. However, four more trees are required by the end-user decision support tools. Three are derived from the ST and/or RIT and one is generated by the decision tool during the assessment of decisions, as follows:

The Class Assessment Tree (CAT) is generated from the RIT because it needs the RI attribute. It produces the full galatean tree for classifying objects and so has all nodes fully expanded in all locations, with no paths to separate generic nodes.

The Question Tree (QT) is generated from the RIT and has all the information required to display questions, obtain associated answers, and generate membership grades for the answers.

The Answer Tree (AT) is generated during an assessment by the data-gathering tool, and stores all user-supplied data.

The Landmark Tree (LT) is a tree used for helping assessors to navigate the CAT during assessments. It is a reduced version of the CAT, and will highlight nodes that may be of particular interest or relevance to the current assessment. It is envisaged that this will be derived from the Freemind mind map defining the base structure.

Table I provides examples of attributes that represent data defining the psychological model and its specifications of variations for populations and services. For example, `prune-for="(older working-age)"` means remove this branch of Everyman for older-age and working-age adults but not for any of the other listed populations. Many of the node attributes have an “enhanced” form where they can have different values for the populations of classification trees. This was required to encompass the variety of end-user perspectives that went beyond simply providing different views of the Everyman tree structure but also different representations of the data. For example, the tree node labels for the service-user self-assessment population are different to those seen by the mental-health practitioners assessing services users, as shown for the suicide node label:

```
label="(((service-user) "ending your own life") {(iapt learning-disabilities older child-adolescent working-age) "suicide")"
```

Lisp-like association lists are used to pair the population or service with its customised value. They provide great flexibility for dynamically creating and updating customisations within the ST. They are integral to giving the correct values to the tree transformation procedures that generate the correct trees for each population and service.

Customisation of the same population tree across different service provider contexts is effected by the `services` attribute in the top-level root node of the ST. Each service
provider represents a particular set of (minor) customisations/configurations that will be applied to GRiST’s question set when conducting an assessment for that service. The top-level root node of the ST will have a:

```
services="((structure
  ((service1 (association list of mods))
  (service2 (association list of mods))
  (...))
  (rendition
   ((service1 (association list of mods))
   (service2 (association list of mods))
   (...)))"
```

Attribute, defining all the services for which customisation/configuration data exists in the ST. Within the `services` attribute, these modifications (abbreviated to `mods` in the example) are organised as:

**Structural modifications**: those that involve dynamic (just-in-time) manipulations of the trees in some way prior to their being used to drive a GRiST assessment. Assessment tools will be agnostic of the structural changes, and will therefore not need to perform any additional processing.

**Rendition modifications**: those that involve dynamic (just-in-time) manipulations of the rendition of the GRiST assessment. Additional coding effort will be required in each assessment tool to realise the rendition manipulations.

The normal behaviour is that in order for a tree node to be amenable to the application of the defined modifications, it needs to “subscribe” to the modifications via a service attribute. For example, `service="rendition"` placed in a node will cause all the service-specified renditions to be applied to that node, such as providing it with a prefix or changing the font to bold, both of which were required for the IAPT service described in the results.

**IV. RESULTS**

The principle behind managing the different XML trees is to have one single master tree (i.e., the SST) that is used to generate all the other ones. The conversions will be carried out using XSLT in the main and the resulting trees will be labelled so that they can be linked to the particular master tree from which they are derived.

An administrator’s interface was provided for uploading, viewing and manipulating the trees (Figure 4). The website automates the derivation of all trees from each SST: namely each population’s STs, RITs, and CATs and QTs at various levels (higher level trees pruned at concepts can be used for assessors with greater expertise who can use judgements in place of low-level data). Active trees (i.e. those delivered to end users) need to be marked so that experimental or legacy trees can be made or kept available alongside the current “live” ones for testing before deployment. When the GRiST CDSS is accessed from a patient record system, parameters are passed to the clinical server to indicate which patient assessment is being conducted and what population to invoke.

The success of the methodological approach has been clearly demonstrated over the years by the ability to create new trees suited to particular patient types when requested by mental-health practitioners. The first derivations enable GRiST to cover all age ranges, not just working age, and an additional specialist population was recently added for learning disabilities. Most conclusive was the need to produce a tool for self-assessments that patients could use in the community. This led to the development of myGRiST that exploited the enhanced attribute values to produce variations of nearly all the tree nodes. Not only were different data-collection questions and accompanying help text boxes required but also most tree branch names were changed to ones more suitable for non-clinicians. These substantial variations were all linked to the same common Everyman tree, which meant that clinical and patient answers were always directly comparable: the trees provide a common language and knowledge base despite their multiple manifestations.

The method facilitates a single genotype with a variety of phenotypes. But it also provides different drivers of the end-user CDSS tools. Clinicians tend to be under serious time pressure and want to collect data as efficiently and concisely as possible. This meant their tool was driven by the ST, which keeps class-specific questions separate from generic concepts that are applicable to all classes, and only expands generic concepts once. In other words, it reflects the original mind map with no structural redundancy. On the other hand, the service users conducting self assessments have more time to explore risks dynamically. They wanted less control over the order of access and they also wished to answer generic concepts such as their relationships, current behaviour, living conditions, etc. in the context of whichever risk they were considering. For them, their tool was driven by the CAT, which expands all concepts in all locations to provide full trees for every risk.

The first service customisations were also motivated by time pressures, especially for primary-care practices. Here, the visibility and rendition of risk tree data was needed across all populations (i.e. not limited to only working-age adults). At present, the main service customisation currently in use is for a primary-care service provided to general practitioners called Improving Access to Psychological Therapies (IAPT).
Since mental-health organisations started using the electronic (web service) version of GRiST in 2010, more than 2,000 clinicians have conducted the following number of completed assessments for the different populations and the IAPT service.

- working age population: 50,193
- children and adolescents population: 4,008
- older adults population: 28,188
- iapt service: 696

These results are testimony to the knowledge engineering method that facilitated accommodation of different end-user requirements. They also demonstrate the robustness of their implementation, with different populations and services being requested dynamically in real-time.

V. Conclusions

This paper has described a methodology for eliciting, evolving, and delivering complex mental-health expertise using a psychological model of classification. The new research reported here develops GRiST from its initial construction [44], [45] into a fully-fledged knowledge engineering environment that can manage both structure changes and subtle variations in knowledge parameters within an integrated system. The sophisticated application of attributes and XSLT to deliver customised services has been proven by continuous delivery to mental-health practitioners, every hour of every day of every week.

GRiST is generating an accumulating database of patient information that will help parameterise the galatean model underlying the CDSS. The RIs will be learned from the data to provide models of expert consensus that can detect risks more accurately and target appropriate advice. Efficiency of data collection will exploit the latest research on fast and frugal classification [46], [47] where the most important information is identified first and processed very rapidly. More in-depth analysis only needs to take place if the decision-maker remains ambivalent.

New GRiST versions have been requested for forensic services, accident and emergency, and ante-natal clinics. The knowledge engineering methodology means they can be delivered in short timespans because few or no changes are required in end-user applications. Structural information in the GRIST ontology is given by the node nesting but information about the role of the node, both for the psychological classification model and its delivery within a CDSS, is held by attributes. There is no limit to the number of attributes that can be added, which provides great flexibility for amending node behaviours as knowledge engineering progresses.

The disadvantage is that the meaning of attributes has to be recorded outside the XML. Ontology specification languages such as OWL [48] have more power to include semantics and logical relationships but the galatean approach traded flexibility of knowledge structure with the need for a detailed specification document to accompany it. Any tools operating on the XML would need to refer to the specification document and ensure their operations were in full accordance with the definitions. Once this has been achieved, then any changes in the ontology using existing attributes require no further software development.

The GRiST ontology was able to integrate natural language for people with codes more convenient to machines, helping to keep the human-machine interface closely aligned [34], [35]. Now that it has stabilised, it makes more sense to consider translating it into a formal specification language [49]. This would make it easier to validate the tree transformations and embed the rules more formally within the machine specification. An ontology language would also help with the problems of interoperability that are endemic within mental-health services, possibly to a greater extent than in other health areas. There is an inherent difficulty with categorising intangible mental-health constructs but data interchange on more straightforward health and social-care patient data would be beneficial. GRiST is explicit about how this generic information links to risks but mental-health organisations often collect it in other documentation not related to risk. Sharing it has proved problematic and its absence from risk documentation could present a danger to proper care [10].

Whether or not the current GRiST ontology is converted into a language such as OWL, instantiation of the galatean model as a formal specification of mental-health risk expertise has led to assessment tools that have generated considerable interest both in the UK and abroad. The method has applicability to any domain where human expertise can be disseminated within a DSS and where the DSS will be used by people with varying needs, characteristics, and work contexts. Evidence for this is emerging from the logistics domain where the galatean approach is being applied. The expertise and decision context is very different, with the goal being to optimise the use of vehicles for deliveries and collections based on predicting the number of orders. The knowledge trees have already successfully captured expertise that is able to represent alternative perspectives [50] and implementation of the CDSS is currently underway. Irrespective of the particular application domain, whether a CDSS is actually used in the real world depends on how flexible it is in meeting varying user requirements and modus operandi; this paper reports a method that should help improve its chances of adoption.
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Abstract—In the paper, we deal with the problem of automatic determining syntactic complexity of visual stimuli. This problem is important in case of using paintings in eye-tracking based diagnosis and therapy of some kinds of neuropsychological and emotional disorders. Our approach to solving the considered problem is based on the clustering procedure using Self Organizing Feature Maps. The clustering results are compared with the heat maps obtained in the eye-tracking process.

I. INTRODUCTION

ART therapy is based on the idea that the creative process of art making is healing and life enhancing and is a form of nonverbal communication of thoughts and feelings. Like other forms of psychotherapy and counseling, it is used to encourage personal growth, increase self-understanding, and assist in emotional reparation, and has been employed in a wide variety of settings with children, adults, families, and groups. Art therapy supports the belief that all individuals have the capacity to express themselves creatively and that the product is less important than the therapeutic process involved [1]. However, not only art making but also art viewing can have a therapeutic influence. Participating in the arts and viewing the arts have been found to have tremendous therapeutic impact [2]. Ulrich conducted a significant study of psychiatric patients’ response to art from an extensive and diverse collection of wall-mounted paintings and prints [3].

Constant research is needed for increasing effectiveness of art diagnosis and therapy. Research in the area of neuroaesthetics is an example of this type of activities. As its name implies, neuroaesthetics is an attempt to combine neurological research with aesthetics by investigating the experience of beauty and appreciation of art on the level of brain functions and mental states. The first approach relies on observation of subjects viewing art samples and inspection of the mechanism of vision, with the aim of inducing general rules about aesthetics. This is the most popular approach to neuroaesthetics proposed by Zeki [12]. The second approach aims at establishing the link between certain brain areas and artistic activity. In contrast to approaches focusing on the artistic abilities and creativity, the third approach investigates aesthetic enjoyment through brain-imaging experiments on subjects looking at pictures. A fundamental methodological crux for all these approaches is whether the aesthetic judgments are perceived as bottom-up processes driven by neural primitives or as top-down processes with high-level correlates [4].

Conclusions presented above enable us to hope that the visual art can be an effective tool in the diagnosis and therapy process, for example, in the treatment of some kinds of neuropsychological and emotional disorders. In order to do that, we need research systematizing the methodology of application of the art as a therapeutic tool. The first step of our research has been presented in [11]

II. SYNTACTIC COMPLEXITY OF VISUAL STIMULI

As it was mentioned earlier, painting perception is connected with the activity of a number of regions of the brain. A structure of visual stimuli, i.e., its complexity, influences which regions of the brain are activated by visual stimuli (painting), i.e., which cognitive functions (basic or higher) are initiated by the patient. Therefore, an important goal of conducted research is categorization of visual stimuli according to their complexity, i.e., their usefulness for diagnosis or therapy in the treatment of different kinds of neuropsychological and emotional disorders.

Paintings can represent many things and be analyzed on various syntactic and semantic levels [5] (cf. Figure 1). Jaimes and Chang [6] developed an overview structure of these content levels for the indexing of images. Jaimes and Chang’s Index Pyramid consists of four syntactic and six semantic levels, where the width of each level gives an indication of the amount of knowledge required to describe the image content on that level. Even though the lower levels consist of upper levels, single levels can be seen as individual parts.

Syntactic levels define the visual elements such as colors and lines and are in close relation to visual perception. Semantic levels are concentrated on visual concepts and they define the meanings of the visual elements and of their arrangements. As can be seen from the Pyramid, semantics can be observed on the general, specific or abstract level. Jörgensen [7] divides painting attributes into three different groups; perceptual, reactive and interpretive attributes. Perceptual attributes are closely related to visual stimuli, e.g. the color "red". Reactive attributes are peoples’ personal reactions to paintings, e.g. uncertainty, confusion and liking the image.
Interpretive attributes include features like sentiment, abstract concepts and content elements like action and function.

The image complexity is a sum of syntactic and semantic complexity. At the most basic level, we are interested in the general visual characteristics of the image or the video sequence. Descriptions of the type of image or video sequence or the technique used to produce it are very general, but prove to be of great importance. Images, for example, may be placed in categories such as painting, black and white, color photograph, and drawing [6]. Global distribution aims to classify images or video sequences based on their global content and is measured in terms of low-level perceptual features such as spectral sensitivity (color), and frequency sensitivity (texture). Individual components of the content are not processed at this level. Global distribution features, therefore, may include global color (e.g., dominant color, average, histogram), global texture (e.g., coarseness, directionality, contrast), global shape (e.g. aspect ratio), global motion (e.g. speed, acceleration, and trajectory), camera motion, global deformation (e.g. growing speed), and temporal/spatial dimensions (e.g. spatial area and temporal dimension), among others. In contrast to Global Structure, which does not provide any information about the individual parts of the image or the video sequence, the Local Structure level is concerned with the extraction and characterization of the image’s components. At the most basic level, those components result from low-level processing and include elements such as the Dot, Line, Tone, Color, and Texture. At this level, we are interested in the specific arrangement of the basic elements given by the local structure, but the focus is on the Global Composition. In other words, we analyze the image as a whole, but use the basic elements described above (line, circle, etc.) for the analysis.

One of the key goals realized by the observer at the syntactic level is to detect image contours. One common attribute of paintings in a broad array of artistic traditions, starting from the earliest surviving depictions on cave walls, is the use of boundary lines to depict the edges of objects. There are no actual contour lines dividing real objects from their backgrounds in most cases, which raises the question of why contour lines are so ubiquitous and effective in depiction. One theory is that line drawings are a convention that are imposed within a particular culture and passed down through learning [8].

Recapping, image complexity at the syntactic level is the degree of cognitive effort to which the observer is forced by the structure (arrangement) of the painting obtained by means of adequate painting techniques at the level of receiving physical stimuli. The degree of this type of complexity can be determined in terms of uncertainty or redundancy.

III. Procedure

Human eyes are unable to observe the whole image with the equal acuity. The area of acute vision covers a field of less than 1.5° of arc. A standard eye-tracking examination is performed within 50 cm of the screen. An image has a horizontal resolution of 1200 - 1600 pixels. Therefore, the area of acute vision covers a field with a diameter of 25 pixels. In the performed examinations, the size of a segment has been selected proportionally to the image with a horizontal resolution of 1200 pixels. Art perception is dependent on physical features of the human eye. Therefore, splitting the painting into smaller parts is important in syntactic processing. Research carried out using eye-tracking shows that data processing is realized in the form of fixations followed by saccades (i.e., transitions between fixations). We have created a specialized computer tool for the objective analysis of painting complexity - entropy. The painting with a low information content has a small value of entropy. According to information theory, the smaller probability of object occurrence, the greater information. Results obtained by means of the created tool have been compared with results obtained by means of eye-tracking in the form of the so-called heat maps. Heat maps represent the fixation locations and the duration of the fixations. The regions indicated by our tool, in most cases, are covered by experimental results obtained in the eye-tracking process. On
this basis, one can determine that in the syntactic analysis of the painting, most vision fixations concern regions whose structures differ from other regions of the same painting. It is the foundation of the syntactic analysis. The main advantage of the computer tool is independence from individual features. Moreover, results are not sensitive to subjective factors.

The approach presented in this paper is based on a clustering procedure using Self Organizing Feature Maps. The concept of a Self-Organizing Feature Map (SOM) was originally developed by Kohonen [9]. SOMs are neural networks composed of a two-dimensional grid (matrix) of artificial neurons that attempt to show high-dimensional data in a low-dimensional structure. Each neuron is equipped with modifiable connections. Self-Organizing Feature Maps possess interesting characteristics such as self-organization, i.e., networks organize themselves to form useful information, as well as competitive learning, i.e., network neurons compete with each other. The winners of the competition strengthen their weights while the losers’ weights are unchanged or weakened. SOMs are used in a clustering process. Input data are vectors composed of features (elements).

In our approach, each SOM is a feedforward three-layer neural network, one layer for one color component (R, G, or B). This architecture can also be used for other color models, e.g., YUV.

The training process of SOMs can be presented as a list of the following steps:

1) **Initialization.** At the beginning, weights are initialized with random values from a given interval \((w_{\text{min}}, w_{\text{max}})\), i.e.:

\[
\text{map}(i, j, k) = \text{random}(w_{\text{min}}, w_{\text{max}}),
\]

where \(k\) determines a layer of the multilayer map, \(i\) and \(j\) are coordinates in the \(k\)-th map layer. An initial value for a learning rate \(\alpha\) is equal to \(\alpha_{\text{top}}\). During the learning process, a value of \(\alpha\) is changed from \(\alpha_{\text{top}}\) to \(\alpha_{\text{bottom}}\) with step \(\alpha_{\text{step}}\), where \(p\) is a number of epochs. The initial size of the map is equal to \(s_{\text{min}} \times s_{\text{min}}\) of neurons. This size is progressively increased to \(s_{\text{max}} \times s_{\text{max}}\), where \(s_{\text{max}} = \max(s_{\text{min}}, \sqrt{2n} + 1)\).

2) **Reading input data.** Input vectors are normalized to the interval \([0, 1]\). All input vectors have the same dimension, i.e., \(m\).

3) **Iterations.**

   a) At each iteration, a random input vector is entered to the input layer \(x_{\text{current}} = x(\text{random}(1, n))\).

   b) A winning Kohonen neuron is determined, i.e., the neurons compete on the basis of which of them have their associated weight vectors "closest" to \(x_{\text{current}}\). The winner is selected on the basis of minimization of the mean squared error, i.e.:

   \[
   \min_{i,j} \sum_{k=0}^{m} (x_{\text{current}}(k) - \text{map}(i, j, k))^2
   \]

   c) For the winner and direct neighbours only, weights are modified according to:

   \[
   \text{map}(i, j, k) = \alpha (x_{\text{current}}(k) - \text{map}(i, j, k))
   \]

   \[
   \text{map}(i, j) = 0.6\alpha (x_{\text{current}} - \text{map}(i, j))
   \]

   d) The learning rate is updated according to \(\alpha_{e+1} = \alpha_{\text{top}} - e\alpha_{\text{step}}\), where \(e\) is the current epoch number indicator.

   e) The size of the map is updated:

   \[
   s_{e+1} = s_{\text{max}} \frac{e}{p}
   \]

   if \(s_{e+1}\) is greater than the current size, where \(p\) is a number of epochs.

   f) If the size of the map has been changed, weights are updated according to:

   \[
   \text{map}_{\text{new}}(i, j, k) = \sum_{\text{neighbours of } (i,j)} 0.6\text{map}_{\text{neighbour}}(i, j, k) + \text{map}(i, j, k)
   \]

In a standard algorithm, we can distinguish the following steps. An image is recorded in the RGB format. Next, SOM is trained on the basis of the RGB components, separately for each component. However, in each step, weights of maps are also averaged (using the weighted average) for color components. Application of SOMs causes generalization of relationships between pixels of an input image by grouping similar regions close to each other. SOMs are widely used in problems demanding reduction of input data dimension. The obtained map represents classes into which input data space can be divided. In most cases, this is the last step of grouping data. The disadvantage of such an approach is a region of tolerance too broad for neighborhoods of individual classes. Generally, for each class, only its centroid is indicated.

In this paper we propose to extend the standard algorithm:

1) An input image is split into segments constituting a grid of the size \(N \times N\). The size of the individual segment depends on the size of the image.

2) Each segment is independently processed. Data for a given segment are passed to the input of SOM. As a result, we obtain maps (i.e., layers of SOM) for each component: R, G, and B. SOM is trained using the procedure described earlier.

3) On the basis of maps for components, a minimal spanning tree (MST) is created using the weighted average of color components. The spanning tree includes information about correlations of pixels of the input image:

   \[
   \text{tree}[i][j] = \begin{cases} w_{ij} & \text{if } (i, j) \text{ belongs to MST,} \\ 0 & \text{otherwise,} \end{cases}
   \]

   where \(i\) and \(j\) are pixel indexes, \(w_{ij}\) is a correlation factor of pixels.

4) The coefficient \(C_{\text{seg}}(m, n)\) is calculated for each segment (see Algorithm 1) with coordinates \(m\) and \(n\).
**Algorithm 1:** Algorithm for calculating the coefficient $C_{seg}(m, n)$

$$C_{seg}(m, n) \leftarrow 0;$$

for each pixel $i$

for each pixel $j$

if $\text{tree}[i][j] > \text{CORR}_{\text{min}}$ and $\text{dist}(i, j) < \text{DIST}$

$C_{seg}(m, n) \leftarrow C_{seg}(m, n) + 1;$

end

end

end

this algorithm, pairs of pixels are compared. Moreover, $\text{CORR}_{\text{min}}$ is a threshold correlation between pixels and $\text{DIST}$ is a threshold distance between pixels (for example, the Manhattan distance).

This step enables us to omit pixels which potentially are not important for visual perception. Moreover, correlation between pixels which are far apart is not taken into consideration. Thresholds $\text{CORR}_{\text{min}}$ and $\text{DIST}$ have been determined experimentally, and they are equal to:

$$\text{CORR}_{\text{min}} \approx 2,$$

$$\text{DIST} = \frac{D_{\text{segm}}}{2},$$

where $D_{\text{segm}}$ is the width of the segment.

The greater value of the coefficient $C_{seg}(m, n)$ indicates a more complex structure of the segment, e.g. gradients, colors, shapes, etc.

5) We search for numbers of segments with the same coefficient $C_{seg}(m, n)$. Let $\text{VAL}_{C_{seg}}$ be a set of all values of coefficients $C_{seg}(m, n)$ calculated in the previous step. For each value $v$ in $\text{VAL}_{C_{seg}}$, we calculate its number $\text{OCC}_{C_{seg}}(v)$ of occurrences.

6) We calculate the entropy for the analyzed image:

$$H = -\sum_{v=1}^{k} p(v) \ln p(v),$$

where:

- $k$ is a cardinality of $\text{VAL}_{C_{seg}},$

- $p(v) = \frac{\text{OCC}_{C_{seg}}(v)}{N},$

- $N = \sum_{v=1}^{k} \text{OCC}_{C_{seg}}(v).$

The greater entropy indicates that the complexity of the image is greater, i.e., a number of segments with different coefficients $C_{seg}(m, n)$ is greater.
IV. EXPERIMENTS

Experiments have been carried out using some well-known paintings. Figures 2 - 5 present exemplary comparisons of the clustering results and the heat maps obtained in the eye-tracking process.

V. CONCLUSIONS AND FURTHER WORKS

In the paper, we have shown the computer tool based on Self-Organizing Feature Maps enabling us to automatically determine complexity of visual stimuli used in syntactic analysis. Such a method is necessary in diagnosis and therapy of some neuropsychological and emotional disorders using eye-tracking. This problem is the main task for our future work.
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Abstract—In this paper we consider possibilities of simulating behavior of the group of trematode larvae (miracidiae and cercariae) by the abstract slime mould based computer that is programmed by attractants and repellents. For describing this simulation, we appeal to the language which is a kind of \( \pi \)-calculus called Physarum spatial logic. This language contains labels for attractants and repellents. Taking into account the fact that the behavior of miracidiae and cercariae can be programmed only by attractants (repellents for miracidiae and cercariae are not known still), we can claim that the behavior of miracidiae and cercariae is a restricted (poorer) form of Physarum spatial logic.

I. INTRODUCTION

In Physarum Chip Project: Growing Computers From Slime Mould [3] supported by FP7 we are going to implement programmable amorphous biological computers in plasmodium of Physarum. This abstract computer we are going to obtain is called slime mould based computer. The plasmodium behaves and moves as a giant amoeba and its behavior can be considered as a biological implementation of Kolmogorov-Uspensky machines [2]. This allows us to use the plasmodium of Physarum for solving different tasks that can be solved in Kolmogorov-Uspensky machines as well. The slime mould based computer is programmed using attractants and repellents (fig. 1). On the one hand, it was experimentally proved that the slime mould prefers substances with potentially high nutritional value, e.g. it is attracted by peptones, aminoacids phenylalanine, leucine, serine, asparagine, glycine, alanine, aspartate, glutamate, and threonine. On the other hand, repellents for Physarum polyccephalum can be presented by some illumination-, thermo- and salt-based conditions. Usually the plasmodium forms a congregation of protoplasm in food sources to surround them, secret enzymes and digest the food. Slime mould based computer can be regarded as a parallel computing substrate complementary to existing massive-parallel reaction-diffusion chemical processors [1].

In papers [15; 16] we showed that the behavior of plasmodium of Physarum polyccephalum has an own spatial logic which is one of the natural implementations of \( \pi \)-calculus. This logic called Physarum spatial logic can be used as a programming language for the slime mould based computer. Taking into account the fact that within \( \pi \)-calculus we can formalize and describe different concurrent processes, within Physarum spatial logic we can do the same as well.

Fig. 1 An ‘ideal’ example of plasmodium attracted by source of nutrients. Initially an oat flake colonized by plasmodium is placed in the southern part of Petri dish, and a group of intact oat flakes in the northern part. Plasmodium propagates towards the intact flakes and occupies them. (a) Snapshot the experimental Petri dish with the plasmodium. (b) Scheme of the plasmodium attraction: initial position of the plasmodium is shown by circle, newly occupied oat flakes (attractants) by solid discs, trajectory of the plasmodium by curve. This figure is from the book [20]. Courtesy of Andy Adamatzky

In this paper we will show that the behavior of local group of the genus Trichobilharzia Skrjabin & Zakharov, 1920 (Schistosomatidae Stiles & Hassall, 1898) can be simulated by Physarum logic. This means that, first, a local group of Schistosomatidae can behave as a programmable biological computer, second, a biologized kind of \( \pi \)-calculus such as Physarum spatial logic can describe concurrent biological processes at all.

II. PHYSARUM SPATIAL LOGIC

In this section we will consider some basics of Physarum spatial logic.

The behavior of Physarum plasmodium can be divided into the following elementary processes: inaction, fusion, cooperation, and choice, which could be interpreted as unconventional (spatial) falsity, conjunction, weak and strong disjunction respectively, denoted by \( \text{Nil}, \&, \|, \text{ and } + \). These
operations differ from conventional ones, because they cannot have a denotational semantics in the standard way. However, they may be described as special spatial transitions over states of Physarum machine: inaction (\texttt{Nil}) means that pseudopodia has just stopped to behave; fusion (\&) means that two pseudopodia come in contact one with another and then merge; cooperation (!) means that two pseudopodia behave concurrently; choice (+) means a competition between two pseudopodia in their behaviors.

A \pi-calculus for describing the dynamics of Physarum machine is presented as a labeled transition system with some logical relations.

Assume that there are \( N \) active species or growing pseudopodia and the state of species \( i \) is denoted by \( p_i \in L \). These states are time dependent and they are changed by plasmodium’s active zones interacting with each other and affected by attractants or repellents. Plasmodium’s active zones interact concurrently and in a parallel manner. Foraging plasmodium can be represented as a set of the following abstract entities:

- The set of actions (growing pseudopodia), \( \tau' = \{ \alpha, \beta, \ldots \} \), localized in active zones. The actions from \( \tau' \) are called the simplest transitions, the latter are defined as \( \{ p \rightarrow q : p, q \in L, a \in T' \} \). Notice that we also have transitions that do not belong to \( \tau' \). Assume that the set of all transitions is denoted by \( \tau \).

On a nutrient-rich substrate plasmodium propagates as a typical circular, target wave, while on the nutrient-poor substrates localized wave-fragments are formed. Each action \( \alpha \in \tau \), starts on a state \( p_\alpha \), which is its current position, and says about a transition (propagation) of a state \( p_\alpha \) to another state of the same or another computation cell. Part of plasmodium feeding on a source of nutrients may not propagate, so its transition may be \( \texttt{Nil} \), but this part can always start moving.

- The set of attractants \( \{ A_1, A_2, \ldots \} \) \( \subset \tau \setminus \tau' \) are sources of nutrients, on which the plasmodium feeds. It is still subject of discussion how exactly plasmodium feels presence of attractants. Each attractant \( A \) is a function from \( \tau \) to \( \tau' \).

- The set of repellents \( \{ R_1, R_2, \ldots \} \) \( \subset \tau \setminus \tau' \). Plasmodium of Physarum avoids light and some thermo- and salt-based conditions. Thus, domains of high illumination are repellents such that each repellent \( R \) is characterized by its position and intensity of illumination, or force of repelling. In other words, each repellent \( R \) is a function from \( \tau' \) to \( \tau' \).

- The set of protoplasmic tubes \( \{ C_1, C_2, \ldots \} \) \( \subset \tau \setminus \tau' \). Typically plasmodium spans sources of nutrients with protoplasmic tubes/veins. The plasmodium builds a planar graph, where nodes are sources of nutrients, e.g. oat flakes, and edges are protoplasmic tubes. \( C(\alpha) \) means a diffusion of growing pseudopodia \( \alpha \in \tau' \).

Hence, \( \tau = \tau' \cup \{ A_1, A_2, \ldots \} \cup \{ R_1, R_2, \ldots \} \cup \{ C_1, C_2, \ldots \} \).

Our process calculus contains the following basic operators: \( \texttt{Nil} \) (inaction), \( \preceq \) (prefix), \( \mid \) (cooperation), \( \setminus \) (hiding), \( + \) (choice), \( a \) (constant or restriction to a stable state), \( \alpha \) (attraction), \( R(\gamma) \) (repelling), \( C(\gamma) \) (spreading/diffusion). Let \( T = \{ a, b, \ldots \} \), the set of all actions (evidently, this set is finite), be considered as a set of names. A name refers to a communication link or channel. With every \( a \in T \) we associate a complementary action \( \overline{a} \). Let us suppose that \( a \) designates an input port and \( \overline{a} \) designates an output port. Any behavior of Physarum will be considered as outputs and any form of outside control and stimuli as appropriate inputs. For instance, \( \tau' \) is to be regarded just as the set of output ports and thereby \( \tau \setminus \tau' \) contains ports that can be interpreted under different conditions as input ports or output ports. So, for each \( X \in \{ A_1, A_2, \ldots \} \cup \{ R_1, R_2, \ldots \} \), we take that \( X(\gamma) = \delta \) is a function from \( \tau' \) to \( \tau' \) such that \( X \) is a stimulus for \( \gamma \) and \( X \) makes an output \( \delta \) in \( \tau' \) along \( \gamma \). Evidently that \( X(\texttt{Nil}) = \texttt{Nil} \). Let \( X(\gamma) \) denote an input and \( X'(\gamma) \) an output.

Define \( L \) be the set of labels built on \( \tau' \) (under this interpretation, \( \alpha \equiv \overline{a} \)). Suppose that an action \( a \) communicates with its complement \( \overline{a} \) to produce the internal action \( \tau \) and \( \tau \) belongs to \( L \), too. We use now the symbols \( \gamma, \delta, \ldots \), etc., to range over labels (actions), with \( a = \overline{a} \), and the symbols \( P, Q \), etc., to range over processes on states \( p \). The processes are given by the syntax:

\[
P, Q ::= \texttt{Nil} \mid \gamma P \mid A(\gamma) P \mid A(\overline{\gamma}) P \mid R(\gamma) P \mid R(\overline{\gamma}) P \mid C(\gamma) P \mid (P Q) \mid P \& Q \mid P + Q \mid a
\]

Each label is a process, but not vice versa, because a process may consists of many labels combined by the basic operators.

An operational semantics for this syntax is defined as follows: \( \gamma ::= p_\alpha \), where \( p_\alpha \in L \).

Prefix:

\[
\frac{\gamma P \rightarrow P}{\gamma P}
\]

\[
\frac{A(\gamma) \rightarrow \delta}{A(\gamma) P \rightarrow P}
\]

\[
\frac{A(\overline{\gamma}) \rightarrow \delta}{A(\overline{\gamma}) P \rightarrow P}
\]

\[
\frac{R(\gamma) \rightarrow \delta}{R(\gamma) P \rightarrow P}
\]

\[
\frac{R(\overline{\gamma}) \rightarrow \delta}{R(\overline{\gamma}) P \rightarrow P}
\]

(the conclusion states that the process of the form \( \gamma P \) (resp. \( A(\gamma) P \), \( A(\overline{\gamma}) P \), \( R(\gamma) P \), \( R(\overline{\gamma}) P \)) may engage in \( \gamma \) (resp. \( A(\gamma) \), \( A(\overline{\gamma}) \), \( R(\gamma) \), \( R(\overline{\gamma}) \)) and thereafter they behave like \( P \) in the presentations of behaviors as trees, \( \gamma P \) (resp. \( A(\gamma) P \), \( A(\overline{\gamma}) P \), \( R(\gamma) P \), \( R(\overline{\gamma}) P \)) is understood as an
edge with two nodes: $\gamma$ (resp. $A(\gamma)$, $A(\gamma)$, $R(\gamma)$, $R(\gamma)$) and the first action of $P$),

\[
\begin{align*}
\text{Diffusion: } & P \gamma \Rightarrow P', \\
& P \Rightarrow C(\gamma), \\
\text{Constant: } & P \gamma \Rightarrow P', \\
& a = P, a \in L, \\
\text{Choice: } & P \gamma \Rightarrow P', \\
& Q \gamma \Rightarrow Q', \\
& P + Q \gamma \Rightarrow P', \\
& P + Q \gamma \Rightarrow Q',
\end{align*}
\]

(these both rules state that a system of the form $P + Q$ saves the transitions of its subsystems $P$ and $Q$),

\[
\begin{align*}
\text{Cooperation: } & P \gamma \Rightarrow P', \\
& Q \gamma \Rightarrow Q', \\
& P \mid Q \gamma \Rightarrow P' \mid Q', \\
& P \mid Q \gamma \Rightarrow P \mid Q',
\end{align*}
\]

(there rules state that the cooperation $\mid$ interleaves the transitions of its subsystems),

\[
\begin{align*}
\text{Hiding: } & P \gamma \Rightarrow P', \\
& P \mid Q \gamma \Rightarrow P' \mid Q, \\
& (\gamma \not\in Q, Q \subseteq L),
\end{align*}
\]

(this rule allows actions not mentioned in $Q$ to be performed by $P \mid Q$),

\[
\begin{align*}
\text{Fusion: } & \gamma, P & \& \bar{P} \Rightarrow \text{Nil}
\end{align*}
\]

(the fusion of dual processes are to be performed into the inaction, e.g. a fusion of an attractant/repellent $P$ and appropriate repellent/attractant $\bar{P}$),

\[
\begin{align*}
& P \gamma \Rightarrow P', \\
& Q \gamma \Rightarrow P', \\
& P \gamma \Rightarrow P', \\
& Q \gamma \Rightarrow P', \\
& P \gamma \Rightarrow P', \\
& Q \gamma \Rightarrow P', \\
& P \gamma \Rightarrow P', \\
& Q \gamma \Rightarrow P',
\end{align*}
\]

(these means that if we obtain the same result $P'$ that is produced by the same action $\gamma$ and evaluates from two different processes $P$ and $Q$, then $P'$ may be obtained by that action $\gamma$ started from the fusion $P \& Q$ or $Q \& P$),

\[
\begin{align*}
& P \gamma \Rightarrow P', \\
& P \gamma \Rightarrow P', \\
& Q \gamma \Rightarrow P', \\
& Q \gamma \Rightarrow P', \\
& P \gamma \Rightarrow P', \\
& Q \gamma \Rightarrow P',
\end{align*}
\]

\[
\begin{align*}
& P \gamma \Rightarrow P', \\
& Q \gamma \Rightarrow P', \\
& P \gamma \Rightarrow P', \\
& Q \gamma \Rightarrow P',
\end{align*}
\]

\[
\begin{align*}
& P \gamma \Rightarrow P', \\
& Q \gamma \Rightarrow P', \\
& P \gamma \Rightarrow P', \\
& Q \gamma \Rightarrow P',
\end{align*}
\]

\[
\begin{align*}
& P \gamma \Rightarrow P', \\
& Q \gamma \Rightarrow P', \\
& P \gamma \Rightarrow P', \\
& Q \gamma \Rightarrow P',
\end{align*}
\]

\[
\begin{align*}
& P \gamma \Rightarrow P', \\
& Q \gamma \Rightarrow P', \\
& P \gamma \Rightarrow P', \\
& Q \gamma \Rightarrow P',
\end{align*}
\]

\[
\begin{align*}
& P \gamma \Rightarrow P', \\
& Q \gamma \Rightarrow P', \\
& P \gamma \Rightarrow P', \\
& Q \gamma \Rightarrow P',
\end{align*}
\]

\[
\begin{align*}
& P \gamma \Rightarrow P', \\
& Q \gamma \Rightarrow P', \\
& P \gamma \Rightarrow P',
\end{align*}
\]

(these rules state that if the result $P'$ is produced by the action $\gamma$ from the processes $P$, then a fusion $P \& Q$ or $(Q \& P)$ is transformed by that same $\gamma$ either into the inaction or diffusion or process $P'$).

These are inference rules for basic operations. The ternary relation $P \gamma \Rightarrow P'$ means that the initial action $P$ is capable of engaging in action $\gamma$ and then behaving like $P'$.

Now we can show that in the behavior of any local group of Schistosomatidae we can observe the same elementary processes: inaction, fusion, cooperation, and choice, which are defined in the same way.

III. LIFE CYCLE OF SCHISTOSOMATIDAE (TREMATODA : DIGENEA)

All representatives of subclass Digenaea Carus, 1863 (Platyhelminthes: Trematoda) are exclusively endoparasites of animals. The digenean life cycle has the form of hermaphro- gony, i.e. there is a natural alternation of amphibiotic (usually synonymphoyous) and parthenogenetic stages. At these stages digeneae have different outward, different means of reproduction and different adaptation to different hosts. The interchange of hosts is necessary for a successful realization of digenean flukes life cycle. The majority of representatives of this subclass have a complete life cycle with participation of three hosts: intermediate, additional (metacercarial) and definitive. Molluscs are always the first intermediate hosts, while different classes of vertebrate animals are definitive hosts.

Among digeneae there is a bunch of parasites, belonging to the family of Schistosomatidae, which represents an isolated bunch which has adapted to parasitizing in the circulatory system of vertebrate animals. Puberal representatives of this family are diecious individuals (in other digenean families maritas are hermaphrodites). The family includes the following three subfamilies: Schistosomatinae Stiles and Hasnall, 1898, they parasitize a variety of birds and mammals, including human being; Bilharziellinae Price, 1929 and Gigantobilharziinae Mehra, 1940, they parasitize birds. Representatives of the first subfamily (in particular the genus Schistosoma Weinland, 1858) parasitize mammals, including human being. In the tropical and subtropical countries, about 200 million persons are infected by them from which 11 thousand persons annually die because of the given infestation [13]. Representatives of the latter two subfamilies, the so-called avian schistosomatidae, have been observed on all continents, including Europe. In a puberal state they parasitize birds, however they are capable to incorporate into a human organism as nonspecific host. After they penetrate human skin, where they perish, they invoke thereby allergic dermatitis. The fact of incorporation of these larvae into nonspecific hosts invokes interest to avian schistosomatidae. Therefore the simulation of behavior of their local groups can be interesting from a medicine view, be-
cause it allows to perceive better features of digenean behavior. Simulating their behavior is possible by means of Physarum spatial logic as we will show.

The life cycle of all representatives of the family Schistosomatidae is identical, it passes with participation of two hosts.

From an egg which got to water from an organism of definitive host, a miracidia hatches. It is a settle free-swimming larval stage of parthenogenetic generation of Schistosomatidae. Miracidia for a short span should find a mollusc of a certain kind to insinuate into it, otherwise it perishes. Molluscs, thus, are attractants for miracidiae. More precisely, in respect to miracidiae the chemotaxis as attractant holds (miracidia moves towards a chemical signal proceeding from a mollusc). Other kinds of attractants for miracidiae are presented by light (there is a positive phototaxis) and gravitation (negative geotaxis). We will designate all miracidian attractants by $A^n$, $A^w$, $\ldots$, $A^w$.

Miracidial repellents have not been detected still, i.e. $\{R^n, R^w, \ldots, R^w\} = \emptyset$.

The continuation of digenean life cycle will take place just in case a miracidia detects a mollusc for which a certain kind of digenean has a host specificity [10]. Otherwise the miracidia dies. Miracidiae Trichobilharzia szidati Neuhaus, 1952 can look for an intermediate host only for the period of 20 h at temperature 20 °C [14].

In a body of mollusc, a miracidia undergoes metamorphosis and it is transformed into a mother sporocyst in which daughter sporocysts educe. In the latter then cercariae start to be formed. This state can be called the miracidian diffusion. We will designate all these diffusions by $C^w$, $C^w$, $\ldots$, $C^w$.

Now we can construct a version of Physarum spatial logic for simulating the behavior of local groups of miracidiae. The processes have the following syntax which is defined in the way of Physarum logic:

$$P, Q := \text{Nil} \mid \gamma P \mid A^n(\gamma P) \mid A^w(\gamma) P \mid P \mid C^w(\gamma) P \mid (P \mid Q) \mid Q \mid P + Q \mid a$$

For the simulation we need also to have two sets of actions $T$ and $T^+$, where $T$ contains actions of Physarum plasmodium, $T^+$ includes actions of local group of miracidiae. These sets should have the same number of members (the same cardinality), namely we should have the same number of active zones (growing pseudopodia and active miracidiae), the same number of attractants, and the same number of diffusions (motions of protoplasmic tubes towards food and miracidian motions towards chemical signals of eventual hosts to transform into a maternal sporocyst). For instance, if we have five mollusces in one experimental dish with water and a suspension of miracidiae, then we can try to simulate the miracidian processes by Physarum spatial logic for stimuli of five nutrient sources with similar localizations as that for mollusces.

IV. The Behavior of Cercariae of Bird Schistosomes (Genus Trichobilharzia)

The cercarial behavior of bird schistosomes (family Schistosomatidae) is well studied due to representatives of the genus Trichobilharzia [11]. Their behavior is characterized by specific taxises which are referred to an effective search of necessary definitive hosts. These taxises developed by evolution of larvae of bird schistosomes allow their looking for specific hosts to be successful, forward their affixion to a surface of host body as well as their incorporation into a host cutaneous covering and their penetration into a circulatory system, where a parasite reaches sexual maturity. Thus, taxises form an enough large family of attractants for cercariae.

In a resting state, cercariae are attached to a vascular wall or on a water film by means of acetabulum. Active motions are characteristic only by the strong shaking of pot or by the water interfusion. At a weak rotation of pot it is visible that the cercarial body and its tail follow the water stream, while their acetabulums keep cercariae on the pot wall. Any continuous active motion is not observed.

Cercariae of the genus Trichobilharzia after leaving a mollusc actively swimming in the water for an hour. Such an active behavior of larvae after leaving a mollusc provides a cercarial allocation in water space. Then cercariae pass to a passive behavior. They are attached by a ventral sucker to a surface film of water or to various subjects near a water surface, getting thus a characteristic resting state. The resting state allows cercariae in absence of specific to them stimulants to stop the search of host and to conserve their energy. Free-swimming cercariae need to insinuate into a definitive host during the limited time interval (1–1.5 days at temperature 24°C) since otherwise larvae perish [14].

For successful search of hosts, larvae of digeneae of Trichobilharzia have developed by evolution a behavior facilitating this problem. They possess a positive phototaxis, negative geotaxis, chemotaxis, and also actively react to turbulence of water [7]. It means that for cercariae there are already many other attractants.

The light sensitivity of cercariae of Trichobilharzia is very high. As experiments show, cercariae always move towards a light source, and then take a resting state on the lighted side of capacity in which they are. The given taxises, and also negative geotaxis allow cercariae to be kept in the nature at a surface of water in expectation of suitable hosts.

Cercariae actively react to changes in intensity of illumination (shadings) and to turbulence of water [5]. These external factors, corresponding to possible appearances of definitive hosts in water, stimulate the cercarial transition from a resting state into actions that enlarge their chances to meet hosts.

Cercariae possess a chemotaxis in relation to specific hosts. On body surfaces larvae of the genus Trichobilharzia have chemoreceptors which receive appropriate chemical signals proceeding from a skin of potential host. The similarity of compound of fatty acids of bird and human skin leads to that cercariae equally react to the bird and human appearance in water: they move in their direction, and then
they are attached to skin and begin penetration into it [9].
So, the chemotaxis from a skin of potential hosts (surface
lipids of skin of human being and swimming bird), the posi-
tive phototaxis, the negative geotaxis and the water tur-
bulence present cercarial attractants of different degree of ap-
peal. We will designate these attractants by $A'_1, A'_2, \ldots, A'_s$.

In experimental researches it has been shown that any at-
tachment of cercariae of *Trichobilharzia* to skin is stimu-
lated by cholesterol and ceramides, and incorporation into
skin by linoleic and linolenic acids, all these materials are
present on skin of both bird and human being [12; 8].
Thereby surface lipids of human skin invoke higher fre-
quency of cercarial incorporations into skin, than surface lipids of birds [9]. One more reason that cercariae of *Tri-
chobilharzia* successfully insinuate into human skin is the
fact of that the skin of duck foots has thicker keratinized sur-
face which, possibly, is more difficult for overcoming, than
that of human being [8].

On the basis of experiments the rate of penetration of lar-
vae of schistosomes *Trichobilharzia szidati* into human skin
[8] has been defined. The larva begins incorporation into hu-
man skin approximately in 8 seconds (range from 0 to 80
seconds) after first contacts. The process of full penetration
into skin takes about 4 minutes (range from 83 till 13 min-
utes 37 seconds). The given numerals testify that it is
enough if the person has even a short-term contact to water
where there are cercariae of bird schistosomes to give them
possibility to incorporate into skin.

In some cases, for example children, cercarial larva can
“chip” skin and be brought by venous blood to lungs, invok-
ing there hemorrhages and inflammation. If cercariae are
lucky to insinuate into blood and then to lungs, the disease
can get harder by the pulmonary syndrome from small cough
to symptoms of bronchial obstruction [18].

At the same time, repellents for cercariae have not been
found yet. For example, Ludmila Akimova’s experience shows
that cercarial motions towards a smaller concentration of
material which invokes a destruction of larvae are not
observed at all. The experience principle consists in that in
a small cavity with the length of 10 cm, the width and depth
of 0.5 cm there is water with a suspension of cercariae. Then
a thin essential oil is added in one of the side of this small
cavity. Cercariae, which are nearby, quickly perish, although
other cercariae do not move aside where the reacting mat-
erial is absent. Cercariae simply freely float and as soon as
they appear in that part where there is the reacting material
they perish. Thus, $\{R'_1, R'_2, \ldots, R'_s\} = \emptyset$.

In definitive hosts cercariae reach diffusion states. We
will designate these attractants by $A(b)$. Copy($x, y, u, v$) ::= ($x.\gamma u.\gamma v.\text{Nil})$

The behavior of local groups of cercariae can be simu-
lated within a version of Physarum spatial logic, where the
processes have the following syntax defined in section II:

\[
P, Q ::= \text{Nil} | \gamma P | A' P | A'' C (\gamma) . P | \\
C(\gamma) P | (P \lor Q) | P \land Q | P + Q | a
\]

The sets of actions $T$ and $T'$, where $T$ consists of actions of
Physarum plasmodium, $T'$ contains actions of local group
of cercariae, should have the same number of members. For
example, if we have three human beings in one lake with
cercariae, then we can simulate the cercarial processes by
Physarum spatial logic where three nutrient sources with
similar localizations as that for human beings act as stimuli.
Hence, the behavior of local groups of cercariae is another
biological implementation of Kolmogorov-Uspensky ma-
chines. It can build planar graphs as well.

V. ARITHMETIC OPERATIONS IN PHYSARUM SPATIAL LOGIC
AND IN SCHISTOSOMATIDAE BEHAVIORAL LOGIC

We know that within $\pi$-calculus we can convert expres-
sions from $\lambda$-calculus. In particular, it means that we can
consider arithmetic operations as processes. Physarum spa-
tial logic as well as its modification in the form of behav-
ioral logic for local groups of miracidiae (cercariae) is a bi-
ological version of $\pi$-calculus. Therefore we can convert
arithmetic operations into processes of either Physarum spa-
tial logic or schistosomatidae behavioral logic.

Indeed, growing pseudopodia may represent a natural
number $n$ by the following parametric process:

\[
\pi(x, z) ::= x, x, \ldots, x, z, \text{Nil}
\]

The process $\pi(x, z)$ proceeds $n$ times on an output port
called the successor channel $\bar{x} \in \{A_1, A_2, \ldots\} \cup \{R_1, R_2, \ldots\}$
(e.g. it is the same output of attractant) and once on the zero
output port $\bar{z} \in \{A_1, A_2, \ldots\} \cup \{R_1, R_2, \ldots\}$ before becoming
inactive Nil. Recall that it is a “Church-like” encoding of nu-
merals used first in $\lambda$-calculus. Notice that in case of
miracidiae or cercariae $\bar{x} \in \{A_1, A_2, \ldots\}$ and $\bar{z} \in \{A_1, A_2, \ldots\}$.

An addition process takes two natural numbers $i$ and $j$
represented using the channels $x[i], z[i]$ and $x[j], z[j]$ and
returns their sum as a natural number represented using chan-
nels $x[i+j], z[i+j]$:

\[
\text{Add}(x[i], z[i], x[j], z[j], x[i+j], z[i+j]) := \\
(x[i+\bar{i}]. \ \bar{x} \bar{i} [\bar{z}]. \ Add(x[i], z[i], x[j], z[j], x[i+j], z[i+j])).
\]

A multiplication process takes two natural numbers $i$ and $j$
represented using the channels $x[i], z[i]$ and $x[j], z[j]$ and
returns their multiplication as a natural number represented
using channels $x[i \cdot \ldots \cdot i], z[i \cdot \ldots \cdot i]$:

\[
\text{Mult}(x[i], z[i], x[j], z[j], x[i \cdot j], z[i \cdot j]) := \text{Add}(x[i], z[i], \\
x[j], z[j], x[i \cdot j], z[i \cdot j]).
\]

The $\text{Copy}$ process replicates the signal pattern on chan-
nels $x$ and $y$ on to channels $u$ and $v$. It is defined as follows:

\[
\text{Copy}(x, y, u, v) ::= (x. \ u. \text{Copy}(x, y, u, v) + y. \ v. \text{Nil})
\]
As we see, within Physarum spatial logic and its poorer version in the form of schistosomatidae behavioral logic we can consider some processes as arithmetic operations. Also, we can combine several arithmetic operations within one process. Let us regard the following expression:

\[(10 + 20) \times (30 + 40)\]

An appropriate process is as follows:

\[\text{Add}(x[10], z[10], x[20], z[20], x[10+20], z[10+20]), z[10+20], \text{Add}(x[30], z[30], x[40], z[40], x[30+40], z[30+40]), \text{Add}(x[30], z[30], x[70], z[70], x[2100], z[2100])\]

VI. CONCLUSION

We show that many biologized versions of \(\pi\)-calculus are possible: Physarum spatial logic, schistosomatidae behavioral logic, etc. One of its basic versions, Physarum spatial logic, can be used for constructing slime mould based computer. This logic is richer than schistosomatidae behavioral logic and may be involved for simulations of the latter. The fact that we can formalize biological behaviors as kind of logic confirms that biological processes can be considered as forms of concurrent and parallel computations.
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Abstract—Excessive body weight, especially in the form of the so-called abdominal obesity (AO) is an important factor of the cardio-metabolic risks (CMR). The paper presents a fuzzy model of AO and CMR assessments based on such key indicators of anthropometric measurements as body mass index (BMI as a measure of the global adiposity) as well as waist circumference (WC) and waist-to-height ratio (WHtR) as AO indicators. For the construction of a membership function (MF) the Zadeh’s Extension Principle (EP) and mapping of the BMI fuzzy sets into the construction of a membership function (MF) the Zadeh’s Extension Principle (EP) and mapping of the BMI fuzzy sets into adequate AO fuzzy sets using different transformation functions have been applied. Taking advantage of the results of a screening study, the AO membership functions for adult population of Lodz (WHO-CINDI project) are presented. MF design based on the EP theory is a useful methodology for assessing the AO and, consequently, for a better assessment of CMR.

II. CATEGORIZATION OF HEALTH RISK USING BODY MASS INDEX (BMI) AND WAIST CIRCUMFERENCE (WC)

Both in epidemiological studies and in clinical practice, overweight is most frequently determined on the basis of the BMI value. BMI is a simple index of “weight-for-height” calculated as weight in [kg] divided by squared height in meters [m²]. Clinically individuals with normal weight (NO) are those with BMI is lower than 25 [kg/m²]. Overweight (OW) is defined as BMI of between 25 and 30 [kg/m²] and obesity (OB) is defined as BMI of 30 [kg/m²] [1].

Recently, the WC and WHtR indices have been successfully used as effective measures of AO both in adult and in children or adolescent populations. According to WHO and to National Cholesterol Education Program-Adult Treatment Panel (NCEP-ATP III), AO in the adult population refers to: WC higher than 102 cm for men (M) and higher that 88 cm for women (F) [8], [9]. The newest criteria developed by International Diabetes Federation (IDF) are much more demanding and they recommend an identification of AO obesity at lower levels of WC (94 cm for men and 80 cm for women) [10]. For WHtR, its value > 0.5 indicating AO (central fat distribution), regardless of gender and age [8], [11].

Classification based on a combination of BMI and WC is useful in identifying people at increased CMR. Table 1 presents health risk (CMR) classification according to BMI (three stages) and WC (two stages against NCEP-ATP-III) [8].
TABLE I
HEALTH RISK CLASSIFICATION FOR ADULT MEN (M) AND FEMALE (F) ACCORDING TO BODY MASS INDEX AND WAIST CIRCUMFERENCE [8].

<table>
<thead>
<tr>
<th>Waist Circumference (WC in [cm])</th>
<th>Body Mass Index (BMI in [kg/m²])</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Normal (NO) BMI &lt; 25</td>
</tr>
<tr>
<td>&lt; 102 cm (M)</td>
<td>Least Risk (LRisk)</td>
</tr>
<tr>
<td>&lt; 88 cm (F)</td>
<td></td>
</tr>
<tr>
<td>≥ 102 cm (M)</td>
<td>Increased Risk (IRisk)</td>
</tr>
<tr>
<td>≥ 88 cm (F)</td>
<td></td>
</tr>
</tbody>
</table>

TABLE II
CARDIO-METABOLIC RISK (CMR) CLASSIFICATION ACCORDING TO BMI AND THREE AREA OF WC (cNO - without central obesity; cOW - central overweight and cOB - central obesity).

<table>
<thead>
<tr>
<th>Waist Circumference (WC)</th>
<th>Body Mass Index (BMI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>cNO &lt; 94 cm (M)</td>
<td>(LRisk)</td>
</tr>
<tr>
<td>&lt; 80 cm (F)</td>
<td></td>
</tr>
<tr>
<td>cOW(94 - 102) cm (M)</td>
<td>(IRisk)</td>
</tr>
<tr>
<td>(80 - 88) cm (F)</td>
<td></td>
</tr>
<tr>
<td>cOB ≥ 102 cm (M)</td>
<td>(HRisk)</td>
</tr>
<tr>
<td>≥ 88 cm (F)</td>
<td></td>
</tr>
</tbody>
</table>

In the light of the proposals by Lean et al. [15] as well as the previously mentioned recommendations by NCEP-ATP III and IDF, a more appropriate classification of CMR is based on BMI and two different WC cut-offs, which define three areas of central adiposity: cNO - without central obesity; cOW - central overweight; cOB - central obesity (Table 2). Similar classification of CMR can be made on the basis of BMI and are recommended by some authors of the two levels of WHtR cut-offs (WHtR > 0.5 as a cOW and WHtR > 0.6 as a cOB) [11]. It should be noted that, due to the dichotomous character of the analyzed risk factors as well as the problem of their cut-off points, CMR classifications shown in Tables 1 and 2 constitute rather a qualitative description of the cardio-metabolic complications.

III. EVALUATION OF THE HEALTH RISK ASSOCIATED WITH OBESITY USING A FUZZY LOGIC APPROACH

A. Extension Principle theory

The extension method proposed by Zadeh, usually called Extension Principle (EP) only, is one of the basic ideas to process the extension of the classical mathematical concepts into fuzzy ones [13], [14]. Let us consider two crisp sets X and Y and a mapping from X to Y, f: X → Y.

Let A be a fuzzy subset of X, A ∈ X (Figure 1). So, the EP allows to built the image of A under the crisp mapping f as a fuzzy set B:

\[ B = f(A) = (y, \mu_B(y)) \mid y = f(x), x \in X \]  \hspace{1cm} (1)

whose, membership function is given by:

\[ \mu_B(y) = \left\{ \begin{array}{ll}
1 & \text{for } BMI \leq 25 \\
6 - 0.2BMI & \text{for } 25 < BMI \leq 30 \\
0 & \text{for } BMI > 30
\end{array} \right. \]  \hspace{1cm} (2)

where: f -1(y) denotes the set of all points x ∈ X such that f(x) = y.

In the case of X with an infinite number of elements a fuzzy set B induced by the mapping f can be expressed as:

\[ B = f(A) = \int_y \mu_A(x) \big/ f(x) \]  \hspace{1cm} (3)

Figure 1 illustrates the EP action considering the mapping f: X → Y and A a triangular fuzzy set.

B. Fuzzy models of global and abdominal obesity

The fuzzy model of global fatness was based on BMI that has a defined three fuzzy subsets (NO-normal, OW - overweight and OB - obesity) with the following MF:

\[ NO = \begin{cases}
1 & \text{for } BMI \leq 25 \\
6 - 0.2BMI & \text{for } 25 < BMI \leq 30 \\
0 & \text{for } BMI > 30
\end{cases} \]  \hspace{1cm} (4)

\[ OW = \begin{cases}
0 & \text{for } BMI \leq 25 \\
0.2BMI - 5 & \text{for } 25 < BMI \leq 30 \\
7 - 0.2BMI & \text{for } 30 < BMI \leq 35 \\
0 & \text{for } BMI > 35
\end{cases} \]  \hspace{1cm} (5)

\[ OB = \begin{cases}
0 & \text{for } BMI \leq 30 \\
0.2BMI - 6 & \text{for } 30 < BMI \leq 35 \\
1 & \text{for } BMI > 35
\end{cases} \]  \hspace{1cm} (6)

A graphic interpretation of fuzzy subsets of MF for NO, OW and OB is illustrated in Figure 2. Based on the defined BMI fuzzy model and EP theory described in section 3.1, the following transformation functions for men (M) and female (F) in construction of fuzzy AO subsets (cNO, cOW, cOB) have been used:

- f1: WC = f1(BMI); linear equations based on the NCAP-ATP III / IDF criteria [9].

\[ f1 : \begin{cases}
WC_M = 1.6 \ast BMI + 54 \\
WC_F = 1.6 \ast BMI + 40
\end{cases} \]  \hspace{1cm} (7)
Fig. 2. Illustration of the Extension Principle for a mapping a single variable (explanations in text).

- \( f_2: WC = f_2(BMI); \) linear regression equations defined on the basis of epidemiological studies of the population in Lodz, designed by the WHO-CINDI (Countrywide Integrated Noncommunicable Diseases Intervention Programme: 1264 men and 1330 female aged 18 - 80 y.) [16]:

\[
f_2: \begin{cases}
WC_M = 2.66 \times BMI + 22.9 \\
WC_F = 2.27 \times BMI + 23.1
\end{cases}
\]  

- \( f_3: \) WHtR = \( f_3(BMI); \) linear equation prepared on the basis on Ashwell recommendations [11]:

\[
f_3: WHtR_{M/F} = 0.02 \times BMI
\]  

- \( f_4: WHtR = f_4(BMI); \) regression equations defined on the basis of the WHO-CINDI population of Lodz [15]:

\[
f_4: \begin{cases}
WHtR_M = -16 \times 10^{-5} \times BMI^2 + 25 \times 10^{-3} \times BMI - 0.012 \\
WHtR_F = -12 \times 10^{-5} \times BMI^2 + 22.7 \times 10^{-3} \times BMI + 0.0125
\end{cases}
\]  

Example: Mapping of the OW fuzzy subset based on the proposed model and the fuzzy BMI predefined transformation functions f1-f4 (\( BW_{BMI} \rightarrow OW \)).

Let:

\[
OW_{BMI} = \{ \frac{0}{25} + \frac{0.2}{26} + \frac{0.6}{28} + \frac{1}{30} + \frac{0.6}{32} + \frac{0.2}{34} + \frac{0}{35} \}
\]  

will be selected fuzzy numbers belonging to OW fuzzy set defined by the formula (5). Using the transformation functions f1-f4 (7 - 10) defined for men (M) let us calculate appropriate numbers belonging to a fuzzy subset cOW

- for f1:

\[
cOW_{f1} = \left\{ \frac{0}{f(25)} + \frac{0.2}{f(26)} + \frac{0.6}{f(28)} + \frac{1}{f(30)} + \frac{0.6}{f(32)} + \frac{0.2}{f(34)} + \frac{0}{f(35)} \right\}
\]  

and after substituting the values we get:

\[
cOW_{f1} = \left\{ \frac{0}{94} + \frac{0.6}{95.6} + \frac{0.6}{98.8} + \frac{1}{102} + \frac{0.6}{105.2} + \frac{0.2}{108.4} + \frac{0}{110} \right\}
\]  

- for f2:

\[
cOW_{f2} = \left\{ \frac{0}{89.5} + \frac{0.2}{92.1} + \frac{0.6}{97.4} + \frac{1}{102} + \frac{0.6}{103.2} + \frac{0.2}{108.4} + \frac{0}{110} \right\}
\]  

- for f3:

\[
cOW_{f3} = \left\{ \frac{0}{0.5} + \frac{0.2}{0.52} + \frac{0.6}{0.56} + \frac{1}{0.6} + \frac{0.6}{0.64} + \frac{0.2}{0.68} + \frac{0}{0.7} \right\}
\]  

- for f4:

\[
cOW_{f4} = \left\{ \frac{0}{0.51} + \frac{0.2}{0.53} + \frac{0.6}{0.56} + \frac{1}{0.59} + \frac{0.6}{0.62} + \frac{0.2}{0.65} + \frac{0}{0.67} \right\}
\]  

Example of the construction fuzzy sets AO (cNO, cOW, cOB) based on regression relationships \( WC_M = f_2(BMI) \) (formula 8) and \( WHtR_M = f_4(BMI) \) (formula 10) for the population of Lodz are presented in Figure 3 and Figure 4. WC and WHtR cut-off points designated for men (M) and females (F) based on mapping functions f1 - f4 are summarized in Table 3. As we can notice, the cut-off points for the fuzzy
TABLE III
WAIST CIRCUMFERENCE (WC) AND WAIST CIRCUMFERENCE-TO-HEIGHT RATIO (WHtR) CUTOFFS DESIGNATED FOR MEN (M) AND FEMALES (F) BASED ON DIFFERENT MAPPING FUNCTIONS (f1 – f4)

<table>
<thead>
<tr>
<th>BMI</th>
<th>WC cut-off [cm]</th>
<th>WHR cut-off [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(mapping functions)</td>
<td>(mapping functions)</td>
</tr>
<tr>
<td></td>
<td>(f1)</td>
<td>(f2)</td>
</tr>
<tr>
<td>M</td>
<td>F</td>
<td>M</td>
</tr>
<tr>
<td>18.5</td>
<td>83.6</td>
<td>69.6</td>
</tr>
<tr>
<td>25</td>
<td>94</td>
<td>80</td>
</tr>
<tr>
<td>30</td>
<td>102</td>
<td>88</td>
</tr>
<tr>
<td>35</td>
<td>110</td>
<td>96</td>
</tr>
</tbody>
</table>

Fig. 4. Graphical form of triangular membership function for the fuzzy set "central overweight" (cOW) for men (M) and females (F). Solid line - developed based on NCEP-ATP III and IDF criteria (function f1); dotted line - developed for the population of Lodz (function f2).

subsets AO are different between themselves and depend on the transforming function. For example, with respect to the triangular MF describing the fuzzy subset cOW of the Lodz inhabitants, both for men and women (Figure 4) we observed the relation:

\[ \text{Supp}(cOW)_{f1} < \text{Supp}(cOW)_{f2} \]  (17)

In case of the fuzzy subset cOW determined by WHR, this relation is not so evident (Table 3). Both for men and women from Lodz, the WHR cut-off points determined with the use of correlation functions f4 were more close to the current experts recommendations described by function f3.

IV. FINAL REMARKS

Adipose tissue, especially centrally distributed in the body, meets the complex and difficult to unambiguously describe regulatory functions. The excess of visceral fat is the cause of many cardio-metabolic disturbances mainly in the form of insulin resistance and secondary hyperinsulinemia [11], [16]. The current AO classifications are based mainly on the arbitrarily defined WC or WHR cut-off points, which often are not fully adequate for the characteristic description of these indicators for a given population (region).

The paper presents a fuzzy models of AO developed on the basis on simple anthropometric indices such WC and WHtR. For the construction of a MF, the Zadeh’s Extension Principle and mapping of the BMI fuzzy sets into adequate AO fuzzy sets using different transformation functions have been applied. The results obtained for the population of Lodz indicate the potential usefulness of the fuzzy set theory in the evaluation of both, the AO and the CMR. For the construction of the MF fuzzy subsets describing the AO it is reasonable to apply the Zadeh’s Extension Principle and as a mapping function, the population-specific correlation function.

The results of our study may be a starting point for the construction of more complex fuzzy inference system for the assessment of global cardiovascular or cardiometabolic risk where AO is one of the more important risk factor. Taking into account the growing scale of the adverse health consequences of the obesity epidemic in the world, the artificial intelligence methods including particular fuzzy inference systems should be more widely used.
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Abstract—The principal goal of information technologies application in medicine is improvement and conditioning of medical care. Modern healthcare systems have to perfect the care of a patient. Therefore, the healthcare system has to be characterized, first of all, by high reliability and reliability analysis of such a system is an important problem. The new method for estimation of system reliability is considered in this paper. This method permits to investigate the influence of any system component failure to the system functioning.

I. INTRODUCTION

INITIATIVES for implementing healthcare systems based on the information technologies are now a principal part of the development in medicine. The development of these systems depends on organization of the healthcare provision in each country and the presence of the information and telecommunication technologies in the healthcare sector [1–3]. There is one principal characteristic for all healthcare systems. It is reliability that is defined as the probability that a system will perform its intended function during a period of running time without any failure. A fault is an erroneous state of the system. The system reliability is a complex characteristic that depends on the functioning of separate parts (components) of the system.

Based on bibliography in reliability analysis of the healthcare domain, we can show two principal approaches. The first of them is reliability estimation of medical equipment and devices that includes reliability quantification of hardware and software of the healthcare system [4–6]. The second approach agrees with examination of human errors [7, 8]. However, independent evaluation of these principal parts of the healthcare system does not allow providing detail and actual reliability analysis. In [9], new tendencies in reliability engineering are considered. According to [9], the reliability analysis has to be based on joint evaluation of all principal parts (components).

The typical healthcare system structure consists of some principal components from the point of view of reliability analysis [4, 7, 9]. In [4], two of them have been defined: equipment/device and human factors. We need to note that the human factor has been considered as errors of operators of medical equipment or devices in [4]. A detailed structure of the human factor and human errors for the healthcare system is presented in [7]. The healthcare system structure includes three components: technical, human and organization [9]. The technical component includes two types of medical devices/equipment that are based on special and standards-based technologies according to [10]. For example, the first type is the medical decision support system, the system for integrating electronic medical records or picture archiving communication systems. The second type is the special medical device and equipment that can be used for a special operation only (as magnetic resonance imaging scanners, for example). The human component of the healthcare system causes medical errors. The organization component of the system joins management aspects and maintenance of the healthcare system.

In this paper, we develop results that have been presented in [9] as well as methods proposed for estimation of system components based on a single approach. Particularly, we consider the Importance Analysis of the healthcare system. This analysis allows investigation of every system component functioning/failure into the system reliability. In Section II, the typical approach for the reliability examination from the step of mathematical modelling to the calculation of the reliability indices is considered basing on an example of the mathematical model of performance shaping factors for human errors in the healthcare system. The Direct Partial Logic Derivatives are also proposed in this section for description of the system behaviour. Section III presents most frequently used importance measures that allow defining the system component with minimal or maximal influence to the system reliability. The algorithms for calculation of these measures based on Direct Partial Logic Derivatives are developed in this section. The new algorithm for calculation of one of the possible importance measures is proposed in Section IV. The possible development of the proposed methodology is analysed in Conclusions.

II. MATHEMATICAL BACKGROUND

The reliability analysis of a system includes three principal steps [11]:

• the quantification of the system model;
• the representation and modelling of the system;
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• the representation, propagation and quantification of the uncertainty in the system behaviour.

I. Quantification of the System

Quantification of the system is a principal step and it causes development of a mathematical model. There are two approaches to the quantification in reliability engineering.

The first of them defines only two states of the system reliability: the functioning and failure. The mathematical model for the representation of this quantification is called a Binary-State System (BSS). The system and its components are allowed to have only two possible states (completely failure and functioning) in BSS (Fig. 1). This approach is well known and widely used in reliability engineering. The system failure can be investigated in detail based on this quantification. However, the analysis of other performance levels, before the system failure, has some difficulties for BSS. In this case, the quantification of the system reliability to some performance levels is used. The mathematical model with some performance levels is called a Multi-State System (MSS).

MSS reliability analysis is a more flexible approach to evaluating system reliability, as it can be used when both the system and its components may experience more than two states, including, for example, completely failed, partially failed, partially functioning and perfect functioning (Fig. 2). The MSS scientific achievement has been documented in [11 – 13]. However, a mathematical approach to analysing such a system is complex. In many applications, the definition of the system failure is the principal problem. Therefore, the system quantification can be simplified and considered as the BSS (Fig. 1).

In this paper, the analysis of the healthcare system failure is considered on the basis of the use of BSS.

II. Modelling of the System

The next step, after the definition of quantification, is the mathematical model development. There are some types of the BSS representation as the mathematical model. These representations (mathematical models) correlate with the mathematical methods for the calculation of the system reliability indices and measures. One of these representations is the structure function. This function allows the mathematical description of a system with any complexity [12, 13].

The system reliability in the stationary state depending on component states is defined by structure function [14]:

$$\phi(x_1, \ldots, x_n) = \phi(x) : [0,1]^n \to [0,1]. \quad (1)$$

A coherent system is considered in the paper below. The important assumptions for this system [12, 14] are as follows: (a) the structure function (1) is monotone, and (b) the system component failure does not improve the system reliability.

In the considered mathematical model, every system component \(x_i\) is characterized by probability of the reliability:

$$p_i = \Pr\{x_i = 1\}. \quad (2)$$

The system component unreliability is defined as:

$$q_i = \Pr\{x_i = 0\} = 1 - p_i. \quad (3)$$

For example, the structure function of the human sub-system (component) can be defined on the basis of the mathematical model of performance shaping factors for human errors in the healthcare system that is proposed in [10]. According to the model in [10], the analysis of the human error has to include social, personal, organization and technological aspects (Fig. 3). We can interpret this model as the structure function:

$$\phi(x) = x_1 \land (x_2 \land x_3) \lor (x_2 \land x_4) \lor (x_3 \land x_4), \quad (4)$$

where \(\land\) and \(\lor\) are symbols of the operations AND and OR accordingly.

The structure function (4) defines correlation of the social, technical and organizational aspects as the system 2-out-of-3, that is to say, the combination of these aspects is dependable if two or more of these aspects are reliable. These aspects and the personal aspect are correlated as the series system. We use the term “component” for any of these aspects and indicate as \(x_i\) in this paper in the examples below.

The BSS behavior specified by the structure function is described by the Direct Partial Logic Derivative. In this case, the structure function variables are interpreted as the component state, and the function value is agreed with the system state (reliability).

The Direct Partial Logic Derivative with respect to variable \(x_i\) for the BSS structure function (1) permits to
analyse the system reliability change from $j$ to $\bar{j}$ when the $i$-th component state changes from $a$ to $\bar{a}$ [14]:

$$\partial \phi(\vec{1}^{\rightarrow} \vec{0}, \vec{1}, \vec{1}, \vec{0}) \over \partial x_i(a \rightarrow \bar{a}) =
\begin{cases}
1, & \text{if } \phi(a_i, x) = j \land \phi(\bar{a}_i, x) = \bar{j} \quad (5)
\end{cases}$$

where $\phi(a, x) = \phi(x_1, ..., x_i, a, x_{i+1}, ..., x_n)$, $\phi(\bar{a}, x) = \phi(x_1, ..., x_i, \bar{a}, x_{i+1}, ..., x_n)$; $a, \bar{a} \in \{0, 1\}$ and $\bar{a} = 1-a$, $\bar{j} = 1-j$.

Let us consider the system failure in the Direct Partial Logic Derivative terminology. The system failure is represented as a change of the structure function value $\phi(x)$ from state 1 into 0. This change can be caused by the $i$-th variable change from 1 to 0 if we consider a coherent system. Therefore the Direct Partial Logic Derivative for the BSS failure analysis is defined by the equation

$$\partial \phi(\vec{1}^{\rightarrow} \vec{0}) / \partial x_i(1 \rightarrow 0) =
\begin{cases}
1, & \text{if } \phi(1, x) = 1 \text{ and } \phi(0, x) = 0 \quad (6)
\end{cases}$$

The Direct Partial Logic Derivative (6) $\partial \phi(\vec{1}^{\rightarrow} \vec{0}) / \partial x_i(1 \rightarrow 0)$ allows investigating boundary states of this system for which failure of one component $x_i$ causes the system breakdown. For example, these states for the system in Fig. 3 are shown in Table 1. Therefore, there are 4 boundary states for the first component and 2 states for every other component of the mathematical model of performance shaping factors for human errors in the healthcare system.

Calculation of IMs is based on different mathematical approaches and the Direct Partial Logic Derivative is one of them. This approach has been proposed in [14]. According to [14], the Direct Partial Logic Derivative has been used for calculation of SI and BI. The FVI definition is based on the minimal cuts of BSS. In this paper, a new algorithm for calculation of the minimal cuts of the system based on the Direct Partial Logic Derivative is proposed.

**III. Importance Measures**

**IV. Structural Importance**

SI is one of the simplest measures of the component importance and this measure focuses on the topological aspects of the system. According to the definition in [16], this measure determines the proportion of working states of the system in which the working of the $i$-th component makes the difference between system failure and its working:

$$IS_i = \frac{\rho_i}{2^{n-1}} \quad (7)$$
where \( \rho_i \) is a number of system states when the change component state results in the system failure.

For example, calculated IMs (7) based on Direct Partial Boolean Derivatives for the system are shown in Fig. 3. Values of SI (8) and intermediate values of \( \rho_i \) are shown in Table III. According to this table, the first component has maximal influence to the system reliability from the point of view of the system topology.

<table>
<thead>
<tr>
<th>( i )</th>
<th>( \rho )</th>
<th>( IS_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>( \frac{4}{8} = 0.500 )</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>( \frac{2}{8} = 0.250 )</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>( \frac{2}{8} = 0.250 )</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>( \frac{2}{8} = 0.250 )</td>
</tr>
</tbody>
</table>

**V. Birnbaum Importance**

BI of a given system is defined as the probability that the system is sensitive to inoperative of the \( i \)-th system component [17]. Let us consider the Direct Partial Logical Derivatives for calculation of BI. In [14], BI has been defined as

\[
IB_i = \Pr \left( \frac{\partial \phi(x)}{\partial x_i} \downarrow 0 \right) / \Pr (x_i \downarrow 0) = 1 \quad \text{(8)}
\]

For example, let us consider the system shown in Fig. 3. Probabilities of the system element reliability and unreliability are shown in Table IV. According to the data in Table I, elements of this system have the following values of BIs:

\[
IB_1 = \Pr \left( \frac{\partial \phi(x)}{\partial x_1} \downarrow 0 \right) / \Pr (x_1 \downarrow 0) = 1 = 0.492;
\]

\[
IB_2 = \Pr \left( \frac{\partial \phi(x)}{\partial x_2} \downarrow 0 \right) / \Pr (x_2 \downarrow 0) = 1 = 0.372;
\]

\[
IB_3 = \Pr \left( \frac{\partial \phi(x)}{\partial x_3} \downarrow 0 \right) / \Pr (x_3 \downarrow 0) = 1 = 0.4064.
\]

BI for the first component has the maximal value. The BIs, as the SIs, show that the first system component is more important for reliability.

**VI. Fussell-Vesely Importance**

FVI represents the contribution of each component to the system failure probability and for BSS it is calculated by the following equation [17]:

\[
IFV_i = \frac{F_{\text{min \ cut}} (x_i)}{Q} \quad \text{(9)}
\]

where \( F_{\text{min \ cut}} (x_i) \) is the system minimal cut that includes the \( i \)-th system component, \( Q \) is the function of the system unreliability [14, 17]:

\[
Q = \Pr \{ \phi(x) = 0 \}. \quad \text{(10)}
\]

Therefore, for calculation of this measure, the minimal cut set is needed. In the next section, we propose a new algorithm for calculation of the minimal cut set for BSS by Direct Partial Logical Derivatives.

**IV. Minimal Cut Set and Minimal Cut Vector**

Let us consider the conception of the cut set. The cut set is the set of the system components whose simultaneous failure results in the system failure (if the system has been functioning). As a rule, the number of the cut set components \( k \) is changed from 1 to \( n \). The system failure is caused by one component reduction only if \( k = 1 \) and all components have to fail that to cause the system failure if \( k = n \). The minimal cut set is a cut set in which any subset remaining after the removal of any of its components is no longer the cut set.

Let \( a = (a_1, ..., a_n) \) and \( b = (b_1, ..., b_n) \) be two state vectors for system component states or values of structure function (1). The vector \( a < b \) if \( a_i < b_i \), for \( i = 1, ..., n \).

The state vector \( a = (a_1, ..., a_n) \) is a cut set vector if \( \phi(a) = 0 \).

The cut set vector \( a \) is minimal, if \( \phi(b) = 1 \) for any \( b > a \).

For example, the system shown in Fig. 3 has 12 cut set vectors (if \( \phi(x) = 0 \), \( \phi(x) \) is defined by (4)) and 4 minimal cut set vectors:

\[
\{(x_1, x_2, x_3), (x_2, x_3, x_4), (x_1, x_3, x_4)\}. \quad \text{(11)}
\]

Therefore, FVI for this system, according to (9), is calculated as:

\[
IFV_1 = \Pr \{ (x_1) \} / Q = q_1 / Q = 0.492
\]

\[
IFV_2 = \Pr \{ (x_2, x_3) \} / Q = q_2 q_3 + q_2 q_4 / Q = 0.517
\]

\[
IFV_3 = \Pr \{ (x_2, x_3) \} / Q = q_3 q_4 + q_2 q_4 / Q = 0.591
\]

\[
IFV_4 = \Pr \{ (x_2, x_3) \} / Q = q_2 q_4 + q_3 q_4 / Q = 0.517
\]

where the system unreliability \( Q \) (10) is calculated as:

\[
Q = \Pr \{ \phi(x) = 0 \} = q_1 + p(q_2 q_3 + q_2 q_4 + q_3 q_4) = 0.4064.
\]

FVI of the first component has the minimal value. Therefore, the first component does not have most significant influence to the system reliability if the component combination failure is considered. According to value \( IFV_1 \), the third component refuse causes the system failure in combination with other component refuses predominantly.

FVI is an alternative measure of Importance Analysis that allows estimating influence of the particular component to the system reliability and functioning. However, the minimal cut sets for the calculation of this measure are needed.
VIII. Minimal Cut Set Vectors and Direct Partial Logic Derivatives

Let us compare two definitions of the Direct Partial Logic Derivatives and minimal cut set vectors. Let the Direct Partial Logic Derivative be \( \partial \phi(1 \rightarrow 0) / \partial x_i(1 \rightarrow 0) \). This derivative permits to determine the structure function state vectors that are boundary for the structure function value with respect to the variable \( x \). The minimal cut set vector is the boundary state vector too, but for some variables (components). Therefore, the set of Direct Partial Logic Derivatives with respect to some variables can be defined by the minimal cut set vector. This supposition has been verified and tested. The result of testing confirms the supposition.

The Direct Partial Logic Derivative \( \partial \phi(1 \rightarrow 0) / \partial x_i(1 \rightarrow 0) \) indicates state vectors \((0, x)\), in which improvement of component \( i \) results in the system improvement. To identify minimal state vectors, i.e., state vectors for which improvement of any broken component results in the improvement of the whole system, we have to compute \( \partial \phi(1 \rightarrow 0) / \partial x_i(1 \rightarrow 0) \) for every component and then compute the intersection of these derivatives. To compute the intersection, the modified type of derivative has to be used that is defined as:

\[
\partial \phi(1 \rightarrow 0) / \partial x_i(1 \rightarrow 0) =
\begin{cases}
1 & \text{if } x_i = s \text{ and } \phi(s_i, x) = j \text{ and } \phi(\bar{s}_i, x) = \bar{j} \\
0 & \text{if } x_i = s \text{ and } \phi(s_i, x) = \phi(\bar{s}_i, x) \\
* & \text{if } x_i \neq s
\end{cases}
\]

(12)

The rule for intersection of two modified derivatives (11) is defined in Table V. This intersection identifies state vectors, in which improvement of both components (if the component can be repaired) results in improvement of the system.

Let us continue the hand calculation example for the mathematical model of performance shaping factors for human errors in the healthcare system (Fig. 3) that is defined by the structure function (4). The Direct Partial Logic Derivatives \( \partial \phi(1 \rightarrow 0) / \partial x_i(1 \rightarrow 0) \) for system components have been calculated and shown in Table I. The intersection of these derivatives, according to the rule in Table V, allows getting 4 cut set vectors:

\( \{0, 0, 0, 0, 0, 0, 0, 0\} \),

which are consistent with the minimal cut sets (12).

<table>
<thead>
<tr>
<th>Table V. Defining the Intersection of Two Modified DPLD</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \partial \phi(1 \rightarrow 0) / \partial x_i(1 \rightarrow 0) )</td>
</tr>
<tr>
<td>---------------------------------------------------------</td>
</tr>
<tr>
<td>* 0 1</td>
</tr>
<tr>
<td>0 0 0 0</td>
</tr>
<tr>
<td>1 1 0 0</td>
</tr>
</tbody>
</table>

The test of the proposed algorithm has been implemented on the basis of the sets of the benchmarks LGSynth91 [18]. Testing characteristic is a number of cut set vectors and time for computation (Fig. 4). The numbers in the left part of the graphs indicate the time and the numbers in the right part are numbers of the cut set vectors for the system. There is the proportional correlation between the number of cut set vectors in the system and time for the computation.

V. Conclusion

In this paper, the problem of calculation of IMs is considered. The IM definitions based on the Direct Partial Logic Derivatives [4] are provided. A new algorithm for calculation of FVI by the Direct Partial Logic Derivatives is presented in this paper. The experimental investigation corroborates the possible application of this algorithm for investigation of the large dimension system and computation of the IMs. The development of the presented result in future investigation will be adaptation of this algorithm for analysis of Multi-State System. This system allows the analysis of some (more than two) states in the reliability [12].

Fig. 4 Computational complexities
Reliability analysis of the health care system is an important issue. The principal problem in this analysis is the development of methodology that permits to investigate every system component and the system based on united approaches. This conception has been presented in details in [9, 15]. We propose and develop one of possible approaches that allow investigating the healthcare system component importance. The mathematical background of this approach is Direct Partial Logic Derivatives. The advantage of this approach is the possibility to use it for estimation of every system that is defined by the structure function.

REFERENCES

Recent advances in semantic technologies form a solid basis for a variety of methods and instruments that support information retrieval, knowledge representation, and text analysis. They influence the way and form of representing documents in the memory of computers, approaches to analyze documents, techniques to mine and retrieve knowledge. The abundance of video, voice and speech data also raises new challenging problems to information retrieval systems.

We believe that our workshop will facilitate discussion of new research results in this area, and will serve as a meeting place for researchers from all over the world. Our aim is to create an atmosphere of friendship and cooperation for everyone, interested in computational linguistics and information retrieval. The second ASIR workshop will continue to maintain high standards of quality and organization, set in the previous year. We welcome all the researchers, interested in semantics and information retrieval, to join our event.

**TOPICS**

The workshop addresses semantic information retrieval theory and important matters, related to practical Web tools. The topics and areas include, but not limited to:

- Domain-specific semantic applications.
- Evaluation methodologies for semantic search and retrieval.
- Models for document representation.
- Natural language semantic processing.
- Ontology for semantic information retrieval.
- Ontology alignment, mapping and merging.
- Query interfaces.
- Searching and ranking.
- Semantic multimedia retrieval.
- Visualization of retrieved results.

**EVENT CHAIRS**

Klyuev, Vitaly, University of Aizu, Japan  
Mozgovoy, Maxim, University of Aizu, Japan

**PROGRAM COMMITTEE**

Borgo, Stefano, Laboratory for Applied Ontology, Italy  
Budzynska, Katarzyna, Institute of Philosophy and Sociology of the Polish Academy of Sciences, Poland  
Carrara, Massimiliano, Universita di Padova, Italy  
Cybulka, Jolanta, Poznan University of Technology, Poland  
Dobrynin, Vladimir, Saint Petersburg State University, Russia  
Goczyla, Krzysztof, Gdansk University of Technology, Poland  
Haralambous, Yannis, Institut Telecom - Telecom Bretagne, France  
Homenda, Wladyslaw, Warsaw University of Technology, Poland  
Jin, Qun, Waseda University, Japan  
Kaczmarek, Janusz, Lodz University, Poland  
Kakkonen, Tuomo, University of Eastern Finland, Finland  
Kulicki, Piotr, John Paul II Catholic University of Lublin, Poland  
Lai, Cristian, CRS4, Italy  
Leonelli, Sabina, University of Exeter, United Kingdom  
Ludwig, Simone, North Dakota State University, United States  
Martinek, Jacek, Poznan University of Technology, Poland  
Mirenkov, Nikolay, University of Aizu, Japan  
Morshed, Ahsan, CSIRO ICT Centre, Commonwealth Scientific and Industrial Research Organisation, Australia  
Mozgovoy, Maxim, University of Aizu, Japan  
Nalepa, Grzegorz, AGH University of Science and Technology, Poland  
Palma, Raúl, Poznan Supercomputing and Networking Center, Poland  
Piatecki, Maciej, Wroclaw University of Technology, Poland  
Pyshkin, Evgeny, Saint Petersburg State Polytechnical University, Russia  
Reformat, Marek, University of Alberta, Canada  
Shtykh, Roman, CyberAgent Inc., Japan  
Soldatova, Larisa, Brunel University, United Kingdom  
Suárez de Figueroa Baonza, Mari Carmen, Ontology Engineering Group, School of Computer Science at Universidad Politécnica de Madrid, Spain  
Tadeusiewicz, Ryszard, AGH University of Science and Technology, Poland  
Trypuz, Robert, John Paul II Catholic University of Lublin, Poland  
Vacura, Miroslav, University of Economics, Czech Republic  
Vargiu, Eloisa, Barcelona Digital Technology Centre, Spain  
Vazhenin, Alexander, University of Aizu, Japan  
Wang, Haofen, Shanghai Jiao Tong University, China  
Wu, Shih-Hung, Chaoyang University of Technology, Taiwan  
Zadrozy, Sławomir, Systems Research Institute, Poland  
Lawrynowicz, Agnieszka, Poznan University of Technology, Poland
Information Retrieval Using an Ontological Web-Trading Model

José Andrés Asensio
University of Almería
Applied Computing Group
04120, Almería, Spain
Email: jacortes@ual.es

Nicolás Padilla
University of Almería
Applied Computing Group
04120, Almería, Spain
Email: npadilla@ual.es

Luis Iribarne
University of Almería
Applied Computing Group
04120, Almería, Spain
Email: luis.ibarne@ual.es

Abstract—One of the biggest problems facing Web-based Information Systems (WIS) is the complexity of the information searching/retrieval processes, especially the information overload, to distinguish between relevant and irrelevant content. In an attempt to solve this problem, a wide range of techniques based on different areas has been developed and applied to WIS. One of these techniques is the information retrieval. In this paper we described an information retrieval mechanism (only for structured data) with a client/server implementation based on the Query-Searching/Recovering-Response (QS/RR) model by means of a trading model, guided and managed by ontologies. This mechanism is part of SOLERES system, an Environmental Management Information System (EMIS).

I. INTRODUCTION

Nowadays, Web-based Information Systems (WIS) have become popular as they favour universal access to the information, helping their users to analyze the information from different viewpoints and support group work, decision-making, etc. However, one of the biggest problems of this kind of systems is the complexity of the information searching/retrieval processes, largely due to the huge amount of information they manage.

Their users depend on web sites, digital libraries, engines and other information searching/retrieval systems [1], [2] to help them in this tedious process and, even so, they deal with an overload of information in which they must distinguish between the relevant and irrelevant content. In an attempt to solve this problem, a wide range of techniques based on different areas has been developed and applied: information retrieval, information filtering, studies on information search behavior, etc. Of all these techniques, we focused on the information retrieval in a client/server model for Web systems. In this context, the term “information retrieval” refers to a set of techniques that satisfy the users’ information requirements [3].

The main WIS information retrieval mechanism, based on the client/server model, is the Query-Searching/Recovering-Response (QS/RR), showed in Figure 1. On one hand, the term “Query” refers to the whole process of creating and formulating the client’s request. The term “Searching” refers to the process of locating the data sources (repositories, data storage or databases, regardless of the model) where the information is found, and the term “Recovering” refers to the process of locating, identifying and selecting the data from these sources. Finally the term “Response” refers to the whole process of formulation, preparation and creation of the response by the server to the client. The “Query-Searching” pair is a process that goes from the client to the server. The “Recovering-Response” pair goes from the server to the client.

Fig. 1. Overview of the QS/RR mechanism.

A solution to QS/RR mechanism is the UDDI (Universal Description Discovery and Integration) specification and WSDL (Web-Services Definition Language) for SOA (Service Oriented Architecture). They are based on client/server implementations for Web systems. Nevertheless, these techniques allow us to respect a subscribe/publish/response model (a QS/RR information retrieval approach) for locating WSDL documents (i.e., XML specifications of web-services) and connecting web services in WIS, but not for different types of information (non-WDSL information). Traders [4] are another solution for open and distributed systems that extend the OMA (Object Management Architecture) ORB (Object-Request Broker) mechanism. From the viewpoint of the Open Distributed Processing (ODP), a Trader (also called trading service, trading function or mediator) is the software object that mediates between objects that offer certain capacities or services and other objects that demand their use dynamically. As is shown in Figure 2, objects that offer their services are called “exporters” and provide the Trader with a description (extra-functional aspects) and an interface (functional aspects) of their service, whereas objects that demand these services are called “importers” and ask the Trader for services with certain characteristics. The function of the Trader, therefore, consists of checking the characteristics required in the descriptions of the services...
offered (stored in a local repository) and indicating the importer the interfaces of the selected services for his interaction with the exporter.

![Fig. 2. Roles of the ODP Trader.](image)

There is a large number of studies in which the trading service follows the ODP specification. For instance, in [5] a trading service called DOKTrader is presented, which acts on a federated database system called Distributed Object Kernel (DOK). Another example is found in [6]. This study concentrates on the creation of a framework to develop distributed applications for a Common Open Service Market (COSM), making use of a Service Interface Description Language (SIDL) to describe the services manipulated by the trader. These approaches of the ODP trading implementation have several shortcomings like component interactions, object communications or language description, which have been improved using ontologies.

The use of ontologies in trading services has spread, especially in web information services. Ontologies are being used to describe the services offered as well as communication primitives employed by system components. In [7] authors present the design of a market managed by ontologies. Within this system, an ontological communication language is used to represent queries, offers and agreements. Furthermore, in [8], ontologies are used to describe information shared by different system components. To achieve greater operability and autonomous, many systems have chosen to encapsulate the trader object within a software agent. In [9] the MinneTAC agent is described, like a trading agent developed to participate in the Trading Agent Competition (TAC). Through the description of this agent, implementation of a trader as a software agent is shown to maximize benefits from scenarios that require cooperation and negotiation between the trader and the rest of the system components, as well as systems that require communication among various trading objects, making use of ontologies to represent information shared by the agents, whether to describe data and the relationships among variables, as is the case in [10], or defining communication primitives and interaction among agents [11].

In this paper, we propose the Ontological Web Trading (OWT) model that implements a mechanism for solving the complexity of information retrieval in the SOLERES system by means of a trading model for WIS, guided and managed by ontologies. OWT has been implemented in this system as a software agent. SOLERES [12] is an Environmental Management Information System (EMIS) based on satellite images, neural networks, cooperative systems, multi-agent architectures and commercial components. This multi-agent system implements a user Information Retrieval mechanism that implements the QS/RR model and uses the SPARQL query language and the OWL ontology description language to operate. In this system, the ontologies are used in two different contexts: (a) to represent the application domain information itself (data ontology), and (b) to request services between agents during their interaction (service ontologies). Although a trader agent has five interfaces (i.e., Lookup, Register, Link, Proxy and Admin), this paper discusses only the service and data ontology design features of the Lookup interface, which is used for searching and recovering information. This information should be only structured data. All research work presented here is part of a complete design strategy for Ontology-Driven Software Engineering (ODSE) that we are developing in SOLERES.

The remainder of the paper is organized as follows. Section 2 shows the SOLERES system architecture. Section 3 identifies the requirements that an ontological trading service should meet for open and distributed environments as well as the operation models it may carry out. Section 4 describes the Web Trading Agent. Section 5 shows the Lookup ontology used by such agent. We end with some conclusions and prospects for future work in section 6.

II. A CASE STUDY: THE SOLERES SYSTEM

This section presents the main SOLERES system architecture (Figure 3), a spatio-temporal information system for environmental management (an example of EMIS). The general idea of the system is a framework for integrating the disciplines above for “Environmental information” as the application domain, specifically ecology and landscape connectivity. The system has two main subsystems, SOLERES-HCI and SOLERES-KRS. The first is the framework specialized in human-computer interaction. This subsystem is beyond the scope of this article and will not be described. On the other hand, SOLERES-KRS is used to manage environmental information. Examining Figure 3, the IMI Agent is like a gateway between the user interface and the rest of the modules, and is responsible for the management of user demands.

Given the magnitude of the information available in the information system, and that this information may be provided by different sources, at different times or even by different people, the environmental information (i.e., the knowledge) can be distributed, consulted, and geographically located in different ambient (i.e., locations, containers, nodes or domains) called Environmental Process Units (EPU). Thus the system is formed by a cooperative group of knowledge-based EPUs. These groups operate separately by using an agent to find better solutions (queries on ecological maps).

We accomplished the distributed cooperation of these EPUs by developing a Web Trading Agent (WTA) based on the ODP trader specification and extended to agent behavior.
Our trading agent mediates between HCI requests and EPU services. EPUs manage two local repositories of environmental information. One of these repositories contains metadata of the information in the domain itself (i.e., basically information related to ecological classifications and satellite images), called Environmental Information Map (EIM) documents. This information is extracted from external databases (External DB repository in the Figure). The EIM documents are specified by an ontology in OWL [13]. These EIM documents are the first level of information in SOLERES-KRS.

The second repository contains metadata called Environmental Information metaData, or EID documents (EID). These documents contain the most important EIM metadata that could be used by the information retrieval service, and further, incorporate other new metadata necessary for agent management itself. To a certain extent, an EID document represents a “template” with the basic metadata from the EIM document. The EID documents have also been specified by an ontology to accomplish open distributed system requirements. EID documents represent the second level of information in the KRS subsystem. Each EPU keeps its own EID document (or sets of documents) locally and also registers them with the Web Trading Agent (WTA). This way, the WTA has an overall repository of all the EID documents from all EPUs in an ambient and can thereby offer an information search service, as described in the following sections.

III. REQUIREMENTS AND TRADING MODELS FOR OWT

The OWT model developed here is based on the traditional functionality of a trading service, adapted to the management of any type of information (not only on services) through ontologies. Next we will identify a set of requirements necessary for the design of an ontological trading service for open and distributed environments. Later on, we will describe the trading models implemented in our model.

I. Requirements for OWT

For the design of an OWT model, we established a set of properties or requirements that must be met. Table I shows a list of such properties from the ODP standard constraints.

![Fig. 3. SOLERES architecture.](image)

**TABLE I. OWT PROPERTIES.**

<table>
<thead>
<tr>
<th>Property</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>Heterogeneous data model</td>
</tr>
<tr>
<td>#2</td>
<td>Federation</td>
</tr>
<tr>
<td>#3</td>
<td>Composition and adaptation of services</td>
</tr>
<tr>
<td>#4</td>
<td>Weak pairing</td>
</tr>
<tr>
<td>#5</td>
<td>Usage of heuristics and metrics</td>
</tr>
<tr>
<td>#6</td>
<td>Extensible and scalable</td>
</tr>
<tr>
<td>#7</td>
<td>“Storage and forwarding” policy</td>
</tr>
<tr>
<td>#8</td>
<td>Delegation</td>
</tr>
<tr>
<td>#9</td>
<td>Push and pull storage model</td>
</tr>
</tbody>
</table>

Property #1 (Heterogeneous data model) means that a trading service should be able to work with different data models and platforms and should not be restricted to just one data model. Thus it should be able to mediate with different protocols of access to information and adapt to the evolution of current and future models.

Property #2 is related to the federation. For the cooperation among traders there should exist a federation among trading services by using different strategies. For instance, a “repository-based” federation strategy allows more than one service to read and write on the same repository, each being unaware of the presence of others inside the federation, and thus allowing a scalable approach.

Current trading services use “one-to-one” pairing according to the clients’ demands and availability of services stored in the repositories they can access. Nevertheless, the ontological trading service should also provide “one-to-many” pairing linking (property #3), where a client’s query should be satisfied through the composition of two or more instances of metadata available in the repositories.

In the trading service processes, especially those working for open systems (like Internet) where methods and operations refer to the services offered, it is essential to consider the kind of pairing imposed (weak or accurate) (property #4), as services are chosen randomly, in an unstandardized way and without agreement. That is why a trading service, when getting the list of chosen metadata during the information searching/retrieval processes, should allow using partial pairing to select (from repositories) those metadata that completely adapt to the request for information or just to a part of it.
Property #5 points out that a trading service should allow users to specify heuristics and metrics functions when searching for metadata, especially for weak pairing. Thus, among other aspects, the trading service would return results organized according to a search conditions.

Property #6 defines the extensibility and scalability characteristics of a trading service. Here the trading service should consider any piece of information on services (or metadata) such as data of creators, marketing information and so on, and allow users to independently include new pieces of information for metadata they export (register). In turn, it should be able to use the new piece of information as part of the exported metadata.

In view of a client metadata query, a trading service should retrieve a result. Such result can refer either to a list of chosen metadata that satisfy the query or to a “fail” message if there is no search result. In the latter case, we should also be able to require a trading service to compulsorily satisfy the query or, if that is not the case, store it with the information available by that time and postpone the response until one (or several) metadata providers register (export) a metadata that satisfies the client query. This “response-query” behavior is called behavior “on hold” or “storage-and-forwarding” behavior (property #7).

Regarding the previous property, a trading service should also allow delegating (property #8) (complete or partial) queries to other trading services if the trading service itself were not able to satisfy such queries.

Property #9 defines the push and pull storage models of a trading service. A push model is the model in which exporters directly get in touch with the trading service to register their metadata. An alternative for metadata registration, suitable for trading services, which work in open and distributed environments on a broad scale, consists of making use of a pull storage model. Here, exporters do not get in touch with traders but rather publish metadata on their websites so that the trading services themselves later on “track” the network in search of new metadata.

Now that the requirements demanded of the trading service have been identified, the OWT model operations in the query process can be described.

**II. OWT Model Operations**

Let us now see how the OWT model operates in the query process, since an object or component makes a query until the results are retrieved.

This model is a trading-based version of the three-level client/server model. It is comprised basically of a series of elements <I,T,D>, each of which intervenes on a different level, depending on the treatment of the query. Level 1 (L1) is like the client side. Queries are generated and dealt with by an interface object (I). Level 3 (L3) is the server side. System data (D) reside on this level. In our case, these are the EIM repositories with the environmental information.

Level 2 (L2) is the middleware that enables the source information to be located. This is the level where the trader objects (T) operate. Associated with the trader (T), the EID repositories with the source environmental information metadata (EIM) also reside there. All three objects use the Lookup ontology (described later) to communicate between them. As the premise for their functioning, an interface object must be associated with a trader object. However, a trader object can also be associated with one or more external data sources or resources, in our case, with the environmental source data (which reside in the EPU, as discussed above). This “trader-information source” association arises from the production of environmental information, where each EPU has an associated trader in which a subset (metadata) of environmental information generated by it is registered. On the other hand, each trader can be associated with one or more traders in federations.

In this three-level architecture, three operating scenarios are possible: Trading Reflection, Trading Delegation, and Trading Federation. Figure 4 shows the three levels (L1, L2, L3), where the three basic objects (I,T,D) reside, and the three scenarios permissible in OWT, as described below.

![Fig. 4. Operational models of trading.](image)

The **Trading Reflection** scenario in which the query may be solved directly by the trader. The query is generated on the interface and the information can be reached by the metadata that reside in the repository associated with the trader. In this case, the model <I,T> pair intervenes.

The **Trading Delegation** scenario indirectly mediates with the trader. The query is partly resolved by the trader. A query is generated on the interface level that goes on to the trading level (T). The trader locates the data source (or sources) (D), inferring this information from its metadata repository. Therefore, the trader delegates the query to the outside data source (D). In this case, the object series is <I,T,D>.

Finally, the **Trading Federation** scenario is a case in which two or more trader objects are able to federate. As in the cases above, the query remains preset on the interface. This query is passed on to the associated trader object. It can propagate the query to another federated trader object, who locates the external data source (D). In this case the object series intervening is <I,T,D>.

For design reasons, the three basic OWT model levels <I,T,D> have been implemented by agents using the JADE platform in the following way. The interface (I) was implemented by means of two agents: the Interface Agent and the IMI Agent. The trading level (T) was implemented by using two other agents: Query Agent and Trading Agent (WTA). The data level (D) was implemented by means of a Resource Agent. From the work perspective presented here, we are interested in the information searching/retrieval...
processes, so that the explanation concentrates only on the WTA and the Lookup ontology used for it.

IV. WEB TRADING AGENT

This section describes the internal structure of our Trading Agent and some details about its design and implementation. It should be emphasized that this agent, like all SOLERES system agents, was modeled, designed and implemented based on run-time management of the ontologies used. The trader therefore manages two kinds of ontologies, data and service (or process):

(a) The first is related to the ecological information repositories the trader can access. The information is distributed in different OWL repositories on two levels, as described in Section II-A. Some of them contain environmental metadata (EIM repositories) and others contain metadata from the first (EID repositories). A trader manages an EID repository.

(b) The second kind of ontology refers to trader functionality, that is, actions it can do and demand from others. In this case, behavior and interaction protocols must also be defined. These definitions set the operating and interaction rules for agents, governing how the functions the trader provides and demands to work (behavior) are used and the order they are called up in (protocols/choirography).

Figure 5 shows a data ontology from an EID repository (described formally in UML). Let us recall that the application domain to be modeled is ecological information (a type of environmental information) on cartographic maps and satellite images. Advanced algorithms based on neuronal networks find correlations between satellite and cartographic information. For the calculation of this correlation, prior treatment of the satellite images and maps is necessary (an image classification, Classification).

A cartographic map stores its information in layers (Layer), each of which is identified by a set of variables (Variable). For instance, we are using cartographic maps classified in 4 layers (climatology, lithology, geomorphology and soils) with over a hundred variables (e.g., scrubland surface, pasture land surface, average rainfall, etc.). Satellite images work almost the same way. The information is also stored in layers, but here they are called bands. An example of satellite images is the LANDSAT image, which has 7 bands (but no variables stored in this case). Finally, both the cartographic and satellite classifications have geographic information associated (Geography), which is made at a given time (Time) by a technician or group of technicians (Technician).

As a complement and formalization of this conceptual model, Table II shows the complete assertions of the eight ontology entities expressed in OCL (Object Constraint Language). As an example, we can describe two assertions. The assertion #2 for the Classification entity shows it has two required properties, Classification_id and Classification_name. This entity is related: (i) either with at least one Layer or Satellite_image entity (never with both entities simultaneously) through the classification_shows_layer or classification_uses_satellite_image relationship; respectively; (ii) always with one Geography entity through the classification_shows_geography relationship; (iii) with at least one Technician entity through classification_is_made_by_technician; and (iv) also with two Time entities, classification_starts_time and classification_ends_time. Analogously, the assertion #4 for the Layer entity indicates that it has two

Table II. EID ontology assertions in OCL.

<table>
<thead>
<tr>
<th>#</th>
<th>Entity</th>
<th>Assertions</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>Band</td>
<td>(band_id exactly 1) and (band_is_show_energy(min 0) and (band_name exactly 1))</td>
</tr>
<tr>
<td>#2</td>
<td>Classification</td>
<td>(classification_id exactly 1) and ((classification_shows_layer(min 1) or (classification_uses_satellite_image(min 1)) and (classification_starts_time(exactly 1)) and (classification_ends_time(exactly 1))</td>
</tr>
<tr>
<td>#3</td>
<td>Geography</td>
<td>(geography_id exactly 1) and (geography_is_shown_by_classification(min 0) and (geography_name exactly 1) and (geography_town exactly 1)</td>
</tr>
<tr>
<td>#4</td>
<td>Layer</td>
<td>(layer_id exactly 1) and (layer_has_variable(min 1) and (layer_is_shown_by_classification(exactly 1) and (layer_name(exactly 1) and (layer_observations max 1))</td>
</tr>
<tr>
<td>#5</td>
<td>Satellite_image</td>
<td>(satellite_image_id exactly 1) and (satellite_image_is_used_by_classification(min 0) and (satellite_image_shows_band(min 1)</td>
</tr>
<tr>
<td>#6</td>
<td>Technician</td>
<td>(technician_id exactly 1) and (technician_first_name exactly 1) and (technician_last_name exactly 1) and (technician_makes_classification(min 0) and (technician_organization(max 1)</td>
</tr>
<tr>
<td>#7</td>
<td>Time</td>
<td>(time_id exactly 1) and (time_day(exactly 1) and (time_month(exactly 1) and (time_year(exactly 1) and (time_started_by_classification(min 0)</td>
</tr>
<tr>
<td>#8</td>
<td>Variable</td>
<td>(variable_id exactly 1) and (variable_name exactly 1) and (variable_is_had_by_layer(exactly 1))</td>
</tr>
</tbody>
</table>
required properties, layer_id and layer_name, as well as another optional, layer_observations, and it is always related with layer_is_shown_by_classification and, at least with one Variable through layer_has_variable.

The functionality of our trader [14], [15] is divided into three clearly differentiated components (see Figure 6): (a) a component that manages the agent-communication mechanism (Communication); (b) a parser that codes and decodes the trading ontology-based messages exchanged (Parser); and (c) trading itself (Trader).

The third component is inspired by the ODP specification, which indicates how offers and demands must be implemented among objects in a distributed environment and proposes grouping all the different functionalities that a trader may include. Although the standard specifies five trader interfaces (i.e., Lookup, Register, Admin, Link and Proxy), its specification does not demand a trader to implement these five interfaces to work. In fact, we have only developed ontologies for the Lookup, Register, Admin and Link interfaces, but none has been implemented for the last one yet. The Lookup interface offers the search-information in a repository under certain query criteria. The Register interface enables objects in this repository to be inserted, modified and deleted. The Admin interface can modify the main parameters of the trader configuration, and finally, the Link interface makes trading agent federation possible.

As previously explained, this paper focuses on identifying and explaining how ontologies appear and intervene in the Web Trading Agent. Of the interfaces implemented, we only explain here the Lookup interface works, because it takes part in the search, which is the primary subject of this article.

V. THE LOOKUP ONTOLOGY IN OWT

The Lookup ontology (Figure 7) is used between system objects. The trader uses the Query action and the QueryForm concept. The QueryForm concept expresses the query in a specific language, whose properties, among others are: an id (a query identifier) and an uri (reference to the file where the query is stored). In addition, there could be a set of query policies (Policy) through the PolicySeq concept, and each “policy” is represented by means of a tuple (name, value). For instance, some of the tuples implemented are:

![Fig. 6. Web Trading Agent view.](image-url)

![Fig. 7. Lookup Ontology metamodel expressed in UML.](image-url)
def_search_cardPolicy or max_search_cardPolicy, indicating the number of records to be located by default, and the maximum number of records to be located in the query, respectively. It is possible some exceptions.

Thus, UnknownQueryForm indicates that the query cannot be answered because the file specified in the uri is not accessible; PolicyTypeMismatch indicates that the type of value specified is not appropriate for the Policy; InvalidPolicyValue indicates that the Policy value specified is not within the permissible value range for that Policy; DuplicatePolicyName indicates that more than one value for the same Policy has been specified in the PolicySeq; and QueryError indicates that an error has occurred during the query. If there is no exception and the query is successfully executed, either the EmptyOfferSeq predicate is used when no record is returned by the query, or the NotEmptyOfferSeq predicate, when it is. This, in turn, uses the OfferSeq concept to represent the set of records located in the query, the properties of which are the query “id” and the file “uri” where the found records are stored.

VI. CONCLUSION

Today, web-based EMIS greatly facilitate information search and retrieval, favoring user cooperation and decision-making. Their design requires the use of standardized methods and techniques that provide a common vocabulary to represent the knowledge in the system and a capability for mediation to allow interaction (communication, negotiation, coordination, etc.) of its components. Ontologies are able to provide that shared vocabulary, and trading systems can improve the interoperability of open and distributed system.

The present paper shows how traditional traders, properly extended to operate in WIS, are a good solution for information retrieval. For that we have introduced Ontological Web-Trading (OWT), an extension of the traditional ODP trading service to support ontological information retrieval issues on Web-based EMIS, as is the case of the SOLERES system.

Future work will focus on the implementation of SOLERES-HCI (Human-Computer Interaction). This subsystem of our EMIS is defined by means of the Computer Supported Cooperative Work (CSCW) paradigm [16] and implemented by using an innovative technology of intelligent agents and multi-agent architectures. Furthermore, we are working on this subsystem and studying how to decompose the user tasks into actions that will have to be performed by the SOLERES-KRS subsystem for retrieval of the information requested and the ontology mapping problems involved.

Finally, we would like to study, develop and incorporate new evaluation and validation techniques, such as measuring the precision of data returned to queries, response time in executing the query, usability, etc.
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Abstract—The work presented in this paper concerns discourse structure analysis and its applications to intra- and inter-document search. In a typical application, which could be called "rhetorical browsing", the system will provide assistance to a journal reader in order to focus on texts and passages presenting certain kind of information and comments, according to his/her current interest: may be raw information, possibly with chronological dimension, or on contrary analyses, recommendations, debates, etc.. The discourse model can be related to Swales's "discourse moves" and the derived "argumentative zoning" procedures for scientific documents. However due to the nature of the considered texts, zones are defined in more "generalist" terms, following the classic Narration-Description-Argumentation-Prescription typology and especially C. Smith's notion of "discourse modes". The paper presents some preliminary steps performed in order to test the feasibility of the project. First of all, in order to ground our research on firm observations, we decided to build a corpus of journalistic texts, annotated according to the discourse model in view. Quantified results concerning the organization of discourse modes within texts could be obtained thanks to these annotations. In a second step, an experimental procedure for automatic tagging of text passages according to discourse modes has been designed, implemented and tested on the corpus.

I. INTRODUCTION

ONE can currently observe an increasing interest for discourse structure analysis in the NLP community, both for applicative purposes (improvement of document indexation, summarization, document browsing, passage extraction...) and corpus-based linguistic studies. A very popular tries to capture text organization in terms of successive "homogeneous" blocks, representing the succession of "topics" addressed in the text. This so-called thematic segmentation has received many implementations and experimentations, in the line of Hearst's Text Tiling [1].

Rhetorical zoning is a less represented but developing matter. Notably, a number of on-going works are based on Swales' notion of "discourse moves" [2]. Attempts to automatically discover such structures by means of machine learning techniques notably count the pioneer work of [3] for scientific texts, and extensions to other kinds of texts as in [4]. In order to adapt these ideas to our journalistic corpus, we consider a refinement of the Descriptive-Argumentative-Narrative-Prescription model considered (with many variants) in literary studies [5], [6], [7]. According to this model, texts or passages of texts can be labeled by such a discourse (or rhetoric) mode.

Our interest is strongly related with practical concerns. As news readers we observe that, from one reading to another, we may be interested in a different kind of content: maybe raw information, with possibly strong chronological aspects, or on contrary analyses and explanations, recommendations, etc. And not only different papers will match our expectations, but even, especially in long articles, specific passages in them. Hence an interesting consequence of our work would be internal and intra-document browsing, according to rhetorical and not only topical criteria.

In order to ground our research on firm observations, we decided to build a corpus annotated according to the discourse model in view. The corpus is composed of in-depth articles in economy and politics from the French newspaper Le Monde. The annotation task consisted in a labeling of texts passages with a selected set of discourse modes. Quantified results concerning the organization of discourse modes within texts could be obtained thanks to these annotations. In a second step, an experimental procedure for automatic tagging of text passages according to discourse modes has been designed, implemented and tested on the corpus.

The paper is organized as follows. We first describe the corpus, the discourse model, and the annotation procedure. Quantified results concerning the organization of discourse modes within texts are then presented, completed by the description of the automated tagging procedure.

II. CORPUS, MODEL AND ANNOTATION PROCEDURE

A. Texts, annotators and tools

The corpus in view is composed of journalistic texts from Le Monde, year 1994. This choice is due both to applicative goals and to the linguistic quality of the journal. We randomly selected 30 texts (mainly in politics and economy) of different sizes. The corpus totalizes 46689 words and was shared out among 3 categories: Small: less than 1000 words (15 texts); Medium: between 1000 and 3000 words (10 texts); and Large: more than 3000 words (5 texts). Each text has been annotated by 3 different annotators from a group of 5 with a random distribution between annotators in each size categories. Our 5
annotators were students in the master degrees of Linguistic and Computer Science.

The annotation was performed under the Glozz platform\(^1\). Glozz is based on a generic meta-model which allows to define any specific set of units (segments) and relations with editable features. It proposes a graphical environment and an SQL export, allowing annotations mining through standard database tools [8].

### B. Rhetorical and annotation model

The approach of rhetorical structure we consider is coarse-grained and segment-oriented (rather than relation-driven and bottom-up oriented as in discourse models such as RST [9] or SDRT [10]). Generally speaking, a rhetorical segment can be defined as filling a specific communicative function. Such segments can be defined in different ways.

One, following [2], is based on the notion of discourse move. Moves are conventional parts of the message, specific of a given genre\(^2\); for example, in scientific articles: context of the study, aim and hypotheses, experiments, results and discussion. In NLP, such a model has been notably worked out in [3] and adapted to other kinds of texts, such as administrative letters, in [4].

Another approach, in a sense more "universalist" is the classic Narration-Description-Argumentation-Prescription model [5], [6], [7]. Such discourse modes (according to Smith’s denomination) may be considered as characterizations applying to full texts or, better, to parts of them. This model appeared to be well suited to our corpus and to the practical goals in view.

However, some adaptations were made. We observe that, in general, several discourse modes are simultaneously present in a same portion of text; for example description is intertwined with argumentation, or with narration. Rather than defining single characterizations of text segments (descriptive or argumentative or narrative...), discourse modes rather act as "colors" or "shades" that can combine.

Thus, the task of rhetorical tagging is described as follows. We make the hypothesis that paragraphs can be considered as relevant textual units: clearly, this hypothesis could be reconsidered but it seems an acceptable first approximation. Rhetorical tagging consists in identifying which discourse modes are present in a given paragraph and with which intensity. We proposed a set of seven discourse modes divided into two main dimensions, representational (or ideational) and interpersonal\(^3\). Annotators had to allocate a score to seven fields representing the intensity these seven discourse modes.

a) Representational dimension: It concerns the semantic content of the message, the representations construed by the reader. Four graded fields where proposed relative to four rhetoric modes.

\(^1\)http://www.glozz.org/

\(^2\)Where “genre” should be interpreted in a very narrow sense, and better called “micro-genre”

\(^3\)The term “representational” is inspired by Adam’s terminology and “ideational” by Halliday’s one.

### Description: Indicates the weight of factual information in the paragraph.

### Argumentation-Explanation: Represents to which extent the paragraph is about convincing or explaining something to the reader. We considered that the mechanisms of argumentation and explanation are the same, even if the goals are not.

### Chronology: Indicates the weight of temporarily marked information in the paragraph.

### Prospection: Represents to which extent the paragraph projects the reader into the future.

b) Interpersonal dimension: It concerns the relation between the writer and the reader in the communicative process and includes three fields:

- **Personal commitment**: Does the paragraph reflect the author’s personal opinion or is it rather presented as objective?
- **Prescription**: To what extent the paragraph is about advising or instructing the reader to do something?
- **Polyphony**: Indicates the weight of directly or indirectly reported speech in the paragraph.

Each of the seven fields is given a score between 0 and 2. 0: the discourse mode is absent or marginally present; 1: it is present, but not essential to understand the paragraph; 2: it constitutes a major key to understand the paragraph.

### C. Annotators agreement

We are in the standard situation of a known set of items (for each paragraph, the seven fields corresponding to the seven discourse modes) that receive some "tags" (0, 1 or 2 reflecting the presence and intensity of the mode in this particular paragraph) so that a Kappa measure will do well. *Fleiss’ kappa* [11] coefficients for each text are presented in table I. For each text, the given score is the mean value of the scores of all its segments.

### TABLE I

<table>
<thead>
<tr>
<th>Text</th>
<th>( \kappa )</th>
<th>Large</th>
<th>Small</th>
</tr>
</thead>
<tbody>
<tr>
<td>0101_31</td>
<td>0.23</td>
<td>0101_1</td>
<td>0.42</td>
</tr>
<tr>
<td>0108_96</td>
<td>0.48</td>
<td>0101_14</td>
<td>0.41</td>
</tr>
<tr>
<td>0204_34</td>
<td>0.31</td>
<td>0101_20</td>
<td>0.36</td>
</tr>
<tr>
<td>0628_49</td>
<td>0.29</td>
<td>1229_33</td>
<td>0.39</td>
</tr>
<tr>
<td>1220_101</td>
<td>0.28</td>
<td>1230_90</td>
<td>0.33</td>
</tr>
<tr>
<td>Average</td>
<td>0.32</td>
<td>1231_75</td>
<td>0.49</td>
</tr>
<tr>
<td>Medium</td>
<td>1231_86</td>
<td>0.32</td>
<td></td>
</tr>
<tr>
<td>0126_121</td>
<td>0.26</td>
<td>1231_93</td>
<td>0.39</td>
</tr>
<tr>
<td>0718_138</td>
<td>-0.01</td>
<td>1231_70</td>
<td>0.59</td>
</tr>
<tr>
<td>0820_12</td>
<td>0.41</td>
<td>1231_84</td>
<td>0.52</td>
</tr>
<tr>
<td>0831_125</td>
<td>0.23</td>
<td>1231_89</td>
<td>0.30</td>
</tr>
<tr>
<td>1230_24</td>
<td>0.21</td>
<td>0101_13</td>
<td>0.37</td>
</tr>
<tr>
<td>0131_108</td>
<td>0.31</td>
<td>0101_19</td>
<td>0.36</td>
</tr>
<tr>
<td>0801_108</td>
<td>0.06</td>
<td>0101_6</td>
<td>0.23</td>
</tr>
<tr>
<td>0829_120</td>
<td>0.32</td>
<td>1230_3</td>
<td>0.28</td>
</tr>
<tr>
<td>0929_135</td>
<td>0.15</td>
<td>Average</td>
<td>0.31</td>
</tr>
<tr>
<td>1231_92</td>
<td>0.35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>0.23</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The scores show an average agreement quality ranging from a "low fair" (medium texts) to "almost moderate" (small...
They may look "modest", but one must keep in mind the highly interpretative nature of the task. Also remind that annotators had to choose between three possibilities; when considering only if the rhetorical color is present or absent all $\kappa$ raise by, at least, 0.1 (except for one text), leading to a global factor of 0.42, "moderate". The worst score on medium texts seems - according to the post-annotation debriefing - due to a particularly open interpretation of some of these texts.

On the overall, these results seem to show that a form of "convergence" does exists, pleading for the relevance of the model. Improvements could probably be obtained thanks to a better and less ambiguous definition of the discourse modes, for which a careful analysis of the present discrepancies should be helpful. Also differentiated analyses according to the different modes could be interesting: are some of them less controversial than others?

### III. The Dynamic of Discourse Modes

All along this section we will use abbreviations indicated in Table II to designate the rhetorical modes: DESC for Description, ARGU for Argumentation-Explanation, etc. The first column of the table presents a first bunch of raw observations, namely the distribution of modes along all texts and all annotators. Let us insist that it counts scores, i.e. the number of paragraphs annotated according to a particular mode, pondered by the intensity factor given by the annotator. The sum of all scores for one mode is compared to the sum of all scores for all modes.

Two modes, DESC and ARGU are massively preeminent, while interpersonal ones are globally under-represented. This is clearly related to the kind of texts in the corpus, rather of "objective" nature, which do not include editorials for example, or forums. Let’s consider now more elaborate questions.

#### A. Preferred positions of discourse modes

Figure 1 shows the reapportion of rhetorical modes (evaluated as always in terms of scores) in the beginning, middle and final parts of texts. The global impression may corroborate primary intuitions. One can see two symmetric groups: CHRONO and DESC prefer the beginning with no marked preference for the other two: they present "facts" to be discussed later; while POLY, ARGU, PROS and PRES (which constitute such discussions) rather occur in the end. COMM is more equally distributed.

#### B. Interdependence relations between discourse modes

Some correlations, positive or negative, between discourse modes may be conjectured from the previous table and observed on specific texts. For example a kind of contravariance between DESC and ARGU. The question arises whether such observation could be confirmed and generalized some way: are DESC and ARGU "generally" contravariant ? Are there other such pairs? In order to investigate this question we computed a statistical correlation coefficient.

Results are shown in Table III, limited to the four most representative rhetorical modes.

Three, low but perceptible correlations appear: a negative one between argumentation and description, as expected from our "manual" observations; a positive one between argumentation and personal commitment, which is not surprising; and a negative one again, between personal commitment and polyphony: stating other people positions is somewhat exclusive from expressing one’s own. It is worth mentioning that, if the correlations are weak in value, the annotators agree on their direction, positive or negative, with one exception out of 18 pair annotator/mode: a fact that tends to strengthen the relevance of the results.

### C. Rhetorical profiles

One can produce graphics such as figures 2 and 3, useful to study the distribution of rhetorical modes along a given text. Rates of the 7 rhetorical modes (vertical axe) are displayed in relation with the successive paragraphs (horizontal axe). The first graphic concerns a historical-narrative text: the biography

---

4According to the interpretation grid of [12]: $\kappa < 0$: poor, $0 < \kappa < 0.2$: slight, $0.2 < \kappa < 0.4$: fair, $0.4 < \kappa < 0.6$: moderate, $0.6 < \kappa < 0.8$: substantial, $0.8 < \kappa < 1$: almost perfect.

5In this example, each graphic concerns a single annotator.
of an Israel spy; the second is an analytic paper about the war in Bosnia. The first thing that appears is the difference in their dominant modes: DESC, CHRONO and POLY for the first, PRES, DESC and ARGU for the second, with also COMM, which more or less coincides with PRES and is hidden by it on the figure. A closer look shows informations about the plan of the texts.

In figure 2 we have a "ground" of descriptive-chronological discourse all along the text, with mainly in the second half a strong polyphonic component (which correspond to discussions and conjectures about the "real" life and activity of this spy). In figure 3 we have a concentration of prescriptive and argumentative discourse (with strong personal commitment) in the second part, while descriptive-chronology-polyphony is rather concentrated in the beginning (stating the history and the problem). These quick observations tend to show, first that a rhetorical dynamic can be analyzed in terms of discourse modes, and second that "text profiles" can be inferred.

IV. DISCOURSE MODES AND TEXT SEGMENTATION

Going further, we can consider the question whether discourse modes by themselves may determine text segmentation i.e. allow to define a succession of segments being "rhetorically homogeneous" in some way. This question was addressed in two different assumptions: a strong one, where a segmentation would be (strictly) determined by changes in the configuration of salient discourse modes - the result seems to be negative; and a weak one, where we consider the contribution of discourse modes to some general "thematic segmentation" - and interesting correlations can be put to light.

A. Attempt towards a pure rhetorical segmentation

We imagined the following experiment. Drawing a parallel with conventional methods in thematic segmentation [1] we considered rhetorical modes as a set of descriptors: the scores given by an annotator to some paragraph defines a vector which represents its rhetorical orientation. We can compute angles between successive blocks and deduce continuity or discontinuity according to the angle being smaller or greater than some threshold. Unfortunately the first results are not very convincing: if some "relatively homogeneous" contiguous regions of some extent (several paragraphs) may appear, such text ranges are rather scarce. More subtle measures could probably be considered but in fact the transcription of topical segmentation techniques, based on a geometry of rhetorical descriptors, does not seem to be the good idea.

B. Topical structures and discourse modes

Another way to consider the role of discourse modes in text organization is to look for possible correlations with the topical structure of a text. Here, we took advantage of another annotation of the corpus, performed simultaneously, where annotators were asked to cut out the texts into great "parts" according to their reader's intuition [13]. This could be called "spontaneous segmentation", as performed by an attentive reader, more or less consciously. The general question is to know what, in this operation, is relative to the "subject" (knowledge domain, discourse referents...) and what to rhetorical features. We were in this matter especially interested in the transitions between "spontaneous" segments and asked the annotators to mark sentences that, according to them, signaled such transitions 6.

Two kinds of investigations were made. The first one continues the geometrical model as above (4), searching for a possible coincidence between rhetorical gaps - measured as angles between "rhetorical vectors" - and topical changes. Unfortunately, at first sight at least, the test fails: there are cases where topical changes are accompanied with large rhetorical angles and cases where not. And the core of topical segments shows both low and hight rhetorical gaps. Again, looking for global configurations of discourse modes appears not to be the right way.

Then we decided to have a more individuated view on each discourse mode and to concentrate on annotated transitions: do such zones have specific rhetorical characteristics? Results are figured out in columns 2 and 3 of table II ("Transition" means "paragraph containing an annotated transition zone"). Column (2), when compared to (1), would induce a rather negative result: modes distribution does not reveal significant difference between transitions and other blocks. But (3) shows more positive results.

6See for instance [14], [15], [16] for studies on the linguistic characteristics of topical changes.
First we see that introductory blocks contribute for 0.58 to the total score: an important ratio since they constitute only one third of all paragraphs. Beginnings of topical segments are more strongly marked than the others on the rhetorical ground. Then we see that POLY and, with lower strength, DESC clearly prefer transitions. On the opposite side, PROS, PRES and to some extent CHRO are less represented in this position. In other words writers like to begin a new topic by the presentation of different viewpoints or descriptive information and tend to reject prospective, prescriptive or chronological considerations out of this position.

Hence, as one could expect and despite the results of our first test, there seems to be real hints for an implication of rhetorical concerns in topical organisation. On a practical ground, these results could also help in automated segmentation procedures, provided one could find reliable marks of the four distinguished modes, a question addressed in the last part of the paper.

C. Conclusion: what kind of rhetoric zoning?

Gathering the results of sections 3 and 4, some information can be synthesized concerning the organization of discourse modes along texts. The negative - but, still, informative - result is that no clear segmentation (in contiguous blocks) is likely to be based on global configurations of discourse modes.

Contrastively, different experiments have shown that, taken individually, discourse modes do determine some zones according to their salience - which is most important w.r.t. our targeted application. And finally we have seen that the combination of topical and rhetorical features is relevant to the spontaneous segmentation of texts by readers, which might provide hints for improvements in thematic segmentation.

V. TOWARDS AN AUTOMATIC TAGGING OF DISCOURSE MODES

A. Procedure and implementation

An automatic tagging of text passages w.r.t. the given set of discourse modes appears as a necessary complement to the previous study, both in order to contribute to the validation of the model, and as the basis for the application in view. A first step was performed in this direction as follows [17]. We listed a set of features whose count allows to assign a score to each mode in each paragraph. This score is supposed to reflect the force of the considered mode. In this first experimental attempt, we considered simple features, essentially lexical and morphological ones, as illustrated by the following sample.

- Description: verb tenses representing durative processes (imparfait, présent7), spatial locative connectives (prépositions sur/ on, dans/ in...), adjectives and relative pronouns, demonstrative pronouns, named entities.
- Chronology: verb tenses of the past (passé simple, passé composé, participe passé), temporal connectives (conjonctions and adverbials: quand/when, puis/then, ce matin/this morning...), dates.

7For obvious reasons, tenses are given their French name.

- Prospection: verb tenses of future and unrealised (futur, conditionnel), cue words (à l’avenir/in the future, hypothèse/hypothesis, prévoir/foresee...)
- Argumentation-Explanation: logical and argumentative connectives (cependant/however, donc/hence, d’abord/first, ensuite/then, parce que/because...), other cue words (impliquer/imply, problème/problem, réponse/reply...)
- Polyphony: quotation marks, proper names and social functions (as indicating possible authors of reported speech), declarative verbs.
- Prescription: verb mode (impératif), modal verbs (pouvoir/can, falloir/must, devoir/must), other cue terms (important/important, essentiel/essential...)
- Personal Commitment: logical connectives, epistemic verbs at 1st person (penser/think, douter/doubt...), other cue terms (respect/respect, inquiétude/concern...).

One can remark that some features are shared by several modes: it is the co-presence of other ones of the same family that determines in fine their rhetorical orientation. The scoring takes this phenomenon into account as illustrated by the following example.

Text: En août, explique Hugues Portelli, qui veille sur les courbes d’opinion au sein du cabinet du premier ministre, il y a eu le consensus monétaire après la crise de juillet et, pour cette fin d’année, le premier ministre a profité, à la fois, de la gestion du conflit d’Air France, des actions menées par Charles Pasqua, notamment contre le FIS, et, enfin, du résultat obtenu sur le GATT.

In August, says Hugues Portelli, who watches over the curves of opinion within the PMO, there was consensus after the monetary crisis in July and, for this season, the Premier took the opportunity in the same time of the conflict management at Air France, the actions taken by Charles Pasqua, especially against the FIS, and finally the result of the GATT.

Clues for Polyphony: Hugues Portelli, Charles Pasqua [named entities for persons], Expliquer [cue verb]. Score = 3.

Description: Hugues Portelli, Charles Pasqua, Air France, FIS, GATT [named entities], qui [relative pronoun], sur, au sein de [spatial connective], premier ministre [function name], et [conjunction] (twice), Score = 11.

Argumentation-Explanation: Expliquer [cue verb], après, et (twice), pour, à la fois, notamment, enfin [logical connectives]. Score = 8.

Chronology: il y a eu, profilé, obtenu [past tense], en août, après, juillet, fin, année, à la fois, enfin [temporal terms]. Score = 10.

Other modes: 0 clue.

The procedure was tuned on a corpus made of some thirty texts from Le Monde, disjoint from the annotated ones, then tested on the later. In this first experiment we limited ourselves to identify the three modes most representative of each paragraph (Description, Argumentation-Explanation and Chronology in the example). An XML output allows to insert
this result in the text.

B. First results and evaluation

We compared our automatic labeling to the manual annotations of the corpus. The result, still qualitative, is that our annotation does not scatter more than what can be noted between human annotators themselves (see an example for a single text in Table IV). In other words, the automatic tagging does not seem better or worse that the manual ones, and is in fact consistent with them. If the evaluation procedure clearly requires to be refined, as well as the manual tagging itself, we believe that this first test may be considered encouraging concerning the feasibility of the task. An important issue to highlight is the underrepresentation of certain modes: Prospection and modes of the interpersonal dimension (with the exception of Polyphony). In the future we therefore need to go beyond the three prevailing modes and probably separate representational and interpersonal ones.

VI. CONCLUSION AND FUTURE WORK

In this paper we have presented a set of investigations on the rhetorical structure of journalistic texts, based on the constitution of an annotated corpus. Our first result is that the corpus itself consists in the corpus itself since there is a recognized lack for such resources. The inter-annotators agreement seems acceptable, considering the strongly interpretative nature of the task: generally speaking we believe that, in the case of discourse structure, we have to learn how to cope with this variability rather that try to reduce it to null.

The rhetorical model was designed in terms of discourse modes, due to the application in view, a specific kind of document browsing adapted to journalistic texts. It was correctly received by the annotators, which provides an encouraging hint of its relevance. In particular the idea of a combination of discourse modes in a same passage, with graduation of their salience, seems to receive confirmation.

Several quantified observations, performed thanks to the annotated corpus, give useful informations on the distribution of discourse modes and their contribution to text zoning of some kind. A notion of "rhetorical profile" emerges, combining global dominant modes with the "dynamic" of modes distribution along the text.

| TABLE IV |
| AUTOMATIC AND HUMAN RHETORICAL TAGGING OF A TEXT |

<table>
<thead>
<tr>
<th>Annot.1</th>
<th>Annot.2</th>
<th>Annot.3</th>
<th>Automated Annot.</th>
</tr>
</thead>
<tbody>
<tr>
<td>§1 1. ARGU</td>
<td>1. ARGU</td>
<td>1. POLY</td>
<td>1. ARGU</td>
</tr>
<tr>
<td>2. DESC</td>
<td>2. COMM</td>
<td>2. PRES</td>
<td>2. DESC</td>
</tr>
<tr>
<td>§2 1. ARGU</td>
<td>1. ARGU</td>
<td>1. PRES</td>
<td>1. ARGU</td>
</tr>
<tr>
<td>2. DESC</td>
<td>2. COMM</td>
<td>2. ARGU</td>
<td>2. DES</td>
</tr>
<tr>
<td>3. COMM</td>
<td>3. POLY</td>
<td>3. POLY</td>
<td>3. COMM</td>
</tr>
</tbody>
</table>

Finally, a first step was performed towards an automatic tagging in relation to the model.

Further work should include the following questions.

1. An extension of the corpus, in order to give a firmer value to our analyses. A careful examination of the discrepancies between annotators could provide useful hints in order to tune the model and remove ambiguities in its description. Achieving a better inter-annotators agreements would be a good confirmation of these improvements. Another issue would be to split the corpus into different more homogeneous subtypes.

2. Improving the automatic labeling. Other linguistic parameters should be considered. Especially interesting would be aspectual values as described in [6]. Machine learning issues should be considered, but need clearly a great effort in corpus annotation.

3. Finally, the application itself should be considered, which implies to convert "pragmatic" requirements of readers into configurations of rhetorical modes.
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Abstract—The article discusses abstract spaces of concepts and features. Concepts correspond to real-world objects. Concepts are described by their features. The study is devoted to relations in the space of concepts and in the space of features. There is a direct link between features and concepts. Therefore, similarity may be analyzed through structures of both concepts and features. Authors propose generalized similarity relation, applicable to the developed framework. In addition, similarity of nested sets of the space of features and concepts is discussed. Authors introduce an algorithm, which calculates similarity of two structures of nested structures. Developed semantics leads to the set-theoretic model, which allows to flexibly describe abstract information.

I. INTRODUCTION

SIMILARITY is one of the most important dependencies in our environment. In this article developed framework for constructing generalized similarity relations is presented.

Similarity estimation has to involve narrowing the focus on chosen aspects of compared objects. In our nomenclature object is called concept, object’s attribute is a feature. We chose these names intentionally, to highlight that our model may be applicable to modeling in various areas of science. In sections II-A and III the core of developed framework of phenomena description is depicted. We start from the space of features - pieces of information, that describe concepts. In section III-B our own approach to similarity relations modeling in the fuzzified space of concepts and features is introduced. Similarity relations for features vectors are discussed. We introduce also an algorithm for computing similarity of linear orders in the space of features. The goal of the paper is to present the research on concepts and features spaces descriptions and similarity modeling. Valuation mappings and similarity relations able to process fuzzified descriptions of real-world objects are introduced.

II. PRELIMINARIES

In our approach a start point are features - descriptions of concepts. Features are gathered in vectors. We operate in the namespace of features and in the space of their evaluations rather than on the concepts (objects) themselves. We are interested in similarity of descriptions of concepts, i.e. in vectors of features’ evaluations. We assume, that each hypothetical or real concept can be described with qualitatively the same set of features, but evaluated differently.

Due to space limitations we do not present literature review on this topic. Interesting research on similarity can be found not only, but also in: [2], [5], [6], [8] and [9]. It is important to mention, that approaches present in the literature are suitable for similarity based on features. Our model is concepts’ oriented in its nature. Therefore, it is necessary to include relations between concepts and features.

We have developed a framework for describing the space of concepts and the space of features. We have also proposed similarity measures dedicated for this model, which we present in the next paragraphs.

A. The space of concepts and the space of features

1) The space of features: A concept corresponds to a real-world object. Usually, due to various constraints and complexity of real-world phenomena, we do not operate directly on concepts. Instead, we describe them with their features. In the developed model the space of features is defined as follows:

$$\mathcal{D} = \{(\mu_1, \ldots, \mu_n) : \mu_i \in [0, 1], i = 1, \ldots, n, n \in \mathbb{N}\} \quad (1)$$

Under our assumptions features are imprecise. Concepts correspond to real-world objects. One of many imprecise information representation models known in literature may be applied, for example: [1] or [3]. Authors treat imprecise information analogically to the uncertainty in the sense of Zadeh. We are aware that there are other frameworks (i.e. probability theory) that are able to describe uncertainty, which we are not recalling here.

Features evaluations are expressed through their degree of membership as a single numerical value from the [0, 1] interval. Features vectors belong to the namespace of features. There is unlimited amount of features vectors evaluations, but in our application there is finite amount of features. Of interest is possibility of features space structuring by introducing certain relations, like inclusion, exclusion and overlapping.

2) The space of concepts: \(\mathcal{C}\) is the set of all concepts fulfilling some logical conditions, e.g. consumers from a city, pixels from certain images, musical symbols of some score.

$$\mathcal{C} = \{c_1, c_2, \ldots, c_r\} \quad (2)$$
such that \( r \in \mathbb{N} \) is the number of concepts in the space \( C \). The source of information about concepts may be for example measurement devices or questionnaire surveys.

The space of concepts is limited. We are interested in structuring the space of concepts through the space of features, the space of their evaluations and dependencies in these spaces as well as in their subsets. Concepts’ space analysis will be performed using relations of similarity, inclusion, exclusion and others.

In the next section similarity relations customized for the developed model are proposed. Presented technique aims at mimicking human way of how similarity is estimated. Concepts are described with their features, comparison happens in a feature-wise fashion. The strength of belongingness of a particular feature to the concept (corresponding to the degree of membership) influences similarity measure.

III. SIMILARITY IN THE SPACE OF CONCEPTS AND IN THE SPACE OF FEATURES

In this section we introduce similarity measures adjusted for spaces of concepts and features.

A. The valuation mapping

Firstly, let us discuss the valuation mapping. It is a relation, that for every vector of features assigns a set of concepts.

\[ V : D \rightarrow 2^C \]  

(3)

For instance, the simplest valuation assigns all concepts with a given features’ vector \((\mu_1, \ldots, \mu_n)\) to this vector of features:

\[ V(\mu_1, \mu_2, \ldots, \mu_n) = \{ c \in C : d(c) = (\mu_1, \mu_2, \ldots, \mu_n) \} \]  

(4)

where the mapping \( d : C \rightarrow D \) defines features for concepts. Valuation mapping \( V \) generates a subset of the space of concepts, such that each \( i \)-th feature of selected concepts was evaluated exactly the same, as the respective \( i \)-th feature from analyzed vector \((\mu_1, \mu_2, \ldots, \mu_n)\). Valuation mapping defined in formula 4 is called pointwise valuation mapping.

Alternatively, we propose generalized approach to valuation mappings called filling up valuation mapping defined as follows:

\[ V_I(\mu_1, \ldots, \mu_n) = \{ c \in C : d(c) = (\mu_{c1}, \ldots, \mu_{cn}) \text{ and } \mu_{ci} \leq \mu_i \text{ for } i = 1, \ldots, n \} \]  

(5)

Filling up valuation mapping generates a subset of the space of concepts, that groups objects, which each \( i \)-th feature was not evaluated as greater than respective feature in given features vector. In other words, filling up approach is a generalization of pointwise valuation mapping \( V \), which translates features vectors into groups of concepts. As a result, we extract objects, which description satisfy certain conditions to some point, but not beyond that point. In this study conditions are between 0 and 1, but they may be different if we assume other information representation model (for example: balanced fuzzy sets defined in [3] utilize \([-1, 1]\) interval, intuitionistic fuzzy sets defined [1] employs doubled unit interval \([0, 1]\)).

Valuation mappings \( V \) and \( V_I \) are semantic mappings. They allow transformation from the namespace of features and the space of their evaluations to subsets of the space of concepts. In practice, we use valuation mappings to generate subsets of the space of concepts, in which we are interested in. The key, by which subsets are generated, are features - and that was our initial goal, to describe concepts and groups of concepts by their features.

B. Similarity relations

In this section we introduce similarity relation for features’ vectors. Let us assume that we have two vectors of features:

\[ \mu_A = (\mu_{A1}, \mu_{A2}, \ldots, \mu_{An}) \]
\[ \mu_B = (\mu_{B1}, \mu_{B2}, \ldots, \mu_{Bn}) \]

Below we introduce a generalized similarity measure \( s_G(\text{generalized}) \) of two vectors of features.

\[ s_G(\mu_A, \mu_B) = \frac{|V_I(\mu_A) \cap V_I(\mu_B)|}{|V_I(\mu_A) \cap V_I(\mu_B)| + \mathcal{V}(\mu_A) + \mathcal{V}(\mu_B)} \]  

(6)

where:

\[ \mathcal{V}(A) = \int_0^{\rho_{max}} \alpha(x) \cdot V_A(x) \, dx \]
\[ \mathcal{V}(B) = \int_0^{\rho_{max}} \beta(x) \cdot V_B(x) \, dx \]  

(7)

and \( \alpha \) and \( \beta \) are real nonnegative functions and

\[ V_A(x) = \left| \left\{ c \in V_I(\mu_A) \setminus V_I(\mu_B) : \max_{i=1}^n (\mu_{Ai} - \mu_{ci}) = x \right\} \right| \]
\[ V_B(x) = \left| \left\{ c \in V_I(\mu_B) \setminus V_I(\mu_A) : \max_{i=1}^n (\mu_{Bi} - \mu_{ci}) = x \right\} \right| \]

and

\[ \rho_{max} = \min \{ \rho \geq 0 : (\forall i = 1, \ldots, n) \mu_{Bi} + \rho \geq \mu_{Ai} \} \]
\[ \lambda_{max} = \min \{ \lambda \geq 0 : (\forall i = 1, \ldots, n) \mu_{Ai} + \lambda \geq \mu_{Bi} \} \]

and \( \mu_c = (\mu_{c1}, \mu_{c2}, \ldots, \mu_{cn}) \) is the vector of features of the concept \( c \).

Valuation mapping \( V_I \) transforms vectors of features into subsets of the space of concepts satisfying certain conditions (as in formula 5). Generalized similarity \( s_G \) is calculated as a fraction. Similarity is enlarged as the size of intersection of compared subsets of the space of concepts grows. Similarity becomes smaller as the number of elements that do not belong to sets’ intersection grow. The decreasing effect of features, which are not shared, is conditioned on the difference between these features and vectors \( \mu_A \) and \( \mu_B \). We integrate on the space of features. Integration is done separately for concepts in \( V_I(\mu_A) \setminus V_I(\mu_B) \) and in \( V_I(\mu_B) \setminus V_I(\mu_A) \). The domain of integration spans from 0 to \( \rho_{max} \) or to \( \lambda_{max} \) respectively for these two cases. Functions \( \alpha \) and \( \beta \) allow to introduce more
punishing effect of $V_I(\mu_A) \setminus V_I(\mu_B)$ and $V_I(\mu_B) \setminus V_I(\mu_A)$ on the similarity value. $\alpha$ and $\beta$ may be also used to enhance nonsymmetry of relation $s_G$.

Let us also introduce a discretized version of similarity relation $s_G$ (named $s_D$). For any $0 < \rho$ and $0 < \lambda$ the value of similarity is based on estimations of integrals from the formula 6 in a following manner:

$$V_A \setminus B(x) = \sum_{j=1}^{\rho_{\text{max}}} (\alpha(j) \cdot V_{A_j})$$
$$V_B \setminus A(x) = \sum_{j=1}^{\lambda_{\text{max}}} (\beta(j) \cdot V_{B_j})$$

(8)

where:

$$V_{A_j} = \left\{ c \in V_I(\mu_A) \setminus V_I(\mu_B) : \tau_{\rho_j}(\max_{i=1}^{n} \{\mu_{A_i} - \mu_{A_c}\}) \right\}$$
$$V_{B_j} = \left\{ c \in V_I(\mu_B) \setminus V_I(\mu_A) : \lambda_{j}(\max_{i=1}^{n} \{\mu_{B_i} - \mu_{A_c}\}) \right\}$$

and

$$\rho_{\text{max}} = \min \left\{ j = 1, \ldots, \{ai = 1, \ldots, n\} : \lambda_{B_i} + \rho \cdot j \geq \mu_{A_i} \right\}$$
$$\lambda_{\text{max}} = \min \left\{ j = 1, \ldots, \{ai = 1, \ldots, n\} : \mu_{A_i} + \rho \cdot j \geq \mu_{B_i} \right\}$$

The proposed idea relies on relation built around sets’ intersection and concepts lying beyond this intersection. Alignment of the outlying concepts influences similarity value. Similarity relation’s codomain is $[0, 1]$. Note, that it is reflexive. The relation $s_G$ was also intentionally constructed to be nonsymmetric, but they can be adjusted to be symmetric. Asymmetry of similarity relation is a highly desirable property from the applicational point of view. Due to space limitations we do not elaborate on similarity relation properties.

In given definition of valuation mapping $V_I$, what strikes immediately, is that the similarity relation induced by this mapping may also create linear orders (chains) in the space of subsets of $D$. In this article we discuss linear orders only. Of interest is similarity of such nested structures. In the next section we present this nontrivial modeling problem to a greater extent.

C. Similarity of linear orders in the space of concepts

In this paragraph we investigate such subsets of the space of features $D$, that this mapping computes the same value for all features’ vectors included in such subset, i.e. $A \in D$ is such subset if $(\forall \mu_1, \mu_2 \in A) V_I(\mu_1) = V_I(\mu_2)$. The structures of such subsets can be formally described as linear orders. Let us recall that linear order is a pair $(X, \leq)$, where $X$ is a set of elements and $\leq$ is a binary relation satisfying axioms of: antisymmetry, transitivity and totality.

Let us introduce a similarity relation able to compare subsets of the space of features nested in the sense explained above, i.e. $(\forall B, A \in D) B \leq A \equiv V_I(B) \subset V_I(A)$. Also, whenever $\mu_A = (\mu_{A_1}, \ldots, \mu_{A_n}) \in A$ and $\mu_B = (\mu_{B_1}, \ldots, \mu_{B_n}) \in B$ and $\mu_{B_i} \leq \mu_{A_i}$, $i = 1, \ldots, n$, then $B \leq A$.

Comparing nested subsets of the space of features requires taking into account not only cardinality of compared subsets, but also actual elements lying inside. Therefore, measures of similarity operating only on cardinalities are not satisfactory to describe such structures. We need to compare actual content of each subset.

In order to compare nested subsets of the space of features we have developed an algorithm, which we describe here. Features nesting is understood in a following way: given features vector $\mu_A = (\mu_{A_1}, \mu_{A_2}, \ldots, \mu_{A_n})$ nests features vector $\mu_B = (\mu_{B_1}, \mu_{B_2}, \ldots, \mu_{B_n})$ if:

$$\mu_{B_i} \leq \mu_{A_i}, i = 1, 2, \ldots, n$$

(10)

The space of features (see formula 1) and subsets of the space of concepts (see formula 2) generated with valuation mapping $V_I$ (defined in formula 5) are recalled here. Nested features, through filling up type of transformation enforced by the valuation mapping, generate nested subsets of the space of concepts. Structure of nested sets in the space of concepts corresponds to features’ nesting.

If sets of concepts are nested, then each bigger set contains each concept from each smaller set and optionally several more concepts. Let us analyze an exemplar order $E_n$, which contains following 3 subsets of some space of concepts:


\[ P_1 = \{ c_1, c_2 \} \]
\[ P_2 = \{ c_1, c_2, c_3 \} \]
\[ P_3 = \{ c_1, c_2, c_4, c_5, c_6, c_7, c_8 \} \]

where \( P_1 \) is a subset generated with \( V_1(\mu_{P_1}) \), \( P_2 \) is a subset generated with \( V_1(\mu_{P_2}) \) and \( P_3 \) is a subset generated with \( V_1(\mu_{P_3}) \). \( \mu_{P_1} \), \( \mu_{P_2} \) and \( \mu_{P_3} \) are particular features vectors evaluations. For clarity of algorithm description, nomenclature used later refers only to subsets of the space of concepts named as \( P_m \). The method of obtaining these subsets, through valuation mapping \( V_1 \), is assumed by default. In the given example of \( E_n \) following structure is observed: \( P_1 \subseteq P_2 \subseteq P_3 \).

In the developed algorithm, written to compare two nested structures of the space of concepts, as input data we have two such structures (denoted as \( E_1 \) and \( E_2 \)):

\[ E_1 = P_{l_1}, \ldots, P_{l_k} \]
\[ E_2 = P_{j_1}, \ldots, P_{j_l} \]

where \( P_{l_1}, \ldots, P_{l_k}, P_{j_1}, \ldots, P_{j_l} \) are subsets of the space of concepts. \( E_1 \) and \( E_2 \) are linear orders, so \( P_{l_1} \subseteq \ldots \subseteq P_{l_k} \) and \( P_{j_1} \subseteq \ldots \subseteq P_{j_l} \). We do not make any assumptions about the length of orders \( E_1 \) and \( E_2 \). \( P_{l_1}, \ldots, P_{l_k}, P_{j_1}, \ldots, P_{j_l} \) contain concepts. \( P_{l_1}, \ldots, P_{l_k}, P_{j_1}, \ldots, P_{j_l} \) are sets, so the order of appearance of concepts in each set can be omitted. Hence, we always use alphabetical order, to improve efficiency of our algorithm. Each order \( E \) can be written as a sequence of concepts, starting from the „deepest” of the nested sets.

The input data to our algorithm are two linear orders \( E_1 \) and \( E_2 \) written as sets in a form (convention) described above.

1) Start with order \( E \), which has last set smaller. If cardinalities of last sets of both orders are equal, choose one order at random. Denote this order as \( E f(\text{first}) \) and its last subset as \( P_{l_u} \) (it is either \( P_{l_1} \) or \( P_{j_1} \)).

2) Denote the second order as \( E s(\text{second}) \). Denote last (biggest) set of order \( E_s \) as \( P_{s_v} \). Search for such set in the order \( E_s \), which shares the biggest number of the same elements (concepts) with \( P_{l_u} \), and is the largest. We assumed inclusion (see formula 10), so the last set of \( E_s \), which is \( P_{s_v} \), will be always chosen. It is either \( P_{s_1} \) or \( P_{j_y} \), the one not chosen in the above point.

3) Collate \( E_f \) and \( E_s \) in a following way: set \( P_{f_{k'}} \) corresponds to set \( P_{s_{k'-1}} \), set \( P_{f_{k'}} \) corresponds to set \( P_{s_{k-1}} \) and so on. If sets from one order run out, assume \( \emptyset \).

4) For each pair of sets \( P_{f_i} \) and \( P_{s_i} \), compute \( s_D(P_{f_i}, P_{s_i}) \). The formula for \( s_D \) is given in 6 with redefined nonoverlapping parts defined by formulas 8 (see section III-B).

5) Similarity of linear orders \( E_f \) and \( E_s \) is equal to aggregated similarities computed as in point 4, i.e. \( \text{aggr}(s_D(P_{f_1}, P_{s_1}), i = 1, 2, \ldots, \max\{f_u, s_u\}) \), with some aggregation operator \( \text{aggr} \). Note that for linear orders, as in discussed case, collated are simply \( P_{s_i} \) and \( P_{f_{i}}, P_{s_{i-1}} \) and \( P_{f_{i-1}} \), etc.

Properties of the developed algorithm depend on assumed information representation model, on the similarity relation applied in step 4 and on the aggregating operator calculated in step 5. Due to space constraints we do not compare here various possibilities, which may be chosen in steps 4 and 5. In our first attempt as aggregating function we took mean, as it is very intuitive and normalized measure of dependency between real numbers (and the sum of all \( s_D(P_{f_k}, P_{s_k}) \) gives us a real number). To maintain comparability, aggregating function should produce normalized values of similarity.

**IV. CONCLUSIONS**

The article discusses developed model of features and concepts spaces. Of interest is similarity between descriptions of real-world objects, which we call concepts. Such descriptions (features vectors evaluations) through valuation mapping generate subsets of the space of concepts. Valuation mapping from the namespace of features into subsets of the space of concepts can be performed in a point-wise fashion or in an filling up way. All concepts form the universe of discourse, on which we do not directly operate. Instead, we use features, which describe concepts.

Two similarity relations developed for this model are introduced. First one is a generalized similarity relation between features vectors. Second one is a discretized version of the generalized similarity relation. Presented measures take into account fuzziness of analyzed information.

In this paper an algorithm of evaluating similarity between structures of nested features vectors based on generalized similarity relation and valuation mapping is introduced.
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Abstract—We report on experiments that demonstrate the relevance of our AntiSocial Behavior (ASB) corpus as a machine learning resource to detect antisocial behavior from text. We first describe the corpus and then, by using the corpus for training machine learning algorithms, we build a set of binary classifiers. Experimental evaluations revealed that classifiers built based on the ASB corpus produce reliable classification results with up to 98% accuracy. We believe that the dataset will be valuable to researchers and practitioners working in preventing, controlling and diagnosing antisocial behavior and related problems.

I. INTRODUCTION

WHAT is said is important and can reveal a lot about a person’s thoughts, emotions and behavior. It particularly is important, when what is said, expresses feelings or thoughts of harming another. As Biber [1] points out, a writer’s thoughts, opinions and attitudes about a topic can be explicitly or implicitly expressed through the choice of word and grammatical constructions. Due to the proliferation of the Internet and Web 2.0, written information on how people feel and their plans and interests is more readily available to researchers studying natural language.

The feelings and actions of harming other human beings can be considered as manifestations of antisocial behavior (ASB). ASB is broadly defined as any unconsidered action taken against individuals or groups of individuals that may cause harm or distress to society [2]. Often individuals involved in ASB have disclosed in advance their emotions and plans through oral or written language [3]. Reputedly, the Internet has been used as the outlet for the expression of such emotional states and plans of violent acts through the use of blogs or video sites [4]. Moreover, online communication is often used as a way of shouting out their intentions before engaging in their acts of violence [5].

The wealth of antisocial and criminal activity taking place on the Web has resulted in a surge of research interest in the automatic detection of this negative and destructive content. Being able to automatically detect negative content is beneficial, for instance, to managers of websites that allow users to post content or as part of an early warning system to authorities on possible threats to public safety. The automatic detection of ASB could also give rise to self-awareness systems for the individuals that are expressing thoughts or emotions related to ASB.

Identifying the individuals who pose danger to a community involves collecting and analyzing information pertaining to their attitude, thoughts on violence, descriptions of criminal activity and threats among others, including information about homicidal or suicidal ideation [6]. However this information is often difficult to obtain. Reasons such as privacy, legality of the often sensitive information, affect its availability to researchers for analysis.

Hence, albeit the problems antisocial behavior causes, there still does not exist a publicly available corpus of ASB texts. However, research projects that focus on ASB and that have been motivated, for instance by the occurrence of school shootings, require a domain relevant corpus for learning linguistic features that may be used for recognizing future risks of antisocial and destructive behavior from texts.

In this paper, we present such a collection of documents, aimed to remedy the situation. To our knowledge, this is the first attempt to build a corpus with a wide variety of types of antisocial, criminal and extremist content; the previous works have concentrated on a single type of antisocial content such as cyberbullying [7] or forms of extremism [8].

Furthermore, we use our corpus to address the problem of detecting ASB for texts by applying machine learning (ML) and text mining techniques. We train ML algorithms with positive examples obtained from the ASB corpus, and with negative examples of antisocial behavior collected from the ISEAR [9], Movie reviews [10] and Wikipedia [11] corpora.

Our experimental results show that classification based on content features discriminates ASB texts from non-ASB texts with accuracy up to 98%. Thus we demon-

\footnotesize{This work was supported by: 1) “Detecting and visualizing emotions and their changes in Text” project, No.14166, funded by the Academy of Finland; 2) JSPS KAKENHI Grant Number 25330410.}
strate that the ASB corpus can serve as a valuable resource for an ongoing antisocial behavior research.

II. RELATED WORK

While the detection of spam in e-mail messages and web content dates back to the early days of the Internet, detection of antisocial content is a new and emerging area of research interest. The methods applied in the detection of antisocial content draw from the ones developed for detecting spam. In discussing related work, as no previous general models for detecting antisocial behavior from text exist, we provide an overview of the work done in the context of detecting cyberbullying, terrorism and criminal behavior.

Perhaps the most notable related work has been carried out in a research project entitled “Intelligent information system supporting observation, searching and detection for security of citizens in urban environment” (INDECT) [12]. The project aimed at automatic detection of terrorist threats and recognition of serious criminal behavior or violence based on multi-media content. Within the context of INDECT, criminal behavior as “behavior related to terrorist acts, serious criminal activities or criminal activities in the Internet”.

Our work differs from the one done in the INDECT project in the focus of the research. While INDECT aims at using the analysis of images, video, and text, our focus is on the analysis of text data.

In their cyberbullying study, Dinakar et al. [7] made use of YouTube comments that involved sensitive topics related to race and culture, sexuality and intelligence. Moreover, Yin et al. [13] in their research made use of online forums for detecting online harassment. Bogdanova et al. [14] in their cyberpedophilia research made use of online perverted journal texts on which to learn models to discriminated pedophiles from non-pedophiles.

Thus, although the corpora used in the studies reported above contain negative behaviors, no corpus has yet addressed the more broad antisocial behavior which as Hanrahan [15] explains is characterized by covert and overt hostility and intentional aggression toward others.

III. CORPORA

Textual data is required for analyzing what is said, thought or felt in texts. Unfortunately, when it comes to analyzing antisocial behavior, a suitable text collection is difficult to find. Many of the document collections, for example, those from YouTube and MySpace are generic collections and need to be filtered according to the research area.

It was because of the difficulty and lack of a domain-relevant corpus that we sought to create our own. The corpus can further drive the study of linguistic patterns and emotional content present in ASB texts.

The following subsections describe each corpus used in the experimental study. As we are firstly concerned with the binary classification analysis (that is either a document is deemed as being antisocial behavior or it is not), we therefore collected both positive (Subsection A) and negative (Subsections B-D) examples of non-antisocial behavior texts. To obtain the negative examples of antisocial behavior, we used popular sentiment corpus (movie reviews [10]), emotion annotated corpus (ISEAR [9]) and factual Wikipedia texts extracts [11]. Table 1 summarizes the documents collected.

A. Antisocial Behavior Corpus

As part of a bigger project that involves detecting antisocial behavior from text, we have created a corpus of aggressive, violent, and hostile texts¹. Two researchers searched online content in order to collect the documents from various blog posts and news-websites which they could conclusively identify as being ASB. In total 148 documents were identified as ASB. The collection is all English texts, having topics such as: serial killer manifestos, antisocial texts, terrorism, violence-based texts, and suicide notes.

Importantly, the messages in these documents are reflective of the author’s thoughts and emotions. The corpus was collected specifically for the purpose of detecting antisocial behavior, conflict, crime and violence behavior from text documents. The collection is based on the research on antisocial behavior that has shown that aggression, violence, hostility, and lack of empathy are among the traits that are most directly associated with ASB [16], [17]. Antisocial behavior also has strong links to negative emotions, such as anger, frustration, arrogance, shame, anxiety, depression, sadness and fear [18]. The link of emotions to antisocial behavior will guide our future research.

B. International Survey on Emotion Antecedents and Reactions (ISEAR)

The ISEAR corpus is a collection of student reports on situations in which the respondents felt any of the seven major emotions: joy, fear, anger, sadness, disgust, shame, and guilt. The responses include descriptions of how they appraised the situation and how they reacted [9].

C. Movie Reviews

This collection consists of 2000 movie reviews. They are labeled in respect to their polarity: negative and positive. The corpus was first used in [10], and now is often applied in sentiment analysis and opinion mining research as a standard development and test set.

D. Wikipedia Text Extracts

We searched and collected Wikipedia articles by using similar concepts such as those we found to be characteristic ASB: killing, terror, violence, aggression, and frustration. The aim of including these texts was to observe how

¹ The current work-in-progress version of the corpus is available upon request.
well our classification algorithms could distinguish between antisocial behavior texts and informative texts containing similar keywords.

### Table I

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Source</th>
<th>Documents</th>
<th>Avg. File Size (characters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASB</td>
<td>blog posts</td>
<td>148</td>
<td>680</td>
</tr>
<tr>
<td>ISEAR</td>
<td>[9]</td>
<td>265</td>
<td>110</td>
</tr>
<tr>
<td>Movie reviews</td>
<td>[19]</td>
<td>178</td>
<td>390</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>803</td>
<td></td>
</tr>
</tbody>
</table>

### IV. Experimental Setup

In order to test the corpus, we approached the ASB detection problem as a classification task. We performed the step-by-step process outlined in Figure 1.

#### A. Preprocessing Data

We processed each collected online entry or blog post as a whole. That is we assigned the whole text or message as being antisocial behavior or not. From the corpora, we have two fields: a text field consisting of the message and a binary class label (1 = antisocial behavior, 0 = non-antisocial behavior).

The message field needs to be preprocessed because it contains unstructured text. We applied further preprocessing using WEKA utility (StringToWordVector) that performs tokenization, stemming, and stop/frequent word removal.

#### B. Machine Learning-Based Classification

For classifying the documents into the two classes, we experimented with three supervised ML classifiers: Naïve Bayes Multinomial, SMO for the implementation of Support Vector Machines, and J48 for Decision Trees. The three selected algorithms have shown to be effective in various text classification studies. We made use of the WEKA tool for the above classifiers.

As a first experiment with the corpus, we used a Vector Space Model approach so as to consider the words as independent entities. The model makes an implicit assumption that the order of words in document does not matter, also called the Bag-of-Words (BoW) assumption [20]. The approach is sufficient for the classification task, as the collection of words appearing in the document (in any order) is usually sufficient to differentiate between semantic concepts [20]. Each document in the corpora was represented as a feature vector composed of binary attributes for each word that occurs in the file.

Let \{f_1, ..., f_m\} be a predefined set of \(m\) features that can appear in a document. Let \(n_f(d)\) be the number of times \(f_i\) occurs in a document \(d\). Then each document \(d\) is represented by the document vector \(d:=(n_{f_1}(d), n_{f_2}(d), ..., n_{f_m}(d))\) [10]. If a word appears in a given file, its corresponding attribute is set to 1, otherwise it is set to 0. Generally, the BoW approach works well for text classification. However, it does not take into consideration any semantic and contextual information.

Moreover, in order to reduce the number of words in the Bow representation we used the LovinsStemmer in order to replace each word by its stem.

We experimented with the three classifiers:

- **Multinomial Naïve Bayes (NBM).** With the Naïve Bayes classifier, the input is assumed to be independent. The NB classifier, given the data estimates the probability of a class which is proportional to the probability of the class times the probability the data given the class [20]. In other words, the NB classifier assigns a given document \(d\) the class \(c^* = \arg \max P(c|d)\) [10]. We used the Multinomial Naïve Bayes classifier implemented in WEKA, which uses a multinomial distribution for each of the features.

- **Support Vector Machine (SVM).** The classification method of SVM is based on the maximum margin hyperplane rather than probabilities as the Naïve Bayes [20]. In particular, the SVM classifier in a binary classification case aims to find a hyperplane, represented by a vector that maximally separates the document vectors in one class from those in the other [10].

- **J48 Decision Tree (J48).** This classifier is an implementation of the C4.5 decision tree in WEKA. Decision trees are predictive machine models that are used for classification tasks by starting at the root of tree and moving through it until a leaf is encountered [21].

Collect the relevant textual data to be analyzed

Preprocess the textual data

Process the data to extract the features

Choose and apply a variety of classification algorithms

Compare, contrast and evaluate the prediction results

Fig 1. Process map. (Adapted from [20])
tree is built from the input training data using the property of information gain or entropy to build and divide nodes of the decision tree in a manner that best represents the training data and the feature vector [7].

The evaluation of the classifiers is discussed in the next section.

V. RESULTS

For an exploratory purpose, we conducted four experiments using the ASB corpus for classifying emotional sentences.

We made use of three corpora as negative examples of ASB: ISEAR, Movie reviews, and Wikipedia extracts as described in Subsection B together with the positive examples of ASB to train supervised ML algorithms. In the first experiment, binary classifiers using the three algorithms were trained on ASB+ISEAR, in the second on ASB+Movie reviews, and in the third on ASB+Wikipedia extracts. Finally, all the corpora were combined.

The performance of the classifiers was then compared in terms of accuracy, precision, recall and F-measure. For baseline values, we made use of the ZeroR classifier from WEKA which classifies data into the most frequent class in the training set. We made use of ten-fold cross validation whereby samples of data are randomly drawn for analysis and the classification algorithm then computes predicted values [20]. Table 2 displays the average of the ten-fold cross validation results on the corpora for each of the ML techniques.

Based on the results shown in Table 2, the ML algorithms NBM, SMO, and J48 clearly surpass the baseline performance. They further show that for our experiments the NBM and SMO algorithms have the highest accuracy rates. The use of the global corpus (All) also resulted in high accuracy results, as it contains heterogeneous data, however, the difference between the SMO accuracy results and the baseline is much lower. With the global corpus, SMO is statistically better than the next-best classifier (NBM) with a confidence level of about 96% based on the accuracy rate. Its F-measure (0.96), a function of both precision and recall, further indicates a high accuracy.

The experimental results illustrate that from our collected corpus, we can successfully classify antisocial behavior type of texts.

VI. CONCLUSION AND FUTURE WORK

In this paper, we applied text classification techniques for the detection of antisocial behavior. In order to accomplish our task we applied various classification algorithms.

Our experimental results show that the task can be successfully accomplished. Experiments show that we achieve high accuracy using Naïve Bayes Multinomial and SMO.

In this paper we have used individual words as features without any additional syntactic or semantic knowledge. In future we are planning to incorporate emotion related information that may positively affect the accuracy of the task.

Ideally, text mining techniques are applied to corpora containing thousands or even millions of documents. In

<table>
<thead>
<tr>
<th>Corpora</th>
<th>Classifier</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASB + ISEAR</td>
<td>NBM</td>
<td>94.91</td>
<td>0.95</td>
<td>0.94</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>SMO</td>
<td>93.94</td>
<td>0.94</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>J48</td>
<td>87.89</td>
<td>0.87</td>
<td>0.87</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>Baseline</td>
<td>64.16</td>
<td>0.41</td>
<td>0.64</td>
<td>0.50</td>
</tr>
<tr>
<td>ASB + Movie Review</td>
<td>NBM</td>
<td>98.61</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>SMO</td>
<td>95.83</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>J48</td>
<td>90.27</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>Baseline</td>
<td>58.88</td>
<td>0.34</td>
<td>0.58</td>
<td>0.43</td>
</tr>
<tr>
<td>ASB + Wikipedia</td>
<td>NBM</td>
<td>95.15</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>SMO</td>
<td>95.64</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>J48</td>
<td>88.13</td>
<td>0.88</td>
<td>0.88</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>Baseline</td>
<td>64.16</td>
<td>0.41</td>
<td>0.64</td>
<td>0.50</td>
</tr>
<tr>
<td>All</td>
<td>NBM</td>
<td>94.82</td>
<td>0.81</td>
<td>0.93</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>SMO</td>
<td>96.46</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>J48</td>
<td>92.92</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>Baseline</td>
<td>81.31</td>
<td>0.66</td>
<td>0.81</td>
<td>0.72</td>
</tr>
</tbody>
</table>
In this case, fewer than 200 records were used that could be confidently identified as antisocial behavior. For further linguistic pattern analysis, a larger corpus will need to be attained. In order to attain a larger corpus, we will incorporate semi-automated methods that will ensure that each topic in the corpus is sufficiently represented.

With the larger corpus, researchers can identify features such as the presence of emotions, causal events or linguistic patterns that pertain to ASB which can be used to train ML algorithms. The main purpose of the corpus is for it to be used as a ML resource.

However, despite these limitations, the created corpus proved to be effective in training ML algorithms.
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Abstract—We introduce the architecture and the data model of the software for integrated access to music searching web services. We illustrate our approach by developing a mobile accessed application which allows users of Android running touch screen devices accessing several music searchers including Music peda, Music Ngram Viewer, and FolkTuneFinder. The application supports various styles of music input query. We pay special attention to query style transformation aimed to fit well the requirements of the supported searching services. By examples of using developed tools we show how they are helpful while discovering citations and similarity in music compositions.

I. INTRODUCTION

A VARIETY of multimedia resources constitutes considerable part of the present-day Web information content. The searching services usually provide special features to deal with different types of media such as books, maps, images, audio and video recordings, software, etc. Together with general-purpose searching systems, there are solutions using specialized interfaces adopted to the subject domains. Truly, quality of a searching service depends both on the efficiency of algorithms it relies on, and on user interface facilities. As shown in our previous work, such interfaces include special syntax forms, user query visualization facilities, interactive assisting tools, components for non-textual query input, interactive and “clickable” concept clouds, and so on [1]. Depending on searching tasks, specialized user interfaces may support different kinds of input like mathematical equations or chemical changes, geographic maps, XML-based resource descriptions, software source code fragments, editable graphs, etc.

In text searching such aspects as morphological and synonymic variations, malapropisms, spelling errors, and time dependency condition particular difficulties of a searching process. In the music searching domain there are specific complications like tonality changes, omitted or incorrectly played notes or intervals, time and rhythmic errors. Thus, although there are eventual similarities between text and music information retrieval, they differ significantly [2].

In our previous work (see [3]) we analyzed and developed an improved EMD algorithm used to compare single voice and polyphonic music fragments represented in symbolic form.

Human ability to recognize music is strongly interrelated to listener’s experience which may be considered itself to be a product of music intelligent perception [4], [5]. Recently (see [6]) we also analyzed internal models of music representation (with most attention to a function-based representation) being the foundation of various algorithms for melody extraction, main voice recognition, authorship attribution, etc. Music processing algorithms use the previous user experience implicitly. As examples, we could cite the Skyline melody extraction algorithm [7] based on the empirical principle that the melody is often in the upper voice, or Melody Lines algorithms based on the idea of grouping notes with closer pitches [8].

The remaining text of the article is organized as follows. In section II we review music searching systems and approaches of the day. We also introduce our experience in the domain of human centric computing and refer to some recent related works. In section III we describe music query input styles and analyze possible transformations of music input forms so as to fit the requirements of searching services. Section IV contains the description of the developed Android application architecture. We show how it works and make an attempt to analyze the searching output from the point of view of a musicologist.

II. BACKGROUND AND RELATED WORKS

Apart from searching media by metadata descriptions (like author, title, genre, or production year information), main scenarios of music searching are the following:

1) Searching music information by existing audio fragment considered as an input.
2) Searching music by the written note score.
3) Searching compositions by human remembrance represented in a form of sung, hummed, tapped or anyhow else defined melody or rhythm fragment.

Searching by given audio fragments is supported by many specialized search engines such as Audiotag, Tunatic or Shazam[9]. As a rule, it is implemented on the basis of so called audio fingerprinting technique. The idea of this approach is to convert an audio fragment of fixed length to a low-dimensional vector by extracting certain spectral features from the input signal. Then this vector (being a kind of audio spectral fingerprint) is compared to fingerprints stored in some database [10], [11].
TABLE I
ACCESSING MUSIC SEARCHING WEB SERVICES

<table>
<thead>
<tr>
<th>Name</th>
<th>Access</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GUI</td>
</tr>
<tr>
<td>Audiotag</td>
<td>+</td>
</tr>
<tr>
<td>Tunatic</td>
<td>+</td>
</tr>
<tr>
<td>Shazam</td>
<td>+</td>
</tr>
<tr>
<td>Midomi</td>
<td>+</td>
</tr>
<tr>
<td>Musipedia</td>
<td>+</td>
</tr>
<tr>
<td>Ritmoteka</td>
<td>+</td>
</tr>
<tr>
<td>Songtapper</td>
<td>+</td>
</tr>
<tr>
<td>Music Ngram Viewer</td>
<td>+</td>
</tr>
<tr>
<td>FolkTuneFinder</td>
<td>+</td>
</tr>
</tbody>
</table>

The second scenario Searching by note score implicates two possibilities. The first one is to look for a given music fragment in the note sheet databases (this is beyond the scope of this paper). The main difficulty demanding using special music oriented algorithms is that the note score may contain user errors. The second possibility is to convert the melody into one of forms discussed hereafter so as to use existing searching facilities.

Finally, in the case of Searching by human remembrance, a system deals with main voice, rhythm, melody contour or interval sequence which is usually not perfectly defined. Hence, it’s impossible to search directly within the binary contents of audio resources: we have no faithful audio fragment.

Thus, there are numerous ways to provide music input for a searching system. The extensive description of input styles used by music search engines may be found in [12]. Presently there are many searching web services allowing customers using one of several possible styles to input a music query including such services like Midomi, Musipedia, Ritmoteka, Songtapper, Music Ngram Viewer, and FolkTuneFinder.

Table I represents possible ways to access different music web searching services and pays attention to the following facilities:

- **GUI** Graphical user interface
- **Micro** Using microphone
- **Text** Text mode
- **Soft** Access for software applications by SOAP or similar software interaction protocols
- **Web** Web interface

As you can see, nowadays many services are accessible via browsers since they support Web interface features. Another important issue is the possibility to access some services from inside the software applications by using open protocols. It gives the way to create tools which allow users not to be limited by only one service at a time. Due to such tools we are able to use integration of different features of different services. To access additional resources such as youtube clips, and to deal with additional search attributes like genres, styles, time periods, etc.

Particularly, Musipedia service uses SOAP protocol described in [13], FolkTuneFinder and Music Ngram Viewer (both are also used in our work as target searching services) are based on the REST architectural style and their responses are wrapped in JSON format. Detailed description of the API usage rules and examples for Music Ngram Viewer service may be found in [14].

In respect to music inputs styles, existing tools support the following opportunities to define a music fragment:

- **Audio** Audio fragment
- **Notes** Music score or pitch notation
- **Hum** Singing or humming
- **Rhythm** Tapping the rhythm
- **VKB** Virtual keyboard generating note sequence with rhythm
- **URD** Parsons code
- **MIDI** MIDI-piano
- **Text** Keywords or text query

III. MUSIC QUERY INPUT STYLES

As shown in the above section, we may define the music query by using different input styles. For a searching frame-

1. Each pair of consecutive notes is coded as U (“sound goes Up”) if the second note is higher than the first note, R (“Repeat”) if the consecutive pitches are equal, and D (“Down”) otherwise. Some systems use S (“the Same”) instead of R to designate pitch repetition. Rhythm is completely ignored.
## TABLE II
**Music Searching Web Services Input Styles**

<table>
<thead>
<tr>
<th>Name</th>
<th>Web link</th>
<th>Audio</th>
<th>Notes</th>
<th>Hum</th>
<th>Rhythm</th>
<th>VKB</th>
<th>URD</th>
<th>MIDI</th>
<th>Text</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audiotag</td>
<td><a href="http://www.audiotag.info">http://www.audiotag.info</a></td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Tunic</td>
<td><a href="http://www.wildbits.com/tunatic/">http://www.wildbits.com/tunatic/</a></td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Shazam</td>
<td><a href="http://www.shazam.com">http://www.shazam.com</a></td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>+</td>
</tr>
<tr>
<td>Midomi</td>
<td><a href="http://www.midomi.com">http://www.midomi.com</a></td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Musipedia</td>
<td><a href="http://www.musipedia.org">http://www.musipedia.org</a></td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>−</td>
</tr>
<tr>
<td>Ritmoteka</td>
<td><a href="http://www.ritmoteka.ru">http://www.ritmoteka.ru</a></td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Songtapper</td>
<td><a href="http://www.bored.com/songtapper">http://www.bored.com/songtapper</a></td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Music Ngram Viewer</td>
<td><a href="http://www.peachnote.com">http://www.peachnote.com</a></td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>FolkTuneFinder</td>
<td><a href="http://www.folktunefinder.com">http://www.folktunefinder.com</a></td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>−</td>
</tr>
</tbody>
</table>

---

Work, the important issue is not only featuring different input interfaces but transforming one query form to the another depending on searching service availability and it’s communication schema.

Different input styles are useful since the user music qualification differs. Melody definition by using a virtual or real keyboard is one of the most exact ways to represent the query, since it accumulates most melody components. However it is not common that users are skilled enough to use the piano keyboard as well as to write adequate note score.

Contrariwise, tapping a rhythm seems to be relatively simple way to define music searching query. The problem is that the number of possible rhythm patterns is evidently less than the number of compositions. It means that even if we succeed to tap the rhythm correctly, we may apparently have a list of thousands titles in return [6].

For the melody contour schema it is possible to choose pitch and time quantization so that the pitch-time representation is equivalent to piano-roll notation [15].

Symbolic pitch notations may be useful if we are limited by only text user controls.

The development of mobile devices with touch screens affects strongly the usage aspects of music searching interfaces. Such devices make possible simulating many kinds of music instruments, although the virtual piano-style keyboard remains the most popular interface. MIDI standards supports transferring of the simulated playing signals between applications regardless the kind of simulated musical instrument. In contrast to the work [16] we don’t propose a novel music search engine based on improved music input technologies. Our research is focused on creating middleware application which helps to communicate with existing searchers.

### A. Input Styles Transformations

We represent relationships between music query input styles in form of an oriented graph shown in Figure 2. Every transition arc shows the possible transformation from one input style to another, together with indication which note information has to be extracted.

Since the virtual keyboard based query implicitly includes such note attributes as it’s duration and it’s pitch, there is no much difficulty to transform the keyboard input into the rhythm or pitch notation. Next we are able to get the music contour from the sequence of sound pitches.

Clear that in such a way we restrict the user query, and therefore it seems we couldn’t expect better searching results. However such transformations may have sense for at least two reasons:

- We attempt to emphasize the meaning of special melody attributes.
- We would like to try to connect a searching service which probably uses quite different music database (e.g. specialized on some music genres) although it supports only restricted input methods (e.g. rhythm or pitch notation).

Regarding to the user interface issues, the ability to move from one input style to another renders possible to switch easily between different searching systems within the framework of one mobile or web application without re-entering the query.

### B. Models We Use to Represent Queries

Despite the fact that in our earlier works we argued for the function based representation as one of the best way to describe music, this form seems to be too complicated to be employed directly at a user interface level. Usually user queries are relatively short (and it is true not only for the case of

---

We turn our attention to the example of such a case in the following section of this paper.
music [17]), so we use sequence of Note objects to represent the searching query.

The attributes of a Note object are the following:

- **Note name** according to the American pitch notation
- **Its Octave number**
- **Its Onset time**
- **Its End time**

Values necessary for different input styles (such as a note duration or its MIDI value) may be computed on the base of above information. A series of onset time values may be used to generate a rhythm sequence.

IV. INTRODUCING ANDROID APPLICATION FOR ACCESS TO MUSIC SEARCHING SERVICES

Nowadays, people are happy to use their mobile devices to access different searching services at any time from any place. They use different types of such devices which may have different input mechanisms like phone keys, qwerty keyboards, touch screens, voice recognition devices, and so on. The variety of devices running on Android operating system is rapidly increasing during last years, so we decided to use Android platform for our music searching application.

For our implementation we selected some music searchers which may be accessed programmatically, particularly: Musipedia, Music Ngram Viewer, and FolkTuneFinder. For three searching systems we implemented four user query input styles:

- Note score editor supporting one voice definition
- Parsons code
- Rhythm tapping
- Piano style virtual keyboard with additional representation of American pitch notation

A. Application Architecture

Despite general application construction ideas are common for various operating platforms, there is obvious specificity of the Android applications: the application architecture and its activities life cycle is governed by the operating system and the Android API. So the solution being discussed in this article isn’t platform independent. However let us note that the Android application can serve as a model for implementing flexible human centric interface which is oriented to present-day style of using hardware and software facilities of various mobile devices.

That’s why we skip the description of the specific Android implementation details like how to define resources, or how to support different screen resolutions and orientations. We don’t discuss component layout control and internal data models either. Being limited by the paper scope, we only describe the principal Android application activities, their interaction and their connection to user interface components.

Figure 3 represents main components of our music searching helper application.

3In fact, it means that we support symbolic pitch notation input too.

The main activity InputStyleSelection provides the interface for input style choice. According to the selected input style the respective activity (MelodyContour, MusicScore, VirtualPiano, or RhythmTapper) opens and provides the corresponding input interface. The user input is stored as a list of Note objects used to construct the query as required. Classes FolkTuneFinder, PeachNote and Musipedia transfer the user input to one of supported search engines and filter their outputs.

B. Web Protocol Adapters

With respect to searching services’ application interfaces mentioned in section II, the web information exchange protocol adapters have been implemented as Figure 4 illustrates.

The SOAP protocol is not recommended for mobile devices since it uses verbose XML format and may be considerably slower in comparison with other middleware technologies. Unfortunately it is the only way to communicate with the Musipedia system. In our case, the mentioned SOAP disadvantages shouldn’t case concern since the exchange occurs relatively rarely, only when the respective button is pressed by a user, and there is small amount of information being transferred. We use org.ksoap2 Java package [18] containing classes required for handling SOAP envelopes and literal XML content. To implement interaction with other searching services (based on the REST architecture and wrapping their responses in JSON format which is typically more compact in comparison with XML) we use Google Gson Java library [19]. It allows converting Java objects into their JSON representation as well as backward converting JSON strings to equivalent Java objects.

C. Usage Example

The application starts with a welcome screen for the preferred input style selection (Figure 5).

Then the respective activity starts as shown in Figure 6 representing the example of a virtual keyboard interface. As described earlier (see section III) the user actions are being stored in form of a note sequence with respect to the following related data:

- A pitch represented in the American pitch notation (note name and octave number)
- The pitch onset time
- The pitch end time

Other properties may be computed depending on the requirements of a music searcher. Let us illustrate this by the input represented in form of a simplified timing chart (with respect to the note names rather than sound frequencies). The chart in Figure 7 represents some first notes of the well known Russian folk song “Birch Tree”.

For the reason that Musipedia searcher requires a sequence of triplets containing an onset time, a MIDI pitch and its duration, the user input shown in Figure 7 is converted to the following query data:

```
0.0, 76, 0.54; 0.66, 76, 0.47; 1.21, 76, 1.43; 1.72, 76, 0.50; 2.41, 74, 0.98; 3.57, 72, 0.27; 3.89, 72, 0.52; 4.62, 71, 0.81; 5.57, 69, 0.75;
```
After this the respective information is included to the SOAP request which is subsequently sent to the Musipedia server. As a result, the searching system returns the list of retrieved compositions as shown in Figure 8. We see the confirmation of the known fact that this melody was used by Piotr Tchaikovsky in the 4th movement of his Symphony No. 4 in F-moll (compare with the fragment of the symphony note score shown in Figure 9).

Using other searching engines may enhance searching results by taking into account other music genres. Let us take the FolkTuneFinder service which requires a sequence of MIDI pitches. Hence the user input is transformed into the sequence of MIDI pitches as follows:

76, 76, 76, 76, 74, 72, 72, 71, 69

4We selected Tchaikovsky’s work, but as you can see, the similar theme may also be recognized in some other known compositions.
We implemented the interface component which allows constructing the URD-query by pushing buttons Up, Down and Repeat with synchronous demonstration of the respective graphical contour which is being generated automatically. As you see in Figure 10 the resulting output also contains the “Birch Tree” among other compositions. Note that since the melody contour is a less exact input method (comparing to direct melody definition), it is normal that we don’t have the desired melody in the very first lines.

The example we selected for the illustration shows well one important aspect of music searching process, although in a slightly simplified manner. When we discover the composition corresponding to the given request, we may expect obtaining even more information than simply a desired piece of music. Fast every Russian knows the “Birch Tree” song since the early childhood years. But only those who listen to the classical music discover this theme in one motive of Tchaikovsky’s symphony. In contrast to this, western music lovers may listen this motive first just in the Tchaikovsky’s work, and after a while recognize it as a citation of the Russian folk song. Isn’t it a kind of process similar to a music perception in terms of musicology?

5 We consider to investigate possibility to support a melody contour drawing interface in future implementations.

For the case of the melody contour defined with using Parsons code, the user input is the following “RRRDDRRDD”.

Fig. 5. Main activity: input style selection

Fig. 6. Virtual keyboard input

Fig. 7. Test melody: note score representation and timing chart

Fig. 8. Result retrieved by Musipedia searcher: Symphony No. 4

Fig. 9. Birch Tree song cited by Tchaikovsky in his 4th symphony
In the domain of human-centric computing much attention is paid to the facilitating user interface features in relation with a kind of data being processed. As a special type of information retrieval systems, music retrieval systems demand special ways to interact with users. They include not only traditional text or media based queries but specific forms of user input facilities such as note score representations, virtual or MIDI-compatible instruments, as well as composing queries based on melody humming or rhythm tapping which may contain errors of human interpretation. Such approaches may help to overcome limitations of fingerprinting techniques which require exact or nearly exact audio fragments to proceed with searching in the databases of stored music compositions. In our work we investigated styles of user inputs used in various music searching services and applications. We applied transformation rules of query conversion from one input style to another to a software tool communicating with programmatically accessible music searching services from mobile devices running on the Android operating system.

In the current implementation we supported only those music queries which are representable in symbolic form (e.g. note score, pitch notation, note sequences, or contour symbolic description). User interface facilities may be improved if we consider other ways to interact with the user having a touch screen device. It may include, for example, melody contour or rhythm drawing facilities. Even for the searching services that we used currently, there are input styles which are still not incorporated into the existing software prototype. We investigate possibilities to support interfaces for melody singing or humming. Actually we faced the problem to pass the audio query to the searching engines via existing data transfer protocols that we are allowed to use. Ways to extend the interface may also include a support for connected MIDI-compatible devices and text-based searching facilities aimed to explore music metadata information. The other interesting improvement which could fit well especially mobile equipment interfaces is to support music tagging as described for example in [20]. Hence the key idea is to connect different kinds of searching services with rich user input facilities so as to follow better the usage style of modern mobile devices.
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Abstract—The paper concerns beef production and consumption ontology (OntoBeef) and its applications. It is presented the three-stage OntoBeef evaluation process with a special focus on description of interaction of ontologists with domain experts. We also described Linked Open Data (LOD) philosophy and show how links between OntoBeef and four other ontologies were established. We also present the components of OntoBeef-driven information system, a technology used to its creation and its functionalities. In particular we describe thesaurus component of the information system incorporating LOD connections.

I. INTRODUCTION

THIS paper is a continuation of the one presented a year ago during WEO-DIA (FedCSIS) 2012 workshop (see [1]). In WEO-DIA 2012 paper we have described motivations to create a beef production and consumption ontology—which we call OntoBeef in short—and a project ProOptiBeef1 within our research was carried out. In particular the paper contained information about the methodology of building the ontology, its content and possible applications. We have presented there ontological choices made while building the ontology and their justification. We have also shown how OntoBeef is used for browsing a database of articles (being indexed by the ontology concepts). In this paper we shall describe the way in which OntoBeef was further validated by the domain experts. We shall also present the initial stage of OntoBeef-driven application built by us—in particular we shall focus on its technological and functional sides.

The structure of the paper is the following. In Section II we present the three-stage OntoBeef evaluation process. In Section III Linked Open Data philosophy is introduced. In that section we show how links between OntoBeef concepts and the concepts of four other ontologies were established. Finally, in Section IV we present the components of a built by us ontology-driven information system, a technology used to its creation and its functionalities.

II. OntoBeef EVALUATION

OntoBeef ontology has been evaluated by seven experts: Prof. Krystyna Gutkowska (Institute of Rural and Agricultural Development PAS), Prof. Zenon Nogalski and MSc eng. Maciej Borzyszkowski (University of Warmia and Mazury), Prof. Agnieszka Wierzbicka, Dr eng. Marcin Golebiewski, Dr eng. Eliza Kostyra and MSc eng. Rita Rakowska (Warsaw University of Life Sciences). The experts has been invited to three-stage evaluation process. In the first stage of the evaluation the experts have been choosing the concepts to be validated, in the second stage of it they have been evaluating labels assigned to each concept and finally they have been assessing the ontological relations between concepts. In what follows, we shall describe in details each of the three stages.

A. Concepts choosing

At the first stage the experts have been asked to choose among all 2344 concepts these which belong to their domains of interest. In figure 1 we can see the screen of the application used to support the process.

Fig. 1. First stage of OntoBeef evaluation

Concepts were displayed one by one. Each of them was represented by the sequence of synonymous names. An expert could choose between “Yes” (I do accept the concept and...
want to take care of it later on) and “No” (I don’t accept
the concept). Accepted concepts have been gathered in the
table on the left and rejected concepts in the table on the
right (see figure 1). An expert could always change his mind
by unmarking the checkbox close to the chosen or rejected
concept. It is worth noting that one and the same concept
could be chosen by two or more experts (in fact there were
many concepts validated by more than one expert; e.g. two
experts shared even 675 concepts).

B. Labels evaluation

When all the concepts have been distributed to the experts,
the second stage of the evaluations process began. During the
stage the experts were asked to make an order in the labels
assigned to each concept. In figure 2 we can see the screen of
the application used to support the process.

![Second stage of OntoBeef evaluation](image1)

Experts assessed each label by assigning to it one of the
four label properties: “proper” (w), “adequate” (a),
“common” (p) and “wrong/hidden” (n). They identify also
the grammatical category of labels (“singular” or “plu
ral”) and validated their language. Experts might also
add a new synonymous label to the concept in any lan
guage. Aforementioned label properties: proper_label, adequate_label, common_label and wrong_label
are instances of owl:AnnotationProperty and stay in
relation rdfs:subPropertyOf to rdfs:label. Addi
tionally proper label is a sub-property of adequate label. It
is assumed the each class has to have exactly one proper label
per language.2 Since many concepts have been chosen by two
or more experts during the first stage, we could expect that
the second stage of the evaluation will lead to the emergence
of conflicts. And in fact after the work of the experts has been
done we found that 654 concepts meet a conflict of labels, e.g.
that the same label for the concept had different characteristics
(from the set of properties: proper, adequate, common and
wrong) or more than one label has been recognized by experts
as “proper”. Most of the conflicts were solved by using the
following criterias:

1) in the case of labels in the singular and the plural forms
determined as “proper”, the singular remained “proper”

2Thus proper_label is much like skos:prefLabel. Similarly
adequate_label and common_label correspond to skos:altLabel
and wrong_label to skos:hiddenLabel.
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whereas the plural one(s) became “adequate”; 2)
in case of the full name and its acronym were determined
as “proper”, the full name was selected as “proper” and
it acronym as “adequate”; 3) in the conflict between more than two experts, the choice
proposed by majority was accepted; 4) in case the conflict could not be solved otherwise, the
label which is more common in the Google search
resources was chosen as “proper”; 5) indication of experts, which is not consistent with the
original meaning of the term definition has been ignored.

C. Evaluation of the ontological relations

The final stage of the evaluation process was analysis of the
ontological relations in OntoBeef. In figure 3 one can see the
screen of the application of this stage.

![The final stage of OntoBeef evaluation](image2)

An expert had an access to all the previously chosen con
cepts of the ontology and to the labels proposed by all experts
during the second stage. For each concept the following
information has been provided: its labels, ancestors, children,
siblings and some ontological connections (e.g. “participation”
or “parthhood”) with other concepts. An expert could submit
a comment or suggestion on concept’s labels, ancestors, etc.,
by clicking on “Zgłoś sugestię” button (see figure 3) – after
clicking it a new window with a space for typoing comment
appears. All visited concepts have been colored yellow and
unvisited yet—red. The result of this evaluation stage was
494 received submissions, which have been then analyzed and
applied by ontologists.

D. Lesson learned

The evaluation process of OntoBeef by domain experts
was only partially successful. During the second stage of the
process (see section II-B) experts added many correct labels
to the concepts, what helped us then to establish connections
between OntoBeef concepts and LOD ontologies (see sec
tion III). But it is also true that many added labels were simply
wrong, mostly because misunderstanding of the real concepts
references (e.g. to the concept possessing a label “child” some
expert added “calf”). Most of the remarks submitted during
the last evaluation stage (344 out of 492) concerned labels.
They were constructive and improved OntoBeef quality. The rest of them (i.e., concerning ancestors, children, siblings and some ontological connections) were rather missing the point. One of the reasons of this state of affairs is that domain experts supporting ontologist in the project were not trained in ontological thinking and did not feel competent enough to suggest changes in the OntoBeef structure. Our earlier experience shows that much better results gives direct face-to-face cooperation of ontologists with domain experts. But this way of processing engages more people, is more time-consuming and as such is obviously more expensive.

III. OntoBeef AND LINKED OPEN DATA

After OntoBeef was finally validated, its concepts have been linked with other (lightweight) open ontologies. At least two meanings of “Linked Data” are known. In the first one the phrase means a method of knowledge creation and sharing\(^3\). In the second meaning “Linked Data” refers to “collection of interrelated datasets on the Web”\(^4\). Of course both definitions are compatible; Linked Data as a collection of interrelated datasets is brought about by many working agents acting according to Linked Data as a method. Linked Open Data is Linked Data which is released under an open license. (Semantic) Web visionary Tim Berners-Lee provided the following set of requirements which a data should possess to be called Linked Data\(^5\): 1) to be available on the web; 2) to be available as machine-readable structured data; 3) to be coded in some of open standards from W3C (e.g. RDF) to identify things; 4) to be linked to other people’s data. It is also strongly suggested to register data at some open data catalogue (e.g. The Data Hub\(^6\)), what in practice leads to a few more technical requirements (e.g. that HTTP URI of a piece of data should be dereferenceable – see [2]). OntoBeef has been linked with four thesauri: AGROVOC, General Multilingual Environmental Thesaurus (GEMET), National Agricultural Library’s Agricultural Thesaurus (NAL), and STW Thesaurus for Economics (STW). Interlinking process has been done in two steps. In the first step for each thesaurus we have created database with two column table “concept number – label”\(^7\), the same representation has been created for OntoBeef. Then by SQL query we have selected the concepts from thesaurus and OntoBeef which have the same labels in common. In the second step ontology experts have validated the quality of the automatic connection of concepts and removed the wrong connections where needed. Finally OntoBeef has 797 links with AGROVOC, 211 links with GEMET, 546 links with NAL and 119 links with STW.

IV. APPLICATIONS

OntoBeef and its connections to other ontologies are a good starting point for building an ontology-driven information system (IS, in short). An ontology-driven IS is IS in which “ontology profitably “drives” all aspects and all components” of it [3, section 3].

In figure 4 we find four components of IS currently being developed by us within ProOptiBeef project. Semantic Oxpecker was described in the proceedings of FedCSIS 2012 (see [1, section V]). Components: “theses representation and search” and “interface to the database of results of experiments” are under development. Thesaurus component has been already created and will be described in section IV-B.

Before we started developing our IS, we have formulated a number of requirements a technology used to create the application should satisfy. The four most important of these conditions are: a) to run as the web application; b) to support OWL 2 (in which OntoBeef is formulated); c) to guarantee smooth application performance; d) to be flexible enough to accommodate new functionalities.

Based on our experience we chose three options initially: 1) JavaScript with jOWL framework; 2) Java Enterprise Edition (“Java EE” or “JEE”, in short) with Jena framework; 3) Java EE with OWL-API framework [4]. All these technologies satisfy the first condition. Jena framework does not support OWL 2. jOWL framework does not satisfy the third condition, because it requires downloading ontology each time user’s computer reloads application page. This takes time and distracts smooth application performance. Finally only OWL API framework meets all the requirements.

A. OWL API

In [4] we read that OWL-API is “a high level Application Programming Interface (API) that supports the creation and manipulation of OWL Ontologies”. Its first version has been released in 2003. The last version 3.4.3 (which are we currently using) has been released in 2013. OWL-API is open source project managed by people from University of Manchester, written in Java programming language. It is worth noting that OWL-API was used for the development of components of a widely used ontology editor Protégé.

---

\(^3\)http://aims.fao.org/standards/agrovoc/linked-open-data
\(^4\)http://www.w3.org/standards/semanticweb/data
\(^5\)http://www.w3.org/standards/semanticweb/data
\(^6\)http://datahub.io
\(^7\)http://aims.fao.org/standards/agrovoc-linked-open-data
\(^8\)http://www.w3.org/standards/semanticweb/data
\(^9\)http://aims.fao.org/standards/agrovoc-linked-open-data
\(^10\)http://www.w3.org/standards/semanticweb/data
\(^11\)http://www.w3.org/DesignIssues/LinkedData.html
\(^12\)http://datahub.io
OWL-API allows to use a variety of notation: RDF/XML, OWL/XML, Turtle, Manchester and others. It supports the use of reasoners. It also “includes validators for the OWL 2 profiles – OWL 2 QL, OWL 2 EL and OWL 2 RL” [4].

B. Thesaurus component

Thesaurus component was developed within Java EE plus OWL-API framework. We shall now present how the web part of thesaurus component is running. Java EE consists of a large number of elements. In our application we use only a few selected, namely: servlets technology, JavaServer Pages (JSP) and JDBC technology. The first one handles the low-level web operations such as handling request and response, reading and writing HTTP headers. JSP allows to create the HTML pages in Java with great ease (in comparison with servlet technology). Access to the database is implemented through JDBC technology. It enables to abstract away from particular database technology (in our project MySQL RDBMS was adopted).

In figure 5 we can see the control flow diagram for the thesaurus component. When a user invokes the web application by writing URL address or by clicking any link on thesaurus component’s page, a user’s browser is sending HTTP request to a server where application is running. The server (in our case Apache Tomcat web container) receives request and runs appropriate servlet. If necessary the servlet retrieves information about the concept from OWL file by OWL-API. When the servlet obtains data about the concept it also checks Linked Open Data connections stored in TTL files. After obtaining all the necessary information, HTML page is sent to the end user. From the end user perspective the application looks as presented in figure 6. For each concept – in this case “beef”7 – in ontology the component displays its labels: common and adequate (among them the proper ones indicated by the green color), the list of domain experts who validated the concept, the ancestors, the children, the sibling concepts and some other ontological relations as for instance parthood and participation. An end user can search for a concept. It is worth noting that a concept can be found also by typing a wrong label which are assigned to the concept (however they are invisible for the user). Application enables also registration and after log in allows reporting suggestions and comments considering concept labels, ancestors, children, siblings and other ontological properties. In the top application bar (see figure 6) there is LOD part, which displays LOD connections. In figure 6 we can see that beef class is linked with three thesauri. By linking OntoBeef with other resources we get for instance translations of labels to 22 languages, definitions and some related (RT), border (BT) and narrower (NT) terms to the searched one.

V. CONCLUSION AND PERSPECTIVES

In this paper we described how OntoBeef ontology was validated by the domain experts. We presented the thesaurus component of OntoBeef-driven application. We also described the technological and functional aspects of our application. Finally the ongoing work was also described. We are very happy to notice that the researchers and practitioners working in the domain of beef production and consumption in Poland recognize the impact an ontology (as an artifact and as a methodology) had on the way they think about their domain and on the quality of their communication. There is still a lot of ontological work to be done in the field. For instance the beef sector has a lot of local carcass cuts systems which are in part mutually incompatible. We believe that their ontological implementation in OntoBeef will be the first step towards their comparison and integration.

ACKNOWLEDGMENT

Research was realized within the Project no. WND-POIG.01.03.01-00-204/09 Optimizing of Beef Production in Poland According to “from Fork to Farm” Strategy co-financed by the European Regional Development Fund under the Innovative Economy Operational Programme 2007 – 2013.

REFERENCES


7See: http://onto.beef.org.pl/domain/concept/201
Query Construction for Related Document Search Based on User Annotations

Jakub Ševcech, Mária Bieliková
Faculty of Informatics and Information Technologies,
Slovak University of Technology,
Ilkovičova, 842 16 Bratislava, Slovakia
Email: {name.surname}@stuba.sk

Abstract—We often use various services for creating bookmarks, tags, highlights and other types of annotations while surfing the Web or when reading electronic documents. These annotations represent additional information on particular information source. We proposed a method for query construction to search for related documents to currently studied document. We use the document content where we concentrate on user created annotations as indicators of user’s interest in particular parts of the document. Our method for query construction is based on spreading activation in a graph created from the document content. We evaluated proposed method within a service called Annota, which allows users to insert various types of annotations into web pages and PDF documents displayed in the web browser. We analyzed properties of various types of annotations inserted by users of Annota into documents. Based on these properties, we also performed a simulation to determine optimal parameters and compare proposed method against commonly used tf-idf based method.

I. INTRODUCTION

We often use various services for creating bookmarks, tags, highlights and other types of annotations while surfing the Web or when reading electronic documents. We use these annotations as means to store our thoughts or to organize personal collections of documents using methods such as tag-cloud. Many services supporting document bookmarking and manual annotation of documents provides us the possibility to create various types of annotation by simulating the process of annotation creation in printed documents. These services do not provide us with new types of annotations in addition to annotations we have been already creating in printed documents. They rather provide us new possibilities for annotation utilization. There is active research in the field of utilization of annotation [1], for example in support of navigation between documents. In the work presented in [2] the authors use the term social document to represent document enhanced by the user generated content such as annotations. They used the user generated content similarly to anchor texts while indexing documents. This representation of documents proved to provide improved performance in content-based mining applications on the Web such as search engines, recommendation systems etc.

User created annotations can be considered a form of user’s context he creates while reading documents and travelling in digital space [3]. Great many applications use annotations as means for navigation between documents and for organizing content. For example, in [4] the authors describe an organization of learning materials and collaboration of students while learning using an educational system that provides students the possibility to attach various types of annotations to learning objects. The study of various search tasks supported by a social bookmarking service deployed in a large enterprise is presented in [5]. The authors concluded that bookmarking services and annotations attached to documents can enhance document organization and social navigation.

User generated tags are one of the most commonly used methods for organizing content. Tags are used for organizing bookmarks in services such as Diigo1 or Delicious2, but they are also used to organize notes1, in various blogs and many other applications. Tags and other types of annotations are means document visitors can use to create custom navigation. They can categorize or describe resources and by this way create navigation that fits their needs without relying on navigation provided by document author.

User created annotations can be used not only to support navigation, but there are many other possible applications. Tags are used for folksonomy construction [6], annotations can play a great role for example in content enrichment and content quality improvement such as in an education system presented in [4]. In this system the authors use content error reports, user generated comments and questions, to improve course content and other types of annotations such as tags and highlights for the navigation and even the content summarization [7].

Currently, there are many services allowing users to annotate the documents. Annotations are used to support the navigation in users collection of documents, they allow users to create their own organization of documents via tags and help in search for documents. All of these applications motivate users to create annotations by a prospect of future improvement in inter or intra document navigation. Users benefit created annotations only after there is enough annotated documents, or when returning to once annotated document.

---

1 Diigo, http://www.diigo.com/
2 Delicious, https://delicious.com/
3 Evernote, https://www.evernote.com/
Problem with this approach is that there is lack of immediate reward for the annotation creation.

In this paper we propose a method for query construction from currently studied document and attached annotations. This method produces a query that can be used in related document retrieval where the query is taking into account user’s interest provided by created annotations. The query is created in time the user is reading the documents and it is used to search for further documents related to the currently studied document. The reward for user creating annotations is thus provided in time of annotation creation.

II. RELATED WORK

One of possible employment of annotations in information processing is the document search. There are two possible approaches for exploitation of annotations in search. One is to use annotations while indexing documents by expanding documents in a similar way anchor texts are used [2] or by ranking document quality using bookmarks and annotations as document quality indicators [8].

The second possible application of annotations in document search is in query expansion or query construction process. An example of annotations used for query expansion is presented in [9], where tags attached to search results are used to expand initial query similarly to pseudo-relevance feedback based query expansion. Multiple methods for query expansion in folksonomies are presented in [10]. Of particular interest are methods expanding queries by tags from folksonomies on the basis of semantic similarity between words of the query and these tags.

An example of annotations used as queries to retrieve related documents is presented in [11]. The authors asked users to read a set of documents and to create annotations into documents using a tablet. They used these annotations as queries in related document search. They used different weights for different types of annotations in query construction and they compared search precision of these queries with relevance feedback expanded queries. Queries derived from user’s annotations produced significantly better results than relevance feedback queries. Whereas query expansion requires that users create an initial query, query composition using annotations does not require additional activity of readers instead it reuses annotations created with other purposes such as better understanding of the document.

In experiment presented in [11] authors let users to create annotations into documents for evaluation of their applicability in related document search. More often in search for related documents the content of source document is used to create queries. In [12] authors used the most important phrases from the source document as queries for document retrieval. Extracting most important phrases is similar to document summarization. However they used extracted phrases as queries in related documents retrieval.

Another work concerning search for related documents is described in [13]. The authors use related document search as a mean for recommendation of citations into unpublished manuscripts. They use text-based features of the document to retrieve similar documents and citation features to establish authority of documents.

Similar document retrieval has its application in document recommendation. In work presented in [14] they used list of documents similar to users visited documents to recommend related documents. To compute document similarity they used document representation based on word vector extracted from its content and similarity metric based on cosine similarity.

Searching for related documents can be useful also in the domain of plagiarism detection. In [15] query construction from the source document is used for retrieval of documents the suspicious document may be plagiarized from. In the query construction process the most frequent words from the document are used.

Document term frequency for query construction from document content is used also in popular content-based search engines ElasticSearch⁴ and Apache Solr⁵. They provide special type of query interface called “more like this” query, which processes source text and returns list of similar documents. Internally, the search engine extracts the most important words using tf-idf metric from source text and it uses the most important words as a query for related documents search. By comparison to previous described method, tf-idf based method uses additionally to in-document term frequency also information about terms from the collection related documents are searched in.

In multiple works authors showed that annotations represent important source of information for document retrieval. Methods for query construction for document retrieval are however using only document content and information about document collection in query construction process. They are not using user created annotations as user’s interest indicators when creating query for document retrieval. In our work we proposed and evaluated a method for query construction from the document content enhanced by user created annotations. Annotations are used as interest indicators to determine parts of the document user is mostly interested in. Using user created annotations our method creates a keyword query for related document search taking into account the user interests. Annotations are used in time of their creation and they provide immediate motivation in form of related document search.

III. METHOD FOR QUERY CONSTRUCTION

Currently the most common form of query used when searching for documents on the Web is the list of keywords. To retrieve words from the document to be used as query for related document search it is possible to use multiple different approaches. It is possible to extract most frequent terms, use tf-idf metric or various ATR algorithms [16] to extract keywords and so on. The tf-idf based method provides rather straightforward possibility to incorporate user created annotations: the source text of the document is extended by the content of created annotations possibly with various weights for different types of annotations.

⁵ Apache Solr, http://lucene.apache.org/solr/
However, the method using the tf-idf for query word extraction takes into account only the number of occurrences of words in the source document and in the document collection. We believe that not only the number of word occurrences but also the structure of the source text is important in a search query construction for related document retrieval. Especially, if we suppose that while reading the document users are most commonly interested in only a portion of the document, the portion where they attach annotations.

We use user created annotations to increase weights of annotated parts of the document in query construction process and to attach additional content to the document. We proposed a method based on spreading activation in text of studied document transformed to a graph. The method uses annotations as interest indicators to extract parts of documents the user is most interested in.

The proposed method is composed of two phases:
1. Text to graph transformation that conserves word occurrence frequency in node degree and text structure in graph edges structure.
2. Graph nodes activation introduced by annotations attached to the document and query word extraction using spreading activation algorithm in created graph.

The text to graph transformation is based on word neighborhood in the text. The graph created from text using words neighborhood conserves words importance in node degree but it also reflects the structure of the source text in the structure of edges [17]. Using various graph algorithms such as community detection, various node and edge weightings or spreading activation we can extract properties such as related words, most important terms, topics etc. We use this graph to extract words that can form queries to retrieve similar documents.

**Text to graph transformation**
To transform document text to a graph, it is firstly preprocessed in several steps: segmentation, tokenization, stop-words removal and stemming. After these steps the initial text is transformed into list of words. Every unique word from this list is transformed into single node of the graph. The edges of the graph are created between two nodes if corresponding words in the text are neighbors or they are in the predefined maximal distance. The text to graph transformation is described by the following pseudocode:
```java
class Graph {
    int length;
    List<Words> words = new ArrayList();
    List<Edges> edges = new ArrayList();

    void createGraph(String text) {
        words = text.split.removeStopwords.stem
        length = words.size
        nodes = words.uniq
        edges = []
        for (int i = 0; i < length; i++) {
            for (int j = i; j < min(i + dist, length - 1); j++) {
                edges.add(new Edge(words[i], words[j]))
            }
        }
        graph = Graph.new(nodes, edges)
    }
}
```

As settings for maximal distance between words we used options described in [17], where they used two passages through the text with maximal distance set to two words and five words. By using these setting, the words with greater distance were connected and close words have more common edges at the same time.

All created edges have the same weight but by using two passages through the text, more edges are created between close words than between farther words. For the purpose of speeding up the spreading activation in the next step, we connected multiple edges between the same nodes and we set weight of the resulting edge as number of connected edges.

**Query word extraction**
In the text transformed to the graph we use spreading activation algorithm to find the most important nodes/words. This algorithm is commonly used for example to find most related nodes in the graph to the initially activated node. The activation introduced into the initial node is spreading through the edges and after the change in nodes activation is smaller than specified threshold, the most related nodes have the greatest amount of activation concentrated.

It is possible to use this algorithm for related nodes search but also for other application such as keyword extraction [18]. We use this algorithm to find the most important words in the graph created from the text. The initial activation is introduced to nodes, annotations are attached to. The initial activation is propagating through the graph and it is concentrating in most important words of the text. When user created annotations are used to insert initial activation, user’s interest are reflected in the most important words extracted after spreading activation.

When using annotations to insert initial activation into the document graph we consider separately annotations that:
- highlighting parts of the document and
- inserting additional content into the document.

The proposed method takes into account both types. Those, which highlight parts of the document, contribute by activation to nodes representing words of highlighted part of the document. Annotations enriching content of the document are extending the document graph by adding new nodes and edges and they are inserting activation to this extended part of the graph. When inserting activation to extended parts of the document we assume that some portion of the words used in the annotation content are located in the document text as well. The activation from the extended part of the graph can then pass to the rest of the graph through common nodes. This assumption may be violated in the case where the document and the associated comments are in different languages. Therefore, in performed experiments we translated the content of every annotation using Google Translate service.

When initial activation is spreading through the created graph, the nodes where activation is concentrating are the most important words of the graph and are considered words fit into the query. In our case the activation is inserted into the graph through annotations attached to document by its reader. As we use annotations as user’s interest indicators, the activation is spreading from document parts, user is most
interested in and words with highest activation level are reflecting user's interests.

The proposed method is able to extract words, which are important for annotated part of the document, but it is also able to extract globally important words, that are important for document as a whole. The portion of locally and globally important words can be controlled by number of iteration of the algorithm. With increasing number of iterations the activation is spreading from activated part of the document and extracted locally important words are changed to globally important words. When using this method it is thus important to determine when to stop the algorithm to find the best portion of globally and locally important words. It is also important to determine the right amount of activation inserted into the graph by various types of annotations.

The method for query word extraction uses annotations to insert initial activation into text transformed to graph. In case when no annotations are attached to the document, it is possible to extract globally important words from the document by activating whole document’s text.

IV. CREATION OF THE WEB PAGE ANNOTATION

The key element in document annotation is the selection of a method to link documents and created annotations. Multiple systems supporting annotation creation assume that documents will not change after annotations are inserted. This is very strong assumption we cannot make in a domain such as web pages. We have to use method for annotation interlinking with document content with regard to documents which may change over time. In [19] multiple criteria, which must meet the robust method for locating annotations into documents, are defined. Some of the criteria are:

• The method has to be robust to common changes in the referenced document.
• Has to be based on document content.
• Has to work with uncooperative servers.
• The information necessary to locate annotation have to be relatively small compared to the document content.

At the same time in this work they suggest several approaches that meet these criteria. One of them is to use annotation context in form of surrounding text to place the annotation into the document. The method using document content to place annotations is defined also in Open Annotation Model [20]. It is tolerant to changes in the document content and when using approximate matching of strings it as also to some extent tolerant to changes in annotation context as well.

We developed a service called Annota6 [21], which allows users to attach annotations to arbitrary web pages or PDF documents displayed in a web browser. Annota service is realized as a browser extension through which user can create various types of annotations such as:

• tags,
• highlights,

• comments attached to text selections and
• notes attached to the document as a whole.

The service is focused on supporting visitors of digital libraries as we collect metadata on articles from selected digital libraries (ACM DL, SpringerLink, IEEE Xplore). We realized the possibility to insert annotations into arbitrary web pages and articles in digital libraries, by bookmarking and sharing documents and annotations in user groups.

The Annota service allows users to organize documents by tags or folders. It is possible to search in document’s texts in user’s library or library of bookmarked documents of all users. An example of web page annotated using Annota is displayed at Figure 1. The figure shows a sidebar, where it is possible to bookmark displayed page, insert tags, edit note and share bookmark with groups user is member of. Users are able to highlight text fragments of the web page and to attach comments to these text selections.

The basic scenario of the service usage follows user studying a document. The user has following possibilities of particular activities:

• Bookmarking documents.
• Highlighting parts of the text and creating other types of annotations.
• Sharing bookmarked document via group sharing.
• Collaborative annotation of documents.

The browser extension allows users to create annotations that link to document as a whole (tags, note) or to particular parts of the document (highlight). As the extension is inserting annotations into web pages and they change frequently and without notification, we had to use a method for annotation linking to specified parts of the document that is robust to changes in annotated document.

To attach annotations to document parts we use redundant representation of annotation location to support linking annotations into changing documents. To locate annotation in the text, we store highlighted text with order of its in-text occurrence together with surrounding text. The combination of selected text and text occurrence order is tolerant to changes in the document content except changes in selected text and most changes before annotation location. With usage of approximate matching this method is to some extent tolerant to changes in selected text as well.

We analyzed behavior of users of Annota while annotating documents using developed browser extension. Our experiments are based on usage data of 82 users who created 1 416 bookmarks and 399 in-text annotations during 4 months time period. They used Annota on day-to-day basis to bookmark interesting documents, to summarize them, to write down their thoughts about the document content and to highlight important parts of the document. We studied multiple parameters of created annotations and notes and we derived probabilistic distributions of these parameters. We studied properties such as the note length, number of highlights per user and per document, highlighted text length or probability of comment to be attached to highlighted text. All observed parameters were following logarithmic or geo-

---

6 Annota, http://annota.fiit.stuba.sk/
metric distributions. Figure 2 represents an example of derived distribution for number of highlighted texts per document that follows logarithmic distribution.

V. EVALUATION

Using various attributes of annotations and their probabilistic distributions described in previous section, we created a simulation, to find optimal weights for various types of annotations and number of iterations of proposed method for query construction from document text and attached annotations. We optimized query construction for document search precision.

The simulation was performed on the dataset we created by extracting documents from Wikipedia. We constructed source documents with aim to create documents containing several similar sections (from the point of view of used words) and with different topics. These generated documents simulate documents, where the user is interested in only a fraction of the content. To create such documents we used disambiguation pages in Wikipedia. The disambiguation page disambiguates multiple meanings of the same word and contains links to pages describing each of these meanings.

By using abstracts of pages describing different meanings of synonyms we simulate sections of the text describing multiple topics. We downloaded all disambiguation pages and we selected random subset of these pages for which we downloaded pages they are linking to. Along with these disambiguated documents we downloaded all documents, having common category with at least one of disambiguated documents.

We used search engine ElasticSearch to create an index of all downloaded documents and to search within this index. The parameters of created dataset are summarized in Table 1.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>All disambiguation pages</td>
<td>226 363</td>
</tr>
<tr>
<td>Selected disambiguation pages</td>
<td>86</td>
</tr>
<tr>
<td>Pages disambiguation pages are linking to</td>
<td>629</td>
</tr>
<tr>
<td>Categories</td>
<td>2 654</td>
</tr>
<tr>
<td>All downloaded pages</td>
<td>232 642</td>
</tr>
</tbody>
</table>

In the simulation we generated annotations in a way to correspond with probabilistic distributions extracted from the annotations created by users of the Annota service. From every disambiguation page and pages it was linking to, we
created one source document by combining abstracts of all pages in random order. For every source document we selected one of composing abstracts which simulated one topic user is most interested in. Into the selected abstract we generated various types of annotations, both annotations highlighting parts of the document and annotations inserting additional content. Annotations highlighting parts of the document were randomly distributed over the whole abstract. To simulate content of annotations extending content of the document (note, comments) we used random parts of the page annotated abstract was extracted from.

Generated annotations along with source document content were used to create query using proposed method based on text to graph transformation and spreading activation. Created query was used for related documents search in the index of all downloaded documents. When evaluating precision of search for related documents, we considered document to be relevant if it was from the same category as the page of annotated abstract.

We performed a simulation with several combinations of parameters and we implemented hill climbing algorithm to optimize parameter combination for the highest precision. Single iteration of performed simulation is described by following pseudocode:

```plaintext
for disambig in disambiguations do
    abstracts = disambig.pages.abstracts
    for abstract in abstracts do
        text = abstracts.shuffle.join(" ")
        graph = Graph.new(text)
        annot = Annotation.generate(abstract)
        graph.activate(annot, weights)
        query = graph.top_nodes
        results = ElasticSearch(query)
        cat = abstract.page.categories
        relevant = results.with_category(cat)
    end
end
```

We compared search precision for proposed method and for tf-idf based method (“more like this” query) provided by ElasticSearch when searching for 10 most relevant documents. For the purpose of comparison of proposed method with method based on tf-idf when using annotations in the query construction process, we extended rather straightforwardly the tf-idf based method to use annotations in query word extraction process. This method uses document word frequency to find most important words in the text. We extended the text of the document by text annotations were attached to and annotations content. We provided different weights for different annotations types by repeated extension of document by highlighted text and annotations content. We determined the optimal number of repetitions using parameter optimization with hill climbing algorithm.

Along with simulation using generated annotations for methods comparison, we performed two experiments to determine retrieval precision with no annotations and when whole abstract of the source document was highlighted. These experiments aimed to determine precision of compared methods when no annotations are available and when we have complete information about user’s interest.

Results for simulations with generated annotations along with experiments with no annotations and with whole document fragment annotated are summarized in Table 2.

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tf-idf based with no annotations</td>
<td>21.32%</td>
</tr>
<tr>
<td>Proposed with no annotations</td>
<td>21.96%</td>
</tr>
<tr>
<td>Tf-idf based with generated annotations</td>
<td>33.64%</td>
</tr>
<tr>
<td>Proposed with generated annotations</td>
<td>37.07%</td>
</tr>
<tr>
<td>Tf-idf based with whole fragment annotated</td>
<td>43.20%</td>
</tr>
<tr>
<td>Proposed with whole fragment annotated</td>
<td>53.34%</td>
</tr>
</tbody>
</table>

Proposed method based on spreading activation obtained similar or better results to tf-idf based method in all performed experiments. The results of experiments with no annotations, where only the content of the document was used to create query, suggests that proposed method provides similar, even better results for query word extraction. These results were achieved despite the fact that proposed method is using only information from the document content and not the information about other documents in the collection by contrast to tf-idf based method. The proposed method can thus be used as an alternative to tf-idf based method when creating query from document content.

The comparison of both methods without using annotations and using generated annotations in query construction process proved that annotations are increasing precision of related documents retrieval.

The experiment with whole document fragments annotated suggests that with increasing number of annotations the precision of generated queries increases for both used methods for query word extraction.

We performed a Student’s t-test on 5% level of significance for pairs of proposed method and tf-idf based method for every performed experiment to determine if we obtained statistically significant differences in mean precision for compared methods. As the computed p-value was less than 0.01% for every performed experiment, we can reject null hypothesis that the mean precisions of compared methods are equal. We obtained significant differences in mean precision for proposed method and tf-idf method for experiments using annotations in query construction process as well as for experiment with whole document fragments annotated.

To compare a real increase of precision of related document retrieval using annotations in query construction process and without using annotations, we performed a qualitative user study, where in sequence 8 volunteers were asked to annotate documents of their choice stored in the Amnota service. After they annotated these documents, we generated two queries using proposed method, one using annotations and one without using annotations in query construction process. We retrieved two lists of documents using
these queries and we presented them to volunteers in random order. Volunteers were then asked to select documents describing topic related to the topic of source document from displayed lists and to select better from two presented lists.

The volunteers annotated 11 unique documents. In 9 cases they selected for more relevant the list created by method using annotations. In one case method using annotations created query in Slovak and document search returned no documents. This was caused by the fact, that in this document all annotations were written in Slovak and all documents we searched in were in English. In one case the method not using annotations obtained better results. By method taking into account annotations we obtained 34 relevant documents in total and with method not using annotations only 15.

Part of volunteers were writing annotations in Slovak, but to keep conditions the same as during document annotation out of the experiment, we allowed them to write annotations the same way they are used to. We asked one user to repeat the experiment on one document after he translated created annotations written in Slovak to English. When translated annotations were used in query construction all retrieved results were related to the source document.

In one case we asked the volunteer to repeat the experiment with increased number of annotations attached to the document. During this experiment, the volunteer doubled the number of attached annotations. In the second retrieved list of documents, the number of relevant documents retrieved increased and included one exact match with the topic user was most interested in while annotating source document. With increasing number of annotations attached to document the precision of related document retrieval is increasing.

When using annotations to create a query, the proposed method obtained better results than in the case when annotations were not used in the query construction process. When using annotations, created query retrieves more documents that describe the same topic as the source documents and more documents that describe related topics.

We used a questionnaire about user’s habits when annotating documents to determine how users of Annota are creating annotations into studied documents. The majority of participants are using annotations while reading printed or electronic documents. When annotating electronic documents, they use various tools to create bookmarks, to-do lists, saving documents for later, to insert highlights, comments and other types of annotations into documents. The most frequently used types of annotations are tags and in-text highlights. The purpose for creating annotations such as notes, comments and highlights is to summarize studied documents, describe documents, highlight most important sections, to store their thoughts about studied documents and as a form of in-document navigation to support fast recollection of document when returning to previously studied document. The distribution of created in-text annotation was uniform over the whole text. In this study interviewed volunteers confirmed our assumption that using annotations users are indicating those parts of the document they are most interested in.

VI. CONCLUSION AND FUTURE WORK

Annotations represent important source of information on interesting or important parts of documents. Its importance increases by possibilities of manipulating documents on the Web by the way we want to do commonly with paper documents. We studied user behavior while annotating documents on the Web and proposed a method for query construction from document content and attached annotations. In the process of query construction we considered document content and its structure by using text to graph transformation and query terms extraction using spreading activation in created graph. We used user created annotations as user’s interest indicators to insert initial activation into graph created from document content.

We have developed a bookmarking service called Annota and a browser extension allowing users to insert various types of annotations into web pages and PDF documents displayed in web browser. The simulation based on probabilistic distributions of various parameters of annotations created by users of Annota proved, that annotations used when creating queries for related document retrieval can increase retrieval precision and with increasing number of attached annotations the precision rises.

We compared two methods for query word extraction. The method based on spreading activation in document text transformed to graph outperforms tf-idf based method when creating query for related documents search from source document and attached annotations. The proposed method achieved comparable results to tf-idf based method when no annotations were used in query construction. It is thus possible to use it even when no annotations are attached into the document with comparable precision as commonly used method when extracting words fit into query for related document retrieval from document content. The spreading activation based method outperformed compared method when document attached annotations were used in query construction process. The proposed method does not use information from other documents, only information from source document content and attached annotations. It is thus search engine independent and can be used to create queries for any search engine accepting queries in form of a list of keywords.

Performed user study showed that users insert annotations into document sections they are most interested in and they are use annotations to summarize documents, highlight most important parts of documents and to store their thoughts.

We evaluated proposed method for increasing related document retrieval precision of created query when using user created annotations in query construction process.

We plan to use annotations created not only by single user but also annotations created by other users when creating query for related document search. We see the potential in use of social relations such as group membership in weighting of annotations created by other users in query construction process.
In the described work, we were using annotations attached into document along with document content and we have not used user’s annotations attached to other documents. By using annotations from other documents, we plan to model user’s interests. Such annotation based user model can be used for further improvement of query construction process.

Moreover there are several possible enhancements related to document search process from the point of view of search engine. We plan to use annotations to enrich document content while creating index of annotated documents and we will compare performance of search in annotation enriched index against related document search in index created only from document content.
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Abstract—Nowadays, Service Oriented Architecture (SOA) might be treated as a state of the art approach to the design and implementation of enterprise software. Contemporary software developed according to SOA paradigm is a complex structure, often integrating various platforms, technologies, products and design patterns. Hence, it arises a problem of early evaluation of a software architecture to detect design flaws that might compromise expected system qualities. Such assessment requires extensive knowledge gathering information on various types of architectural decisions, their relations and influences on quality attributes. In this paper we describe SOAROAD (SOA Related Ontology of Architectural Decisions), which was developed to support the evaluation of architectures of information systems using SOA technologies. The main goal of the ontology is to provide constructs for documenting SOA. However, it is designed to support future reasoning about architecture quality and for building a common knowledge base. When building the ontology we focused on the requirements of Architecture Tradeoff Analysis Method (ATAM) which was chosen as a reference methodology of architecture evaluation.

Index Terms—software architecture, ontology, SOA, ATAM, architecture assessment, architecture evaluation, enterprise architecture

I. INTRODUCTION

NOWADAYS, Service Oriented Architecture (SOA) might be treated as a state of the art approach to the design and implementation of enterprise software, which is driven by business requirements. Within the last decade a number of concepts related to SOA have been developed, including ESB (Enterprise Service Bus), web services, design patterns, service orchestration and choreography and various security standards. Due to the fact that there are many technologies that cover the area of SOA, the development and evaluation of SOA compliant architectures is especially interesting.

SOAROAD has been designed as a methodology for the assessment of software architectures developed according to SOA principles. It is based on the Architecture Tradeoff Analysis Method (ATAM) [11], [5], which is a mature, scenario-based, early method for architecture assessment. ATAM defines a quality model, an organizational framework for evaluation process and expected results: sensitivity points, tradeoffs and risks. A limitation of the ATAM method is that it depends on experts knowledge, perception and previous experience. It may easily happen, that an inexperienced evaluator overlooks some implicit decisions and risks introduced by them.

In the SOAROAD approach the very basic set of ATAM terms used to describe architecture is enriched by including common terminology and relationships between concepts related to various aspects of service oriented architecture design and development. The gathered knowledge, formalized as an ontology, facilitates performing an assessment in more exhaustive manner, helping to ask questions, revealing implicit design decisions and obtaining more reliable results.

The contribution of the paper is a proposal of a SOAROAD ontology as a tool supporting scenario based assessment of systems following a service-orientation paradigm and service design, development and deployment.

II. RELATED WORKS

Architecture evaluation has attracted many researchers and practitioners during the last 20 years. A survey paper on this topic [18] lists 37 methods of architecture evaluation, classifying them according to two dimensions: location in the software lifecycle (early vs. late) and element being analyzed (system architecture, isolated architectural style or a design pattern). The paper suggests that scenario-based methods, including SAAM [12] and ATAM [11], [5] can be considered as a mature, reliable and easy to implement in practical situations. There are several reports on successful applications of ATAM for assessment of a battlefield control system [13], wargame simulation [10], product line architecture [8], control of a transportation system [3], credit card transactions system[16] and a dynamic map system [21]. Recently, a few extensions of ATAM were proposed, including a combination with the Analytical Hierarchy Process [24] and APTIA [14].

The application of ontologies to provide a systematic and formal description of architectural decisions was first proposed by Kruchten in [15]. The ontology distinguished several types of decisions that can be applied to software architecture and its development process. Main categories included: Existence, Ban, Property and Executive decisions. The ontology defined also attributes, which were used to describe decisions, including states (Idea, Tentative, Decided, Rejected, etc.). In [7] an ontology supporting ATAM based evaluation was proposed. The ontology specified concepts covering the ATAM model of architecture, quality attributes, architectural styles and decisions, as well as influence relations between elements of
architectural style and quality attributes. The effort to structure the knowledge about architectural decisions, was accompanied by works aimed at a development of tools enabling the edition and graphical visualization of design decisions, often in a collaborative mode, e.g. [4], [6], [17].

III. A CONCEPT OF APPLICATION OF SOAROAD ONTOLOGY

The SOAROAD (SOA Related Ontology for Architectural Decisions) has four main goals, it should: (1) provide a comprehensive description of architectural views, i.e. components and their connections; (2) gather a domain knowledge providing a unified vocabulary related to SOA and enterprise architecture; (3) help to ask question about various properties of architectural design and decisions; (4) be capable of representing assignments of properties relevant to SOA compliant technologies to elements of system architecture.

It was assumed that the ontology would follow a foundational model (ontology skeleton) defining various properties corresponding to design decisions that can be attributed to components, connections, interfaces and compositions. If applicable, these design decisions can be supplemented by additional relations. The ontology would also specify design patterns.

Another assumption is related to a distribution of the knowledge between ontology TBox (set of classes, their attributes and relations) and ABox (individuals, values of their attributes and relationships). The types of elements appearing in architectural views are classified in the TBox. Concrete elements, e.g. those appearing in the diagrams of architectural views, are represented as individuals in an ABox. The ontology describes types of design decisions (properties) as classes, whereas their values as individuals that can be directly assigned to elements of architectural views or linked to form trees.

The concept of the ontology application is presented in the Fig. 1. The process of building an architecture description starts with eliciting Architecture views ABox, i.e. a set of linked components, interfaces and connections. This model can be prepared either manually or with the support of dedicated import tools converting ArchiMate [22] models of Archi editor [1] or UML [19], e.g. from VisualParadigm.

A web based tool supporting architecture description uses the classes and individuals defined in the SOAROAD ontology Domain Description TBox and SOAROAD Architectural decisions ABox to generate forms or questionnaires in which software architects or members of development teams can make assignments of property values to elements of architecture views.

The resulting Detailed Architecture ABox refers elements of Architecture views ABox and individuals defined in SOAROAD ontology (merging two input ontologies and asserting additional relations). This ontology serves as a detailed architecture documentation within a software development project. It can be examined either manually or with use of automated tools.

IV. ONTOLOGY DESCRIPTION

The SOAROAD ontology was built in three steps. Firstly, a foundational model serving as ontology skeleton was proposed. Then we manually gathered and analyzed information related to service oriented architectures, technologies, architectural approaches, design patterns, etc. originating from various sources: books, technical papers, reference manuals and Internet resources. Finally, the ontology was populated with this information by translating intermediate textual description into OWL constructs. At present the ontology consists of 110 classes, 9 object properties and 105 individuals.

The basic model of software architecture used in ATAM [2] defines it after [20] as a set of components and linking them connections. We extend this simplistic model by defining Interfaces and Functions of components as presented in Fig. 2. A connection links a component having the caller role with an interface (callee). Components, connections and interfaces can be attributed with: ComponentProperties, ConnectionProperties and InterfaceProperties respectively (Fig. 3). Examples of such properties are: platform, web service type, communication type, queueing and query granularity.

Composition is a coherent set of components and connectors. System architecture is itself a composition. For the purpose of analysis we may focus on a particular subset of components and connectors and describe their properties, e.g. a distribution of queries among several databases building up a composition or realization of a design pattern.

During the ATAM based evaluation the overall system architecture and properties of its parts are analyzed to establish scenario responses and achievements of corresponding quality attributes. It may be, however, observed that some architecture properties or their combinations have known influence on quality attributes, e.g. a use of asynchronous web services or applying MVC design pattern, which increases modifiability and a granularity of queries, has an impact on performance. This kind of knowledge can be expressed via influences relations.
Architectural decision is an assignment of a property value to a component, interface, connection or a composition. In this context the terms property and architectural decision can be used to some extent interchangeably. However, it may happen that certain decisions or components are dependent on previously assigned properties. An example of such a dependency is the composition type – a property assigned to a set (composition) of web service components. Selecting orchestration as the composition type requires that an orchestration component, e.g. BPEL capable module is used. The required relation or its subproperties in the ontological model express this dependency.

The assumed foundational model adopts a reification strategy while modeling various properties of an architectural design. Properties are defined as classes, whose individuals can be linked by additional relations indicating specific roles. An example of such a property is MVC design pattern, which requires the identification of components playing the roles of a Model (typically a database), a Controller (e.g. an EJB) and a View (e.g. a set of HTML pages produced by JSP scripts).

For each property, that can be treated as a class of design decision, a number of individuals (corresponding to decision values) is defined. They can be selected in assignments, e.g. JavaEECompliantAS (a subclass of ComponentProperty) has several predefined individuals: JBoss, Glassfish, WebLogic, WebSphere, ColdFusion, etc.

Example ontology assertions related to component properties are presented in Table I and Table II. A property (an ontology class) is followed by property values (individuals in the ontology) put in parentheses.

Apart from defining design decisions, the ontology specifies functions of components. Class Function contains classes of operations (a subclass of ComponentProperty), e.g. C_call, C_invocation, C_invocationWithParameter, C_isExposed, C_isExposedWithParameter, C_invocationWithParameterAndSignature, C_isExposedWithParameterAndSignature, C_isExposedWithParameterAndSignatureAndSignature.

The ontology provides also a taxonomy of quality attributes. A quality attribute is a nonfunctional characteristic of a component or a system. It represents the degree to which software possesses a desired combination of properties, which are defined by means of externally observable features. Some of the attributes are related to the overall system design, while others are specific to run-time or design time.

![Fig. 2. Foundational model of software architecture and its properties](image1)

![Fig. 3. Classes of properties](image2)
SOAROAD ontology defines 30 quality attributes including both terms defined in software quality model by the ISO/IEC 9126-1 norm [9] and those arising directly from requirements to architectures formulated in the SOA manifesto. Examples of classes belonging to the first group are: Functionality, Reliability, Usability, Efficiency, Maintainability and Portability. The example of classes originating from SOA manifesto are ServiceAutonomy, PlatformIndependency, LooseCoupling, Modularity, OpenStandardAdoption, BusinessAgility, etc.

When designing an applications to meet quality requirements, it is necessary to consider a potential impact of design properties on various quality attributes. SOAROAD ontology defines influences object property to this kind of relation.

A design pattern can be seen as a structure build of components of particular types, defining their roles and relations among them together with a set of restrictions on their usage. Design patterns do not change the functionalities of a system but only their organization or structure. One of the most important benefits of using design patterns is that they constitute standardized software building blocks with a well defined influence on quality attributes. In SOAROAD ontology the class DesignPattern has 56 subclasses representing patterns dedicated to SOA architecture. The examples of subclasses are: db.EnterpriseServiceBus, db.EventDrivenMessaging, db.Orchestration. The relation is_described_by links a particular CompositionProperty to one of the defined design patterns.

V. CONCLUSION

This paper describes the SOAROAD ontology and the concept of a tool supporting documentation of architectures of SOA-based systems. The proposed approach addresses the problem that can be encountered during architecture assessment: to be reliable, a reasoning about architecture qualities, must have solid foundations in a knowledge related to a particular domain: architectural styles, design patterns, used technologies and products. The idea behind SOAROAD ontology is to gather experts knowledge to enable even inexperienced users performing ATAM-based architecture evaluation. An advantage of the presented approach is that its result is a joint representation of architecture views and properties attributed to design elements formalized in OWL language.

From a software engineering perspective, such centralized information resource maintained during the software lifecycle may represent a valuable artifact, which can provide reference to design decisions throughout integration, testing and deployment phases.

On the other hand, a machine interpretable representation, constituting a graph of interconnected objects (individuals), can be processed automatically to check consistency, detect potential flaws and calculate metrics. An extensive list of metrics related to architectural design was defined in [23]. We plan to adapt them to match the structural relations in the SOAROAD ontology, as well to develop new ones.

\[ \text{http://www.soa-manifesto.org/} \]
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Abstract—This paper presents a linear time quasi self-stabilizing algorithm for detecting the set of fundamental cycles on an undirected connected graph modeling asynchronous distributed system. Previous known algorithm has $O(n^2)$ time complexity, whereas we prove that our stabilizes after $O(n)$ moves. Distributed adversarial scheduler is considered. Both algorithms assume that the depth-first search (DFS) spanning tree (DFST) of the graph is given. The output is given in a distributed manner as a state of variables in the nodes.

Index Terms—Self-stabilization, fundamental cycles, fault tolerance.

I. INTRODUCTION

A NOTION of self-stabilizing algorithms on distributed systems was introduced by Dijkstra [1] in 1974. They can model distributed systems with message passing or shared memory. A survey in the topic can be found in the paper by Schneider [2], and more details in the book by Dolev [3]. The notions from the graph theory not defined in this paper can be found in the book by Harary [4].

A distributed self-stabilizing system consists of a set of processes (i.e. computing nodes) and communication links between them. Every node in the system runs the same algorithm and can change state of local variables. These variables determine local state of a node. Nodes can observe the state of variables on themselves and their neighbor nodes. The state of all the nodes in the system determines the global state.

Every self-stabilizing algorithm should have a class of global states called legitimate state defined, when the system is stable and no action can be done by the algorithm itself. Every other global state is called illegitimate and for the algorithm to be correct there has to be some possibility to make a move if the state is illegitimate. The aim of the self-stabilizing algorithm is to bring the legitimate (desirable) state of the whole system after some alteration (from the outside of the system) of variables in the nodes or after the system has been started.

Our model of quasi self-stabilization is a modification of the classic self-stabilization. We allow the algorithm to assume that some variables have fixed value at the beginning of the computation. Similar model has been considered by Arora and Gouda [7] and Schneider [2]. It is motivated by the fact that hardware may have the so-called protected memory. This kind of memory is resistant to changes from the outside of the system.

In this paper we present an $O(n)$ time modification (we call it ASFC II) of Chaudhuri’s [5] algorithm (ASFC I) for detecting fundamental cycles in a graph. A set of fundamental cycles (SFC) is a collection of cycles that can be used to construct any other cycle in the graph. Given any cycle $C$ from graph $G$, it can be constructed as $C = C_1 \oplus C_2 \oplus \ldots \oplus C_k$, where $C_i \in SFC(G)$ and $C_1 \oplus C_2$ is such a subgraph constructed from subgraphs $G_1$ and $G_2$ of the $G$ graph, that each of its edges exists either in $G_1$ or in $G_2$, so it is symmetric difference.

ASFC I requires $O(n^2)$ time to stabilize, where $n$ is the number of processes in a system. It is able to start at arbitrary configuration, given that DFST is known. In fact $O(n^2)$ time complexity was assumed when no information about spanning tree structure can be altered. The information about spanning tree is meant to be stored in a protected memory.

ASFC II requires additional 2-bit variable $q$ in each process. The initial state of $q$ should be set right after (or during) finding the DFS. It must be also stored in a protected memory. After finding DFST and setting $q$, the essential part of the algorithm can be started (see chapter 3 for the details).

The effects of running both algorithms are stored in a distributed manner as a state of local variables in the processing nodes; i.e. when a system running the algorithm stabilizes, each of its nodes knows how many fundamental cycles passes through it and what are their identifiers.

The rest of this article is organized as follows. Section II introduces the notation and model of computation used in next sections. Section III presents the original Chaudhuri algorithm.
and our improved version. In section IV we prove convergence and time characteristic of our algorithm, and in the last section V we conclude the paper.

II. NOTATION AND COMPUTATIONAL MODEL

We consider a self-stabilizing system modeled by a finite, undirected graph $G = (V, E)$. Let the number of vertices be $n = |V|$ and the number of edges $e = |E|$. We think of every process as a node in the graph, whereas connection links between them are edges. There are some variables in each node. Names and types of the variables are set during design of an algorithm. Every node can also look up for the state of the variables at its neighbors.

Each node runs the same algorithm. The algorithm consists of a set of rules. A rule has the form as below.

An example rule

label: if guard then assignment instructions

A guard is a logic predicate which can refer to variables in the node itself and its neighbors. We say that a rule is active if its guard is evaluated to be true. A node is active if it contains any active rule. If there is no active node in the graph, we say that the system is stabilized.

A self-stabilizing system contains also a scheduler. Its task is to choose one process from the set of active processes and to trigger an active rule in it. Such an action we call a move. In this article we assume the scheduler is distributed and adversarial, so the order of activating nodes is nondeterministic. As a consequence, while describing pessimistic complexity of the algorithm (number of moves), we must take the worst case scenario of triggering actions in particular nodes.

Now we present some notation used in the paper. Most of the following notation is the same as in [5]. As mentioned before, we consider connected, undirected graph $G = (V, E)$ with the vertex set $V$ and the edge set $E$. We also assume that the DFST $T(r) = (V, E')$ with the root node $r$ is given. Note that the set of non-tree edges is $E - E'$. So we have the following notation:

- $n(i)$ the set of neighbor nodes of the node $i$,
- $p(i)$ the parent node of $i$ in $T(r)$ (we assume that $p(r) = null$),
- $c(i)$ the set of children of the node $i$ in $T(r)$ (leaf nodes have $c(i) = \emptyset$),
- $nt(i)$ the set of non-tree edges incident to the node $i$ ($nt(i) = \{(i, k) : (i, k) \notin E'\}$),
- $C(i, j)$ the fundamental cycle created by the nontree edge $(i, j) \in E - E'$ together with the path between $i$ and $j$ in the tree $T(r)$,
- $a(i)$ the set of ancestors of the node $i$ (we assume that $i \in a(i)$),
- $d(i)$ the set of descendants of the node $i$ (we assume that $i \in d(i)$),
- $s(i)$ the set of all non-tree edges such that each of them connects a descendant and a proper ancestor of $i$ (more precisely $s(i) = \{(x, y) : (x, y) \in E - E', x \in d(i), y \in a(i) - i\}$),
- $su(i) = \bigcup_{j \in a(i)} s(j)$,
- $fc(i)$ the set of non-tree edges such that the fundamental cycle created by each of them passes through $i$ (more precisely $fc(i) = \{(x, y) : (x, y) \in E - E', x \in a(i), y \in d(i)\}$).

$A \triangle B$ symmetric difference of the sets $A$ and $B$ ($A \triangle B = (A \cup B) - (A \cap B)$).

Some examples are presented in Fig. 1.

![Illustration of the notation for node $i = 5$](image)

Fig. 1. Illustration of the notation for node $i = 5$: $n(5) = \{1, 2, 8, 9, 10, 12\}$, $su(5) = \{\{(2, 8), (5, 12)\}$, $f(5) = \{\{(1, 5), (2, 8), (5, 12)\}$.

Dashed lines indicate non-tree edges. Solid lines indicate tree edges.

III. THE ALGORITHM

As it was mentioned before, our algorithm (ASFC II) is a modification of Chaudhuri’s original one (ASFC I). Our change alters only the starting precondition for the system and the order in which processing nodes are triggered (so the complexity changes). The difference is that ASFC I runs in $O(n^2)$ time if there is DFST of the system given, and in $O(n^3)$ time if there is not DFST detected yet. This situation requires running an algorithm for finding DFST. Algorithm developed by Colin and Dolev [6] can be used for that.

In contrast our ASFC II algorithm runs in $O(n)$ time, but there have to be DFST given for the system and all the nodes must have the special variable $q(i)$ set to the Stationary state. If the DFST was not given or the information was corrupted, complexity is also $O(n^3)$ because of need to run the algorithm finding DFST.

When the DFST is correct, but $q(i)$ in some nodes is wrong, complexity is $O(n^2)$. That is because pessimistic scenario is quite the same as in ASFC I, and $q(i)$ can be ignored while estimating the number of moves.
All the semantics connected essentially with SFC, i.e. states of variables representing SFC in the distributed manner in ASFC II, are unaltered when compared to ASFC I. Thus we present here summary of the original algorithm; complete version can be found in [5].

Let us assume a DFST of the system is given, otherwise both algorithms must first calculate it. Two variables \( p(i), c(i) \) in each node state the structure of the tree and inferred from these two the value \( nt(i) \).

Actually the main objective is to find \( fc(i) \) for every node \( i \) in the system. The correct state of \( O(fc) \) in the system is given and represented in a distributed way. Thus we involve both algorithms must first calculate it. Two variables \( p(i), c(i) \) in each node state the structure of the tree and inferred from these two the value \( nt(i) \).

Actually the main objective is to find \( fc(i) \) for every node \( i \) in the system. The correct state of \( O(fc) \) in the system is given and represented in a distributed way. Thus we involve both algorithms must first calculate it. Two variables \( p(i), c(i) \) in each node state the structure of the tree and inferred from these two the value \( nt(i) \).

Theorem 1. The ASFC I algorithm stabilizes the system after at most \( \mathcal{O}(n^2) \) moves, under the condition that DFST is given.

The meaning of symmetric difference in the internal rule is that as the computation passes along the treepath from leaves to the root the rule first incorporates the nontree edge to the set \( s(i) \). The next time the same nontree edge is encountered (but the other end vertex of it), it is deleted from the \( s(i) \) set.

A simple example of computation of the ASFC I algorithm, which exploits fully \( \mathcal{O}(n^2) \) time is when DFS search gives simple path and each node is active but the scheduler every time chooses a node nearest to the root. First move would be done by the root node. Second move would be done by the unique child of the root, and then third by the root, because it was made active by triggering of its child. So in this way, the last phase would start from the unique leaf and finish in the root. There would be \( n \) phases, every \( i \)-th phase would involve \( i \) moves, so it gives \( (n^2 + n)/2 \) moves.

The ASFC II algorithm the idea is not to make correction of the node’s variables \( fc(i) \) or \( s(i) \) immediately after the fault has occurred. It would cause situation where ancestor nodes get “repaired” according to the incorrect information (not updated yet) from its children, as in the example above. Instead of this, every node is marked for updating and the update is done only if all the descendants are updated so they have correct values of \( s(i) \) and \( fc(i) \). A node cannot get back to \( Stationary \) state right after updating correct values of \( s(i) \) or \( fc(i) \), because it has to wait for all the nodes to be corrected (see rule 2.b). After all the nodes get updated, every node is being marked as almost stationary (root node first and then all its descendants recursively). Then all nodes can turn into stationary state — starting from leaves up to the root. An additional variable \( q(i) \) for each node \( i \) is used

\[ q(i) \in \{ Stationary, NeedUpdate, Updated, NearStationary \} \] (shortly: S, NU, U, NS), which represents the state of the node.

As it was mentioned above, we assume the DFST for the system is given and represented in a distributed way. According to Arora and Gouda [7] and Schneider [2], it is possible to make some precondition for a self-stabilizing system, therefore we assume a precondition such that the value of variable \( q(i) \) for every node \( i \) is \( Stationary \). One can fulfill this requirement for example by putting the \( q(i) \) variable in some kind of protected memory, e.g. such that this variable can be altered only by the algorithm — not by a change from outside of the system.

The ASFC II algorithm is given as Alg. 2.

Algorithm 1: The ASFC I algorithm

```plaintext
leaf: if \( c(i) = \emptyset \land (s(i) \neq nt(i) \lor fc(i) \neq nt(i)) \) then
\( s(i) := nt(i) \)
\( fc(i) := nt(i) \)

internal: if \( c(i) \neq \emptyset \land (s(i) \neq nt(i) \triangle su(i) \lor fc(i) \neq su(i)) \) then
\( s(i) := nt(i) \triangle su(i) \)
\( fc(i) := su(i) \)
```

Now we state the theorem, whose proof can be found in [5].

**Theorem 1.** The ASFC I algorithm stabilizes the system after at most \( \mathcal{O}(n^2) \) moves, under the condition that DFST is given.

The meaning of symmetric difference in the internal rule is that as the computation passes along the treepath from leaves to the root the rule first incorporates the nontree edge to the set \( s(i) \). The next time the same nontree edge is encountered (but the other end vertex of it), it is deleted from the \( s(i) \) set.

A simple example of computation of the ASFC I algorithm, which exploits fully \( \mathcal{O}(n^2) \) time is when DFS search gives simple path and each node is active but the scheduler every time chooses a node nearest to the root. First move would be done by the root node. Second move would be done by the unique child of the root, and then third by the root, because it was made active by triggering of its child. So in this way, the last phase would start from the unique leaf and finish in the root. There would be \( n \) phases, every \( i \)-th phase would involve \( i \) moves, so it gives \( (n^2 + n)/2 \) moves.

In the ASFC II algorithm the idea is not to make correction of the node’s variables \( fc(i) \) or \( s(i) \) immediately after the fault has occurred. It would cause situation where ancestor nodes get “repaired” according to the incorrect information (not updated yet) from its children, as in the example above. Instead of this, every node is marked for updating and the update is done only if all the descendants are updated so they have correct values of \( s(i) \) and \( fc(i) \). A node cannot get back to \( Stationary \) state right after updating correct values of \( s(i) \) or \( fc(i) \), because it has to wait for all the nodes to be corrected (see rule 2.b). After all the nodes get updated, every node is being marked as almost stationary (root node first and then all its descendants recursively). Then all nodes can turn into stationary state — starting from leaves up to the root. An additional variable \( q(i) \) for each node \( i \) is used

\[ q(i) \in \{ Stationary, NeedUpdate, Updated, NearStationary \} \] (shortly: S, NU, U, NS), which represents the state of the node.

As it was mentioned above, we assume the DFST for the system is given and represented in a distributed way. According to Arora and Gouda [7] and Schneider [2], it is possible to make some precondition for a self-stabilizing system, therefore we assume a precondition such that the value of variable \( q(i) \) for every node \( i \) is \( Stationary \).

One can fulfill this requirement for example by putting the \( q(i) \) variable in some kind of protected memory, e.g. such that this variable can be altered only by the algorithm — not by a change from outside of the system.

The ASFC II algorithm is given as Alg. 2.

Algorithm 2: The ASFC II algorithm

```plaintext
1.a): if \( q(i) = Stationary \land c(i) = \emptyset \land (s(i) \neq nt(i) \lor fc(i) \neq nt(i)) \) then
\( q(i) := NeedUpdate \)

1.b): if \( q(i) = Stationary \land c(i) \neq \emptyset \land (s(i) \neq nt(i) \triangle su(i) \lor fc(i) \neq su(i)) \) then
\( q(i) := NeedUpdate \)

1.c): if \( q(i) = Stationary \land q(p(i)) = NeedUpdate \) then
\( q(i) := NeedUpdate \)

1.d): if \( q(i) = Stationary \land c(i) \neq \emptyset \land \exists k \in s(i) \) then
\( q(i) := NeedUpdate \)

2.a): if \( q(i) = NeedUpdate \land c(i) = \emptyset \) then
\( q(i) := Updated \)
\( s(i) := nt(i) \)
\( fc(i) := nt(i) \)

2.b): if \( q(i) = NeedUpdate \land c(i) \neq \emptyset \land \forall k \in s(i) \) then
\( q(i) := Updated \)
\( s(i) := nt(i) \triangle su(i) \)
\( fc(i) := su(i) \)

3.a): if \( q(i) = Updated \land p(i) = null \land \forall k \in s(i) \) then
\( q(i) := NearStationary \)

3.b): if \( q(i) = Updated \land q(p(i)) = NearStationary \) then
\( q(i) := NearStationary \)

4): if \( q(i) = NearStationary \land \forall k \in s(i) \) then
\( q(i) := Stationary \)
```

An illustration of the algorithm rules is presented in Fig. 2, where only tree edges are shown. The Fig. 3 presents an example execution of the algorithm.

**IV. CONVERGENCE AND COMPLEXITY**

We will show that the system stabilizes after exactly \( 4n \) moves if there were any faults regardless of their number.
All the time we assume the precondition $\forall_{k \in V(G)} q(i) = \text{Stationary}$ is fulfilled after any transient fault has occurred and a DFS of the graph is also given.

**Lemma 1.** Each node $i$ changes its state $q(i)$ cyclically from Stationary through NeedUpdate, Updated, NearStationary, back to Stationary.

**Proof:** It follows from the rules of the algorithm. Only the rules 1.a)–1.d) change the state from $q(i) = \text{Stationary}$ and set it into state $q(i) = \text{NeedUpdate}$. Next, only rules 2.a) and 2.b) change the state from $q(i) = \text{NeedUpdate}$ and set it into state $q(i) = \text{Updated}$. Analogously, there are rules 3.a) and 3.b) changing $q(i) = \text{Updated}$ only into $q(i) = \text{NearStationary}$ and the rule 4. changing $q(i) = \text{NearStationary}$ into $q(i) = \text{Stationary}$.

**Lemma 2.** If a node $i$ changes its state $q(i)$ from NeedUpdate to Updated, then every its descendant has correct state of $s(i)$, $fc(i)$ and $q(i) = \text{Updated}$.

**Proof:** According to the rule 2.b), the non-leaf node $i$ can change its state $q(i)$ from NeedUpdate to Updated only if every its child has the state $q(i) = \text{Updated}$. For every child we can repeat our reasoning as for their parent. Going this way down to the leaves, we can see that every descendant has been in the state $q(i) = \text{Updated}$ at least for a while between the node $i$ was Stationary and became Updated.

To end the proof it is now sufficient to show that a node cannot switch itself from $q(i) = \text{Updated}$ if its parent also has state $q(p(i)) = \text{Updated}$. In other words, the node is inactive until its parent’s state switches into $q(p(i)) = \text{NearStationary}$. It follows from the fact that rule 3.b) is the unique rule that could change the state of the node $i$. But this rule cannot be active, since $q(p(i)) = \text{Updated}$.

From the fact that values of $s(i)$ and $fc(i)$ are set during switching to state $q(i) = \text{Updated}$, and this state propagates from leaves to the up, follows that $s(i)$ and $fc(i)$ are correct.

---

![Diagram of ASFC II algorithm rules](image-url)

**Fig. 2.** An illustration of the ASFC II algorithm rules, where $k \in c(i)$.

![Example of execution of ASFC II algorithm](image-url)

**Fig. 3.** An example of execution of the ASFC II algorithm:

- a) there is one node $i$ (circled in the figure) with incorrect value of $fc(i)$ or $s(i)$,
- b) its state $q(i)$ changes to NeedUpdate (rule 1.b),
- c) its ancestors (rule 1.d) and descendants (rule 1.c) also get the NeedUpdate state,
- d) leaves get the Updated state (rule 2.a),
- e) and it propagates through internal nodes up to the root (rule 2.b),
- f) then root gets NearStationary state (rule 3.a),
- g) which propagates down to the leaves (rule 3.b),
- h) then leaves get Stationary (rule 4),
- i) and it propagates up to the root, now system is stabilized (rule 4).

From Lemma 2 we have that if the root node changes its state to Updated, every other node $i$ in the tree has updated its states $s(i)$ and $fc(i)$ to their proper values and has set the state $q(i)$ to Updated.

**Lemma 3.** If a node is changing its state into $q(i) = \text{NearStationary}$, then every its descendant also has state NearStationary.

**Proof:** A node $i$ must have parent’s state...
\[ q(p(i)) = \text{NearStationary}, \] to change its state into
\[ q(i) = \text{NearStationary} \] (rule 3.b). Repeating this reasoning inductively, we have that every ascendant had state \text{NearStationary} at least in the past.

Now it is sufficient to show, that it could not have changed it. For change from \text{NearStationary} into \text{Stationary}, every child of a node has to be also in the \text{Stationary} state (rule 4). Again, repeating this reasoning down to the node \( i \) we have contrary to the fact that the node \( i \) is right about to change into state \text{NearStationary} from \text{Updated}.

In particular by Lemma 3 we have that a leaf gets into \text{NearStationary} state if every its ascendant also has \text{NearStationary} state. Rule 4 makes a stoppage — a node has to wait for all its children to change from \text{NearStationary} into \text{Stationary}, before it changes its state into \text{Stationary}. By induction we have that it holds not only for children, but for all descendants.

Once a node goes through whole sequence of changing of the own state from \text{Stationary}, through \text{NeedUpdate}, \text{NearStationary}, back to \text{Stationary}, it has correct values of \( fc(i) \) and \( s(i) \). From the Lemmas 1–3 we have that after a fault has occurred in at least one node, every node in the system has to go through all the sequence of changing. So we have the following theorem:

**Theorem 2.** If there is DFST given in a system, every node has state \text{Stationary} and there is any number of nodes with incorrect value of \( fc \) or \( s \), the ASFC II algorithm stabilizes the system after \( 4n \) moves.

**V. Conclusion**

We have presented the modification of Chaudhuri’s algorithm for finding a set of fundamental cycles in a graph. It demands particular precondition on the state of a system, but thanks to this, it offers linear time of the stabilization. No matter how many faults have occurred in the system, the ASFC II algorithm always performs \( 4n \) moves.

Motivation for the problem, apart from theoretical point of view, is applicable in computer networks. If we model a computer network as a graph, then the number of cycles passing through a node is a measure of its reliability. The more cycles go through a node, the more link failures (incident to the node) can occur whereas the graph is still connected.
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Abstract—The Dial-a-Ride Problem (DARP) models an operation research problem related to the on demand transport. This paper introduces one of the fundamental features of this type of transport: the robustness. This paper solves the Dial-a-Ride Problem by integrating a measure of insertion capacity called Insertability. The technique used is a greedy insertion algorithm based on time constraint propagation (time windows, maximum ride time and maximum route time). In the present work, we integrate a new way to measure the impact of each insertion on the other not inserted demands. We propose its calculation, study its behavior, discuss the transition to dynamic context and present a way to make the system more robust.

I. INTRODUCTION

Today, the Dial-a-Ride Problems are used in transportation services for elderly or disabled people. Also, the recent evolution in the transport field such as connected cars, autonomous transportation, and the emergence of the shared service might need to use this type of problem at much larger scales. But this type of transport is expensive and the management of the vehicles requires as much efficiency as possible, however the number of requests included in the vehicles planning can vary depending on the resolution used.

In [1] we solve the DARP by using constraint propagation in a greedy insertion heuristic. This technique obtains good results, especially in a reactive context, and is easily adaptable to a dynamic context. But, each demand is inserted one after another and the process doesn’t take into account the impact of each insertion on the other not inserted demands, and so, in a dynamic context, the future demands. In this work, we present a measure of an insertion capacity named Insertability. We introduce its calculation by integrating the impact of an insertion on the time constraints (time windows, maximum route time and maximum ride time).

This measure may be used in different ways: selection of the demand to insert, selection of the insertion parameters, and exclusion of a demand. These three uses may be related to static as well as dynamic contexts by anticipating the future demands. The goal is to insert the current demand in order to build flexible routes for the future ones.

This paper is organized in the following manner: after a literature review, the next section will propose a model of the classic DARP. Then, we will review how to handle the temporal constraints with a heuristic solution based on insertion techniques using propagation constraints. We will continue by explaining the way to measure the Insertability, a calculation based on the evolution of the time windows after an insertion. Then, we will give some uses of this measure including making an appointment which minimize the time windows (cf. Figure 1). In the last part of the paper, the computational results will show the efficiency of our Insertability’s measure and we will report the evolution of the number of demands inserted in a resolution of some instances’ sets.

II. LITERATURE REVIEW

The first works of the transportation optimization problem are related to the Traveling Salesman Problem ([2]). Since that time, other transportation problems have emerged as the vehicle routing and scheduling problems, and the Pick-up and Delivery Problem (PDP). The PDP is the ancestor of the problem of the Dial-a-ride problem which has been studied since the 1970’s. DARP can be modeled in different ways. There are a number of integer linear programings [3], but the problem complexity is too high to use it in a real context, most of which are NP-Hard because it also generalizes the Traveling Salesman Problem with Time Windows (TSPTW). Therefore, the problem must be handled through heuristic techniques, [4] is an important work on the subject and uses the Tabu search to solve it. Other techniques work well like dynamic programming (e.g. [5] and [6]) or variable neighborhood
A. The general notations

This section lets to set notations used throughout this document. For any sequence (or list) $\Gamma_k$ we set:

- for any $z$ in $\Gamma_k$:
  - $\text{Succ}(\Gamma_k, z) =$ Successor of $z$ in $\Gamma_k$;
  - $\text{Pred}(\Gamma_k, z) =$ Predecessor of $z$ in $\Gamma_k$;
- for any $z, z'$ in $\Gamma_k$:
  - $z <_{\Gamma_k} z'$ if $z$ is located before $z'$ in $\Gamma_k$;
  - $z <_k z'$ if $z <_{\Gamma_k} z'$ or $z = z'$.

B. The model

A Dial a Ride Problem instance is defined by a Demand set $D = \{D_i, i \in I\}$, a fleet of $K$ vehicles with a common capacity $\text{CAP}$, and a transit network $G = (V, E)$. $V$ contains some specific node Depot and demands’ nodes (DepotD for the departure and DepotA for the arrival). Each arc $e \in E$ is endowed with riding times given by a distance function $\text{DIST}(e)$. Each demand includes $o_i$ an origin node, $d_i$ a destination node, $F(o_i)$ and $F(d_i)$ two time windows, $\Delta_i$ a maximum ride time and $Q_i$ a description of the load such that $Q_i = q_m = -q_l$, with $q_l$ the load related to a node. Finally, the total time of the $K$ vehicles planning is limited by $\Delta^k, k \in K$.

Solving a DARP with such an instance means creating a scheduling for each vehicle handling demands of $D$. The routes are constructed while optimizing a performance, which could be a mix of costs (e.g. total distance) and QoS criteria (e.g. ride time).

C. A greedy insertion algorithm: the insertion mechanism

In [1], we present an insertion greedy algorithm based on constraint propagation in order to contract time windows according to the time constraints. An insertion which does not imply constraint violation is said valid if $\Gamma = \bigcup_{k \in K} \Gamma_k$, the resultant collection of routes, if load-valid and time-valid. A route is load-valid if the capacity is not exceeded, so, the load-validity is obtained if $\text{Ch}_T(x) \leq \text{CAP}$ with $\text{Ch}_T(x) = \sum_{y \in x} q_y$, $x$ and $y$ nodes in the route $k$. The time-validity is obtained if there is no violation of the time constraints modeling by, for each demand $i, i \in D$, $\Delta_i$, the maximum ride time, $\Delta^k, k \in K$ the maximum route time and the constraints modeled by each time window $F(o_i) = [F.\min(o_i), F.\max(o_i)]$ and $F(d_i) = [F.\min(d_i), F.\max(d_i)]$. Checking the load-validity on $\Gamma = \bigcup_{k \in K} \Gamma_k$ is easy, and we show the efficiency of the constraint propagation in order to prove to time-validity after each planned insertion once the load-validity is proved. According to a current time window set $FP = \{FP(x) = [FP.\min(x), FP.\max(x)], x \in \Gamma_k, k = 1..K\}$ the time-validity may be performed through propagation of the five following inference rules $R_i, i = 1..5$ in a given route $\Gamma_k$:

- for each $(x, y)$ pair of nodes such that $y$ is the successor of $x$:
  - $R1 : FP.\min(x) + \text{DIST}(x, y) > FP.\min(y) \Rightarrow (FP.\min(y) \leftarrow FP.\min(x) + \text{DIST}(x, y))$,
  - $R2 : FP.\max(y) - \text{DIST}(x, y) < FP.\max(x) \Rightarrow (FP.\max(x) \leftarrow FP.\max(y) - \text{DIST}(x, y))$;

- for each $(x, y)$ pair of nodes such that both are related to the same demand, one is the origin so the other the destination:
  - $R3 : FP.\min(x) < FP.\min(y) - \Delta(x) \Rightarrow (FP.\min(x) \leftarrow FP.\min(y) - \Delta(x))$,
  - $R4 : FP.\max(y) > FP.\max(x) + \Delta(x) \Rightarrow (FP.\max(y) \leftarrow FP.\max(x) + \Delta(x))$;

and for each $x, x \in \Gamma_k, k = 1..K$ :

- $R5 : FP.\min(x) > FP.\max(x) \Rightarrow \text{REJECT} \leftarrow \text{true}$.

These 5 rules are propagated in a loop while there no time windows exists $FP$ modified at the last iteration. The tour $\Gamma_k$, $k = 1..K$, is time-valid according to the input time window set $FP$ if and only if the REJECT Boolean value is equal to false as initialized at the beginning of the process. In such a case, any valid-time value set $t$ related to $\Gamma_k$ and $FP$ is such that: for any $x \in \Gamma_k$, $t(x)$ is the appointment’s date in $FP(x)$.

The greedy insertion algorithm includes this propagation constraint technique in order to evaluate each possible insertion. Each iteration of the algorithm selects one demand according to the number of vehicle able to integrate it. Once a demand is selected, the process chooses the insertion’s parameters that are the vehicle and the location of the origin and destination nodes.

IV. Insertability optimization

A. State of the system

In the above algorithm, each iteration selects a demand, and then, it finds the way to insert while optimizing the performance. This greedy algorithm doesn’t take into account the impact of this actual insertion on the future demands integration, but only the effect on the demands already inserted. In this section, we introduce a Insertability calculation.
by integrating this impact of an insertion related to the time
constraints (time windows, maximum ride time and maximum
route time).

During the insertion process, the state of the system is given by:

- a set of demands \( D - D1 \) already integrated in the routes, and
  \( D1 \) is the set of demands not inserted,
- a collection \( \Gamma = \cup_{k \in K} \Gamma_k \) of routes including a list of
  nodes related to the Depot, origin and destination
  nodes,
- an exhaustive list of insertion’s parameters sets. Each set
  gathers 5 elements: \( k \) the vehicle, \( i \) the demand, \((x, y)\) the pair
  of insertion nodes (locating respectively \( o_i \) between
  \( x \) and the successor of \( x \), and \( d_i \) between \( y \) and the
  successor of \( y \)), and \( \nu \) the evolution of the collection
  \( \Gamma = \cup_{k \in K} \Gamma_k \)’s cost.

\( \text{B. Insertion’s parameters} \)

Given that the difficulty of the instances’ problem is linked to
the time constraints, we introduce an Insertability calculation
related to the times windows contractions. During an
insertion’s assessment, these reductions appear once the infer-
ence rules are propagated. Here, we try to find a good triple
\((k, x, y)\), the vehicle and the location of the origin/destination
nodes, in order to give enough space to the future demands
(which have to be integrated in \( \Gamma = \cup_{k \in K} \Gamma_k \)).

We set \( \text{INSER}(i, \Gamma) \) the Insertability measure of the demand
\( I \). The quantity \( U^k_n(z) \) denotes the vehicle \( k \) time windows’
amplitude of the node \( n \) once it has been inserted to the right
of node \( z \). \( \text{INSER} \) is calculated as follows:

- \( \text{INSER}(i, \Gamma) = \sum_{k \in K} \text{INSER1}(i, \Gamma_k) \):

- \( \text{INSER1}(i, \gamma) = \max_{(x,y)} \text{INSER2}(i, \gamma, x, y) \), \( \gamma \) a tour
  of \( \Gamma \);

- \( \text{INSER2}(i, \gamma, x, y) = U^x_{o_i}(x).U^y_{d_i}(y) \).

\( \text{INSER1} \) gives us the maximum of the product of the time’s
windows amplitude at the origin \( i \) and destination \( i \) over the
possible insertion positions \( x \) and \( y \) in the route \( \gamma \). When
\( \text{INSER1} \) is equal to 0, the new route \( \gamma \) resulting to the new
insertion isn’t time-valid.

We set \( \text{Inserted}(\Gamma, i_0, k, x, y) \) the updated collection of
 tours \( \Gamma \) with the insertion of the selected demand \( i_0 \) at the
locations \( x \) and \( y \) in the vehicle \( k \). The \( \text{INSER}(i, \Gamma) \) measure
allows us to write the Optimization Insertability Problem
which consists to find the best insertion parameters in order
to keep the vehicles’ scheduling more flexible:

\[ \text{Optimization Insertability Problem. } \]

Find the optimal parameters \((k, x, y)\) inserting \( i_0 \) and maximizing the value
\( \text{Min}_{i \in D1 - i_0} \text{INSER}(i, \text{Inserted}(\Gamma, i_0, k, x, y)) \).

For instance, the value
\( \text{Min}_{i \in D1 - i_0} \text{INSER}(i, \text{Inserted}(\Gamma, i_0, k, x, y)) \) may be
used if all the demands have to be inserted. Another
optimization may be process as the maximization of the sum
\( \sum_{i \in D1 - i_0} \text{INSER}(i, \text{Inserted}(\Gamma, i_0, k, x, y)) \). The choice is
made according to the homogeneity of the demands and if
the problem requires to insert all the set \( D \).

This problem only optimizes the variation of the Insertabili-
ty values and doesn’t include other performance criteria
like the minimization of the ride times, waiting times or
distances. The Insertability criterion can be integrated in a
mix of economical cost (point of view of the fleet manager)
and of QoS criteria (point of view of the users). Then, the
process maximizes the function \( \text{Perf} = \mu.\sum_{i \in D1 - i_0} \text{INSER}(i,
\text{Inserted}(\Gamma, i_0, k, x, y)) - \nu(\text{Inserted}(\Gamma, i_0, k, x, y)) \) with \( \mu \)
a criterion coefficient and \( \nu \) the performance value function
mixing the costs related to the both points of view.

\( \text{C. Other uses of the Insertability measure} \)

So far, we select the demand \( i_0 \) according to the number
of vehicles available (taking in account all the time and load
constraints). The Insertability measure \( \text{INSER}(i_0, \Gamma) \) may be
also used in order to select the next request \( i_1 \) to insert. This
application could be used in a context where all the demands
of \( D \) have to be integrated. The selection is based on the
smallest Insertability measure. Once a demand is selected, the
problem may solve the Optimization Insertability Problem.
Here, the two steps may be written in a non-deterministic
way. The demand may be selected randomly through a set
of \( N1 \) elements with the smallest \( \text{INSER} \) value. The same
scheme may be applied on a set of a insertion parameters
of \( N2 \) elements with a best \((k, x, y)\) elements maximizing the
quantity \( \text{Min}_{i \in D1 - i_0} \text{INSER}(i, \text{Inserted}(\Gamma, i_0, k, x, y)) \).

Also, \( \text{INSER}(i_0, \Gamma) \) may be useful for a larger set \( D \). If the
instance doesn’t have any solution integrating all the set \( D \), it
is preferable to identify requests to exclude as soon as possible.
The exclusion of a demand \( i_0 \) may be set up if its insertion
results in \( \Gamma \) not enough flexible to include the other elements
of \( D1 \). In other words, the demands excluded will be those that
will have the most impact of future insertions. The difference
\( \sum_{i \in D1 - i_0}(\text{INSER}(i, \Gamma) - \text{INSER}(i, \text{Inserted}(\Gamma, i_0, k, x, y))) \)
of the inequality (1) takes in account the Insertability measure
of \( D1 - i_0 \) before and after the insertion of \( i_0 \) in the routes of
\( \Gamma \). If this difference is larger than the threshold \( \xi \), the demand
is excluded. In the experimentation’ section, we will discuss
the fact this threshold should be dynamic and decreases over
the execution.

\[ \sum_{i \in D1 - i_0} (\text{INSER}(i, \Gamma) - \text{INSER}(i, \text{Inserted}(\Gamma, i_0, k, x, y))) > \xi \]
D. The Insertability optimization suited to the greedy insertion algorithm

The calculation of \( \text{INSER}(i, \Gamma) \), \( i \in D \), begins to be time consuming starting from a medium size of \( D \) once the \( \text{INSER2} \) value is based on the time windows’ amplitude obtained after the propagation of the time constraints. So, this is important to spot each step of the process where the Insertability measure doesn’t have to be updated. When \( i_0 \) is selected, \( \text{INSER2}(i, \Gamma_k, x, y) \), \( \text{INSER1}(i, \Gamma_k) \) and \( \text{INSER}(i, \Gamma) \) are known for all demand in \( D_1 - i_0 \) and all \( k = 1..K \).

Once \( i_0 \) is about to be inserted, the process computed the value \( H(i), i \in D_1 - i_0 \) (cf. formulation (2)). Then, the algorithm tries the insertion of each \( i \) from \( D_1 - i_0 \) in \( \text{Inserted}(\Gamma, i_0, k, x, y) \) and deduce the value \( K(i) \) given in formula (3) for all \( i \in D_1 - i_0 \) and ultimately the quantity \( \text{Val}(k, x, y) = \min_{i \in D_1 - i_0} (K(i) + H(i)) \).

\[
H(i) = \text{INSER}(i, \Gamma) - \text{INSER1}(i, \Gamma_k) \tag{2}
\]

\[
K(i) = \text{INSER}(i, \text{Inserted}(\Gamma, i_0, k, x, y)) = H(i) + \text{INSER1}(i, \text{Inserted}(\Gamma, i_0, k, x, y)_k) \tag{3}
\]

Other calculations may be avoided. We set \( W_1 \) such that \( W_1 = \min_{i \in D_1} \text{INSER}(i, \Gamma) \). If the quantity \( \text{INSER}(i, \Gamma) - \text{INSER1}(i, \Gamma_k) \) is larger than \( W_1 \), there is no need to test the impact of the insertion of \( i_0 \) on \( i \).

Finally, we’re able to use \( \text{INSER}(i, \Gamma) \) once we integrate the future demands presented in the next section. In a dynamic context, the Insertability measure helps the routes to be enough flexible for the next insertion process. Moreover, the appointments have to be set with the same purpose and \( \text{INSER}(i, \Gamma) \) is able to help do it.

V. INTRODUCTION TO THE ROBUSTNESS IN THE DARP: ANTICIPATION OF THE FUTURE DEMANDS AND Insertability MEASURE INTEGRATION

The problem may have to be handled according to a dynamic context and the greedy insertion algorithm is easily adaptable to this context. Once the Insertability measure is included in the performance criteria, the system may increase its robustness. In order to accomplish this, we need to exploit knowledge about future demands. In our case, this knowledge is related to the type of on demand transportation service. In this paper, we will use a simple extrapolation of this probable demand based on the demand already broadcasted.

We won’t take into account the way the system supervises its various communication components with the users. In reality, there are eventual divergences between the data which were used during the planning phases and the situation of the system.

We set \( D - V \) the virtual demands, \( D - R \) the real demands, and \( D - \text{Rejet} \) the set of the ones excluded from the insertion algorithm such that \( D - \text{Rejet} = DV \cup DR \). \( V \) is the set of times the demand \( D_i, i \in D \), will appear for each period of each discrete planning horizon.

\[
D - V = \sum_{i \in D} D_i.p_i \tag{4}
\]

Then, we’re able to update the formula (5) giving the performance function \( \text{Perf} \).

\[
\text{Perf} = \alpha \sum_i p_i \text{INSER}(i, \text{Inserted}(\Gamma, i_0, k, x, y)) + \mu \sum_{i \in D_1 - i_0} \text{INSER}(i, \text{Inserted}(\Gamma, i_0, k, x, y)) - \nu(\text{Inserted}(\Gamma, i_0, k, x, y)) \tag{5}
\]

As in the previous sections, the process may exclude some demands taking in account the future requests. We updated the inequality (1) by the (6). \( \alpha \) is a coefficient based on the importance of the future demands.

\[
\alpha \sum_i p_i (\text{INSER}(i, \Gamma) - \text{INSER}(i, \text{Inserted}(\Gamma, i_0, k, x, y))) + \sum_{i \in D_1 - i_0} (\text{INSER}(i, \Gamma) - \text{INSER}(i, \text{Inserted}(\Gamma, i_0, k, x, y))) > \xi \tag{6}
\]

VI. DISCUSSION ABOUT THE APPOINTMENTS AND THE DYNAMIC CONTEXT

Most works on vehicle scheduling problems including time window studies how to integrate a set of demands in the vehicle planning. Making an appointment anticipating the future is especially rare. Previous sections explained how to select and integrate user’s request while keeping enough space for the next set of demands.

Once routes are built and integrated a first set \( D \), the users expect the date when the vehicle selected will pick them up. In the lists forming the \( K \) routes, each node has a time window. After the appointment’s date is set, each time window becomes tight with zero amplitude or equals a very small delay. How the appointments’ dates are made is very important for the future. After the appointment’s date is set, each time window becomes tight with zero amplitude or equals a very small delay. How the appointments’ dates are made is very important for the future insertion’s process. For instance, we consider a fleet of 2 vehicles with two plannings including 5 demands while the distances are minimized (cf. Figure VI). The time windows are relatively wide so, while the distance traveled is minimized, the difference of each appointment’s time between two nodes is the exact time to join them. The vehicle \( k=2 \) from the Figure VI may integrated the node \( o_7 \) between its depot node and \( o_5 \), even if its time windows have a zero amplitude (the vehicle will only have to leave the depot earlier). On the other hand, if the difference on the appointment’s times given to the users related to the nodes \( d_5 \) and \( o_3 \) equals to \( \text{DIST}(d_5,o_3) \), the insertion of \( d_7 \) will be forbidden. In the same way, there will be a violation of some constraint once nodes \( o_6 \) and \( d_6 \) will be inserted in the vehicle \( k = 1 \).
One more time, the \textit{INSER}(i, \Gamma) values may be used in order to set the appointment dates without having the problem above. The appointment’s dates may be calculated once the process has inserted the virtual demands $D - V$ and the real demands $D - R$.

The previous section shows the way to anticipate the future demands $D - V$. These demands are related to a dynamic context. Note again that our greedy algorithm is easily adaptable to this context. More specifically, the technique doesn’t change unlike the state of each route. The first node isn’t a depot node anymore but a dynamic node related to the vehicle’s location. The entire constraint propagation process is applied on these new routes. A simulation will be necessary to evaluate the anticipation of the future demands including in the dynamic context.

VII. COMPUTATIONAL EXPERIMENTS

In this section, we study the behavior of our Insertability measure used in the resolution of Dial-a-Ride instances. The algorithms were implemented in C++ and compiled with GCC 4.2. In [1], we solve the [4]’s instances by our greedy insertion algorithm based on constraint propagation. We obtained good results in the majority of instances, but, only 1% of the replications gave us a feasible solution on the tenth instance ($R10a$). The CPU time was smallest or equal to the best times in the literature; we don’t work on this feature for this experiment.

A. First experimentation: the optimization of the selection of the demand to insert

1) \textit{INSER} used in the selection of a demand: We note by $R^\text{DARP}$ the rate of 100 replications which give us a feasible solution obtained by using the solution of [1]. Here, the selection of the demand is based on the lowest number of cars which are able to accept it. $R^\text{DARP}$ is the rate obtained with the same process except that each demand is selected at each iteration by the lowest Insertability value \textit{INSER}.

The Insertability measure is already efficient once it’s used in the selection of the demands to insert. The rate obtained for the pr08, pr09, pr10 and pr19 are clearly more interesting as shown in Table I (e.g. for the instance pr08, the rate increases by 56\% to 91\% of success).

<table>
<thead>
<tr>
<th>Inst.</th>
<th>$R^\text{DARP}$</th>
<th>$R^\text{DARP}_\text{Rob}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>pr01</td>
<td>99</td>
<td>100</td>
</tr>
<tr>
<td>pr02</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>pr03</td>
<td>97</td>
<td>100</td>
</tr>
<tr>
<td>pr04</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>pr05</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>pr06</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>pr07</td>
<td>90</td>
<td>96</td>
</tr>
<tr>
<td>pr08</td>
<td>56</td>
<td>91</td>
</tr>
<tr>
<td>pr09</td>
<td>18</td>
<td>21</td>
</tr>
<tr>
<td>pr10</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>pr11</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>pr12</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>pr13</td>
<td>99</td>
<td>100</td>
</tr>
<tr>
<td>pr14</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>pr15</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>pr16</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>pr17</td>
<td>98</td>
<td>100</td>
</tr>
<tr>
<td>pr18</td>
<td>99</td>
<td>100</td>
</tr>
<tr>
<td>pr19</td>
<td>64</td>
<td>99</td>
</tr>
<tr>
<td>pr20</td>
<td>43</td>
<td>56</td>
</tr>
<tr>
<td>Av.</td>
<td>83.2</td>
<td>88.5</td>
</tr>
</tbody>
</table>

TABLE I $R^\text{DARP}$ vs $R^\text{DARP}_\text{Rob}$

2) \textit{INSER} behaviour: Each time a replication can’t integrate all the request, the \textit{INSER} value of the demands not inserted has to be null. In Figure VII-A2, while the resolution process applied to the R10a instance, we note the evolution of more than 4500 \textit{INSER}’s demands not inserted. The technique used is the second approach selecting the demand by the smallest Insertability. The values noted are from a failed replication.

One can observe big gaps between the different \textit{INSER} until the 4000 first values. After that, for the remaining requests, the Insertability values decrease strongly because the routes begin to be not flexible. Between the 2500th and the 3500th, for some demands, the values are very low at the beginning just before increasing strongly. This is explained by the fact the process inserts the demand with the lowest
**INSER** but their insertion don’t make a big impact on the other demands not inserted. This impact is related to the **Optimization Insertability Problem** studied below.

**B. Second experimentation: the optimization of the insertion parameters**

In a second experimentation, we compare the [1]'s approach and another algorithm based on the optimization of the parameters \((x,y,k)\). The selection of the request to insert is the same for both solutions. For the second one, once a demand \(i_0\) is selected, we maximize the sum \(\sum_{i \in D_1 - i_0} \text{INSER}(i, \text{Inserted}(\Gamma, i_0, k, x, y))\) in order the find the best parameter \((x,y,k)\) which will integrate \(i_0\) in the route \(k\). We don’t optimize \(\text{Min}_{i \in D_1 - i_0} \text{INSER}(i, \text{Inserted}(\Gamma, i_0, k, x, y))\) because we create instances especially with a set \(D\) too large for inserting all the requests. So, the demand with the smallest value **INSER** for a given parameters \((x,y,k)\) could never be integrated into the routes.

The two algorithms were applied to five sets of 5 randomly generated instances. All the instances have their time constraints related to the interval \([0;400]\) and all the load was unit. We set by \(\xi_{F(o)}\) and \(\xi_{F(d)}\) the amplitude of the time windows at the origin and the destination given by the users, respectively. The other parameters are given in table II.

<table>
<thead>
<tr>
<th>(K)</th>
<th>(\xi_{F(o)})</th>
<th>(\xi_{F(d)})</th>
<th>(\Delta)</th>
<th>(\text{CAP})</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>55</td>
<td>10</td>
<td>(\infty)</td>
<td>10</td>
</tr>
</tbody>
</table>

**TABLE II. PARAMETERS’ INSTANCES**

We generate 5 different sets of 5 instances with a variation of the number of demands |\(D|\). We set by \(T_{\text{Insert}}\) and by \(T_{\text{InsertRea}}\) the demand inserted’s rate the first resolution and the second technique, respectively. Finally, \(\text{Gap}_{\text{Insert}}\) is the gap in percentage between each rate. Its calculation is given by \(\text{Gap}_{\text{Insert}} = 100.(T_{\text{InsertRea}} - T_{\text{Insert}})/T_{\text{Insert}}\). We launched 100 replications of each technique on the 5 sets. The results are provided by the table III.

| \(|D|\) | 50 | 75 | 100 | 150 | 200 |
|---|---|---|---|---|---|
| \(T_{\text{Insert}}\) | 100 | 93.2 | 78.3 | 64.2 | 52.6 |
| \(T_{\text{InsertRea}}\) | 100 | 96.8 | 85.3 | 66.4 | 54.1 |
| \(\text{Gap}_{\text{Insert}}\) | 0 | 3.86 | 8.11 | 3.43 | 2.81 |

**TABLE III. GAP BETWEEN THE INSERT RATES**

In future experiments, we need to optimize the value \(\text{Perf} = \mu \sum_{i \in D_1 - i_0} \text{INSER}(i, \text{Inserted}(\Gamma, i_0, k, x, y)) - v(\text{Inserted}(\Gamma, i_0, k, x, y))\) to calculate each best insertion parameters. Here, we’re just taken into account the **INSER** values in order to integrate the most requests possible. The results show us that the larger of \(|D|\) defines if the system needs to optimize the **Insertability** measure. For \(|D| = 50\), all the requests are able to be inserted easily, so, the **INSER** values doesn’t have any interest. When the set is composed of 100 demands, we obtained a \(\text{Gap}_{\text{Insert}}\) of 8,11% meaning there are more than 8% more requests inserted by the second approach.

For this set of instance, we also tried to integrate a new feature in our algorithm: we’ve added the ability to exclude a request if the impact of one insertion involving a significant drop of the general **Insertability**’s demands from \(D_1 - i_0\). Before that, we study the threshold which limits the variation of **Insertability**.

We exclude a demand selected \(i_0\) if \(\sum_{i \in D_1 - i_0}(\text{INSER}(i, \Gamma) - \text{INSER}(i, \text{Inserted}(\Gamma, i_0, k, x, y))) > \xi\) is true with \(\xi\) a threshold. The calculation of the threshold is a difficult problem. In the figure VII-B, we report the \(\sum_{i \in D_1 - i_0}(\text{INSER}(i, \Gamma) - \text{INSER}(i, \text{Inserted}(\Gamma, i_0, k, x, y)))\) Variation with **INSERRea** and **INSER** the values \(\sum_{i \in D_1 - i_0} \text{INSER}(i, \Gamma)\) and \(\sum_{i \in D_1 - i_0} \text{INSER}(i, \text{Inserted}(\Gamma, i_0, k, x, y))\), respectively. This figure shows us that the threshold \(\xi\) have to be calculated dynamically according to the average of **INSER**.

We used this type of dynamic threshold for the third set of instances with 100 demands. We exclude an request if the current \(\xi\) is exceeded, and only this feature is added in the second approach. We obtained a gain of 1,3% in average (from 85,3% to 86,6%) meaning approximately one more demand is able to be inserted.

**VIII. Conclusion**

The Dial-a-Ride Problem is one of the transport problems with the highest number of hard constraints like time windows. The insertion techniques are able to obtain a good solution in a reasonable time. Their adaptability to a dynamic context is easy but a lack of robustness could appear once the goal is to integrate requests as much as possible.

We have introduced a way to measure the impact of each insertion on the other demands not inserted. This **Insertability**
measure could be used in order to exclude a demand, to select a demand to insert and also to calculate the best insertion parameters. This value, named INSER, leads to a large amount of work opportunities. We have introduced a simple way to make the model of the future demands, and how to adapt our greedy insertion algorithm based on the constraint propagation to the dynamic context. In future work, we will develop a simulation which is necessary to show the efficiency of the demands anticipation. The final goal will be to develop the most robust algorithm possible in order to adapt it to a real context.
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Abstract—In the article a new approach for control of a pressure-constrained batch reactor and a new multi-step optimization algorithm were presented. The considered batch reactor was described by both differential and algebraic equations. State constraints incorporate always difficulties into a mathematical model of the reactor, so a new algorithm based on a multiple shooting SQP-line search method was proposed and tested. The multiple shooting method was used not only to ensure a stability of the solution, but to divide a system into smaller subsystems, so a large-scale problem is considered. The considerations were made for a simultaneous approach, which allows to apply this algorithm to a wide class of differential-algebraic systems. The simulations were executed in Matlab environment using Wrocław Centre for Networking and Supercomputing.

Index Terms—optimal control, DAE systems, multiple shooting method, state constraints.

I. INTRODUCTION

SEARCHING for controls that will result in a desired behavior of a system plays a key role in a process design [1], [2], [11]. To describe the system often only algebraic equations are enough. Especially, when changes in the state variables are slow and algebraic equations accurately reflects the behavior of the system. More complex processes are described by differential equations. Suitable numerical methods and optimization algorithms were proposed and implemented, so it is a group of well-known problems. It seems, that the most important feature of the differential systems is a existence of a solution for all initial conditions. Difficulties may, however, be caused by the instability of the equations and selection of the appropriate numerical methods for the equations [5].

Often, however, it happens that there are in the system simultaneously both algebraic and differential relations. Description with the system of equations, which can be easily divided in part consisting solely of differential equations and a group of algebraic equations is desirable for several reasons. (1) During the construction of the mathematical model one does not need to perform additional transformations to obtain allowed equations. (2) The variables in a model are known to have physical interpretation. When the equations are well scaled, then no other transformations are needed. Additionally, (3) one can explore the impact of different variables on the behavior of the model. But the searching for the solution of the initial value problem for differential-algebraic equations, which does not exist for all possible values of parameters, was always a challenge [3], [8], [9].

The main motivation of this paper is to present an algorithm, which can treat the large-scale optimal control problem. Every system with path constraints on state trajectory can be considered as an optimization problem with arbitrarily large number of variables [2]. Even systems with simple path constraints, but with large number of decision variables, may require a huge computational effort. The aim of this paper is to present a feasible-type algorithm that improves a feasible initial solution of a large-scale problem in a reasonable time. These features enable the use of this approach in the task of design and control of chemical processes.

The pressure-constrained batch reactor is usually described by the nonlinear differential-algebraic equations [6]. The control problem of the chemical reactor belongs to the group of tasks, the size of which is not clearly defined. Especially if the model takes into account constraints on the state variables. The statement that the size of the task is infinitely large does not help much in solving the problem. The practical approach leads to the use of the existing finite-dimensional methods.

To solve the control problem of the chemical reactor with the constraints on state variables, the new multi-step algorithm was designed. Its particular advantage is the possibility to take into account the large number of variables and to preserve the feasibility of all iterates, which start from the feasible initial conditions. The study was carried out on the large-scale task of about 4 000 variables and 3 000 differential equations [4]. The algorithm combines the multiple shooting method and the simultaneous approach.

The article is structured as follows. At the beginning the optimal control problem of DAE system was formulated. Then the simultaneous approach for the optimal control of differential algebraic systems and its relationship with the multiple shooting method is discussed. The Multi-step SQP-line search algorithm using the multiple shooting method is presented. The differential-algebraic model of the pressure-constrained batch reactor is described and solved by the designed algorithm. Finally, the results of the large-scale simulations, which were performed using Wrocław Centre for Networking and Supercomputing, were discussed.
II. THE SIMULTANEOUS APPROACH FOR MULTIPLE SHOOTING OPTIMAL CONTROL OF DIFFERENTIAL-ALGEBRAIC SYSTEMS

In the paper the following multiple shooting optimal control problem of differential-algebraic systems is considered

$$\min_{\phi} \Phi(p) = \sum_{l=1}^{N_T} \Phi(z_l(t_l), y_l(t_l), p_l),$$  \hspace{1cm} (1)

subject to

$$z^{l-1}(t_{l-1}) = z^0_l = 0; \quad l = 2, \ldots, N_T,$$  \hspace{1cm} (2)

$$z^{N_T}_T(t) = z_f = 0; \quad z^0(0) = z^0_0,$$  \hspace{1cm} (3)

$$p_L^l \leq p^l \leq p_U^l,$$  \hspace{1cm} (4)

$$g_L^l \leq g^l(t_l) \leq g_U^l,$$  \hspace{1cm} (5)

$$z_L^l \leq z^l(t_l) \leq z_U^l; \quad l = 1, \ldots, N_T,$$  \hspace{1cm} (6)

with the DAE system

$$\frac{dz^l(t)}{dt} = f^l(z^l(t), y^l(t), p^l); \quad z^l(t_{l-1}) = z^l_l,$$  \hspace{1cm} (7)

$$g^l(z^l(t), y^l(t), p^l) = 0; \quad t \in [t_{l-1}, t_l]; \quad l = 1, \ldots, N_T.$$  \hspace{1cm} (8)

In equations (1)-(8) $z(t)$ denotes the differential state trajectory and $y(t)$ denotes the algebraic state trajectory. The control profile is represented as a parametrized function with coefficients that determine the optimal profile [12], [13]. The decision variables on DAE equations appear only in the time independent vector $p$. The assumption on the invertibility of $g(-, y(t), -)$ permits an implicit elimination of the algebraic variables $y(t) = y(z(t), p)$ [3]. While there are $N_T$ periods in DAE equations, the time dependent bounds and other path on the state variables are no longer considered. The algebraic constraints and terms in the objective function are applied only at the beginning of each period.

The mentioned optimal control problem of the reactor is an example of wide range control problems of systems described by differential-algebraic equations (eg. [11]). The instability of this type of equation resulted in development of shooting methods. The shooting method was adjusted for solving more difficult systems and is usually known as the multiple shooting method or the parallel shooting method. As a result of the application of the shooting methods, tested systems exhibit new properties, which could not be expected considering the general formulation of the optimal control problem of DAE systems. When the multiple shooting approach is used, the time domain is partitioned into smaller time periods and the DAE models are integrated separately in each element. To provide the continuity of the states across elements, the equality constraints are added to the nonlinear program. The inequality constraints for states and controls are then imposed directly at the grid points $t_l$ [1].

The aim of the simultaneous approach is searching for the optimal control trajectory, the differential and algebraic state trajectories in a special manner. A sketch of the sequential dynamic optimization strategy for the problem (1)-(8) is presented on Fig. 1. At $l$-iteration, the variables $p^l$ are specified by NLP solver. In this situation, when the values of $p^l$ are known, one can treat DAE system as an initial value problem and integrate (2)-(4) forward in time for periods $l = 1, \ldots, N_T$.

![Fig. 1. Sequential dynamic optimization strategy.](image)

For these purposes Backward Differentiation Formula was used, which can solve index-1 DAEs. The Differential state profile, the algebraic state profile and the control function profile were obtained as results of this step. Next component evaluates the gradient of the objective and constraint functions with respect to $p^l$. Because function and gradient information are passed to the NLP solver, then the decision variables can be updated [2].

III. DYNAMIC OPTIMIZATION OF THE PRESSURE-CONSTRAINED BATCH REACTOR

The reactions taking place in the reactor are

$$A \xrightarrow{k_1} 2B,$$  \hspace{1cm} (9)

$$2B \xrightarrow{k_2} A,$$  \hspace{1cm} (10)

$$A + B \xrightarrow{k_3} D.$$  \hspace{1cm} (11)

The dynamic optimization problem is described as follows

$$\min_{\phi} J = C_D(t_f),$$  \hspace{1cm} (12)

subject to

$$\dot{C}_A = -k_1 C_A + k_2 C_B C_B + \frac{F}{V} - k_3 C_A C_B,$$  \hspace{1cm} (13)

$$\dot{C}_B = k_1 C_A - k_2 C_B C_B - k_3 C_A C_B,$$  \hspace{1cm} (14)

$$\dot{C}_D = k_3 C_A C_B,$$  \hspace{1cm} (15)

$$N = V (C_A + C_B + C_D),$$  \hspace{1cm} (16)

$$PV = NRT,$$  \hspace{1cm} (17)

$$P \leq 340000,$$  \hspace{1cm} (18)

$$0 \leq F \leq 8.5,$$  \hspace{1cm} (19)

$$[C_A(0), C_B(0), C_D(0)] = [100, 0, 0].$$  \hspace{1cm} (20)

The rate constants are $k_1 = 0.8$ per h, $k_2 = 0.02 m^3/(mol\cdot h)$, $k_3 = 0.003 m^3/(mol\cdot h)$, the volume $V = 1.0 m^3$, the temperature $T = 400 K$. There is one path constraint on the state variable $P$. The process duration is 2 hours.
The task is to find the optimal flow rate profile, which is treated as a control variable, to minimize the objective function (12). There are some possibilities of parametrization of the control variable. The most popular are piecewise constant, piecewise linear with continuity, piecewise linear without continuity, piecewise quadratic with continuity [12]. In [6] the simultaneous approach with piecewise linear parametrization with continuity was considered. It means, that for 11 time intervals the size of NLP was originally 42, and 35 by model decomposition method presented in this article. Because "the optimal control is highly nonlinear which makes this problem difficult for general control parametrization methods" [6], the new control algorithm for the simultaneous approach with piecewise linear parametrization was proposed and tested. So, there are decision variables connected only with the control function and the state variables.

IV. THE MULTI-STEP SQP LINE SEARCH ALGORITHM

The designed algorithm belongs to a group of the Sequential Quadratic Programming methods [10]. Its main part is as follows.

The equality constrained problem is considered

$$\min_p f(p), \quad \text{subject to} \quad c(p) = 0, \quad (21)$$

where the objective function $f: \mathbb{R}^n \rightarrow \mathbb{R}$ and the vector of equality constraints $c: \mathbb{R}^n \rightarrow \mathbb{R}^m$ are smooth functions. The idea behind the SQP approach is to model (21)-(22) at the current iterate $p_k$ by a quadratic programming subproblem. Then the subproblem is minimized and the new iterate $p_{k+1}$ is defined.

The Lagrangian function for this problem is

$$\mathcal{L}(p, \lambda) = f(p) - \lambda^T c(p). \quad (23)$$

The matrix $A(p)$ were used to denote the Jacobian matrix of the constraints

$$A(p) = [\nabla c_1(p), \nabla c_2(p), \ldots, \nabla c_m(p)]^T, \quad (24)$$

where $c_i(p)$ is the $i$th component of the vector $c(p)$.

The first order KKT conditions of the equality constrained problem (21)-(22) can be written as the system on $n + m$ equations and the $n + m$ unknowns $p$ and $\lambda$,

$$\begin{bmatrix} \nabla f(p) - A(p)^T \lambda \\ c(p) \end{bmatrix} = 0. \quad (25)$$

Any solution $(p^*, \lambda^*)$ of the equality constrained problem (21)-(22) for which $A(p^*)$ has full row rank satisfies (25). The nonlinear system (25) can be solved by the Newton method. The Jacobian of (25) with respect to $p$ and $\lambda$ is given by

$$\begin{bmatrix} \nabla^2 \mathcal{L}(p, \lambda) & -A(p)^T \\ A(p) \end{bmatrix} = 0. \quad (26)$$

The Newton step from the iterate $(p_k, \lambda_k)$ is given by

$$\begin{bmatrix} p_{k+1} \\ \lambda_{k+1} \end{bmatrix} = \begin{bmatrix} p_k \\ \lambda_k \end{bmatrix} + \begin{bmatrix} d_k \\ d_\lambda \end{bmatrix}, \quad (27)$$

where $d_k$ and $d_\lambda$ solve the Newton-KKT system

$$\begin{bmatrix} \nabla^2 \mathcal{L}(p, \lambda) & -A(p)^T \\ A(p) \end{bmatrix} \begin{bmatrix} d_k \\ d_\lambda \end{bmatrix} + \begin{bmatrix} -\nabla f(p) + A(p)^T \lambda \\ -c(p) \end{bmatrix} = 0. \quad (28)$$

The Newton step is well defined when KKT matrix in (26) is nonsingular. This is satisfied, when the following assumptions hold [10]

Assumption 1: The Jacobian of the constraints $A(p)$ has full row rank.

Assumption 2: The matrix $\nabla^2 \mathcal{L}(p, \lambda)$ is positive definite on the tangent space of the constraints, that is, $d^T \nabla^2 \mathcal{L}(p, \lambda)d > 0$ for all $d \neq 0$ such that $A(p)d = 0$.

Suppose that at the iterate $(p_k, \lambda_k)$ the problem (21)-(22) is modeled by the quadratic program

$$\min_p f_k + \nabla f_k^T p + \frac{1}{2} \nabla^2 \mathcal{L}(p_k)p, \quad (29)$$

subject to

$$A_k(p) + c_k = 0. \quad (30)$$

If Assumptions 1 and 2 hold, then this problem has the unique solution $(d_k, l_k)$ that satisfies

$$\nabla^2 \mathcal{L}(p_k)d_k + \nabla f_k - A_k^T l_k = 0, \quad (31)$$

$$A_k d_k + c_k = 0. \quad (32)$$

The vectors $d_k$ and $l_k$ can be identified with the solution of the Newton equation (28).

ALGORITHM 1. Local SQP Algorithm for solving the equality constrained problem

Choose an initial par $(p_0, \lambda_0)$;

(if $p_0$ is given, then $\lambda_0$ is given by eq. (25))

Set $k <- 0$;

REPEAT UNTIL convergence test is satisfied

- evaluate $f_k$, $\nabla f_k$, $\nabla^2 \mathcal{L}(p_k)$, $c_k$, $A_k$;
- solve (29)-(30) to obtain $d_k$ and $l_k$;
- set $p_{k+1} <- p_k + d_k$; $\lambda_{k+1} <- l_k$;

END (REPEAT)

On this basis, the new algorithm was designed.
ALGORITHM 2. The line search SQP algorithm
choose parameters \( \eta \in (0, 0.5) \), \( \tau \in (0, 1) \)
and an initial pair \((p_0, \lambda_0)\):
evaluate \( f(p_0), \nabla f(p_0), c_i(p_0), A_0 = [\nabla c_1(p_0), \nabla c_2(p_0), \ldots, \nabla c_m(p_0)]^T \);
if a quasi-Newton approximation is used, choose
an initial \( n \times n \) symmetric positive definite Hessian
approximation \( B_0 \), otherwise compute \( \nabla^2 f(p_0) \);
WHILE convergence test is not satisfied DO
compute \( d_k \) by solving (28), let \( \mu \) be
the corresponding multiplier;
\[
d_k \leftarrow \lambda - \lambda_k;
\]
choose \( \mu_k \) to satisfy eq. (33) with \( \sigma = 1 \);
set \( \alpha_k \leftarrow 1 \);
WHILE \( \Phi_1(p_k, \alpha_k p_k; \mu_k) > 0 \)
\[
\Phi_1(p_k, \alpha_k p_k, \eta \alpha_k d_k, \mu_k) + \eta \alpha_k D_\mu(f(p_k; \mu_k); d_k)
\]
do reset \( \alpha_k \leftarrow \tau \alpha_k \) for some \( \tau \in (0, \tau] \);
END (WHILE)
set \( p_{k+1} \leftarrow p_k + \alpha_k d_k \) and \( \lambda_{k+1} \leftarrow \lambda_k + \alpha_k \lambda_k \);
IF a quasi-Newton approximation is used THEN
set \( s_k \leftarrow \alpha_k d_k \);
sample \( g_k \leftarrow \nabla \mu(c_k) = \nabla \mu(p_k, \lambda k) \) \( \nabla \mu(p_k, \lambda_k) \);
obtain \( B_{k+1} \) by updating \( B_k \) using
a quasi-Newton formula
\[
B_{k+1} = B_k + \frac{(s_k - B_k s_k)(\mu_k - B_k s_k)\lambda_k}{\mu_k - B_k s_k};
\]
END (IF)
END (WHILE)

The strategy for choosing \( \mu \) in the Algorithm 2 considers
the effect of the step on a model of the merit function, so \( \mu \)
has to satisfy the inequality
\[
\mu \geq \frac{\nabla f^2_k d_k + \eta \nabla^2 \mu c_k d_k}{(1 - \varphi)\|c_k\|_1}.
\]

For the value of \( \mu \) from the previous iteration of the SQP
method satisfies eq. (33), it is left unchanged. Otherwise,
\( \mu \) is increased, so that satisfies this inequality with some
margin. The constant \( \sigma \) is used to handle the case in which
Hessian \( \nabla^2 \mu c_k \) is not positive definite. We define \( \sigma = 1 \) if
\( d_k^T \nabla^2 \mu c_k d_k > 0 \), and \( \sigma = 1 \) otherwise.
The \( l_1 \) merit function for the problem (21)-(22) takes the form
\[
\Phi_1(p; \mu) = f(p) + \mu\|c_k\|_1.
\]
The directional derivative of \( \Phi_1 \) in the direction \( d_k \) satisfies
\[
D(\Phi_1(p_k; \mu); d_k) = \nabla f^2_k d_k - \mu\|c_k\|_1.
\]

ALGORITHM 3. The SQP-line search algorithm
for solving the equality constrained problem
BEGIN
define a vector of decision variables \( p \)
and its initial conditions;
choose from vector \( p \) a subvector \( p_i \),
which describes a subsystem
\( S = f(p) \);
solve problem (36) using Algorithm 2;
update values of vector \( p_i \) using results
from the previous step;
END

As one can see, the Algorithm 2 can be thought as an inner
loop in Algorithm 3. The last question is, what is the rate of
convergence of the considered algorithm.

Assumption 3: The point \( p^* \) is a local solution of the
problem (21)-(22) at which the following conditions hold.
a) The functions \( f \) and \( c \) are twice differentiable in a neigh-
borhood of \( p^* \) with Lipschitz continuous second derivatives.
b) The linear independence constraint qualification holds at \( p^* \).
c) The second order sufficient conditions hold at \( (p^*, \lambda^*) \).

Now one can call the theorem, which justifies the correct-
ness of the presented algorithm.

Theorem (10): Suppose, that Assumption 3 holds and that
the iterates \( p_k \) generated by Algorithm 1 with quasi-Newton
approximate Hessian \( B_k \), converge to \( p^* \). Then \( p_k \) converges
superlinearly if and only if the Hessian approximation satisfies
\[
\lim_{k \to \infty} \frac{\|B_k - \nabla^2 \mu c_k\|}{\|p_{k+1} - p_k\|} = 0.
\]

Lemma 4: Algorithm 3 generates a sequence of the feasible
solutions with decreasing values of the goal function. In this
bounded sequence one can distinguish a subsequence, which is
superlinearly convergent to the locally optimal solution \( p^* \).

V. NUMERICAL RESULTS

Simulations were executed on the large-scale model of the
pressure-constrained batch reactor.
When the model was divided into 1 000 submodels, then
for solving the KKT system more than 24 hours was needed.
So, the reactor was divided into 100 parts and the solution
was obtained in 12 hours. At this step the vector of decision
variables was stated as follows
\[
p = [u_{1}, \ldots, u_{100}, C_{A0, 0}, \ldots, C_{A0, 100}, C_{B0, 2}, \ldots, C_{B0, 100}, C_{D0, 2}, \ldots, C_{D0, 100}],
\]
Solution of this model was used as the initial conditions in
the further work.
The question is, how to choose the vector of decision
variables, to obtain in a reasonable time a possibly greatest
improvement of the solution.
Then the reactor was divide into 1 000 parts. There are
3 997 decision variables in the system (1 000 piecewise
TABLE I
RESULTS OF THE SIMULATIONS IN CASE 1.

<table>
<thead>
<tr>
<th>Size of subvector $p$</th>
<th>Number of iterations</th>
<th>$\hat{d}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>37</td>
<td>8.6448e−004</td>
</tr>
<tr>
<td>20</td>
<td>17</td>
<td>8.4317e−004</td>
</tr>
<tr>
<td>50</td>
<td>6</td>
<td>9.3396e−004</td>
</tr>
<tr>
<td>100</td>
<td>3</td>
<td>9.3396e−004</td>
</tr>
</tbody>
</table>

TABLE II
RESULTS OF THE SIMULATIONS IN CASE 2.

<table>
<thead>
<tr>
<th>Size of subvector $p$</th>
<th>Number of iterations</th>
<th>$\hat{d}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>130</td>
<td>7.5896e−004</td>
</tr>
<tr>
<td>20</td>
<td>82</td>
<td>7.6063e−004</td>
</tr>
<tr>
<td>50</td>
<td>40</td>
<td>7.6116e−004</td>
</tr>
<tr>
<td>100</td>
<td>19</td>
<td>7.6136e−004</td>
</tr>
</tbody>
</table>

constant control functions and 2997 variables treated as initial conditions for differential state trajectories).

$$\hat{p} = [u_1 \cdots u_{1000}, C_{A0,2} \cdots C_{A0,1000},$$

$$C_{B0,2} \cdots C_{B0,1000}, C_{D0,2} \cdots C_{D0,1000}]$$.

The simulations were executed for 4 different possible number of variables in the subvector $\hat{p}$: 10, 20, 50 and 100. As decision variables only control function, especially in the initial phases of the process, were considered. This enables increase the accuracy of the calculation, when the reactions proceed quickly. The initial average discontinuity in the state variables was $\hat{d} = 1.1e−3$ and $C_D(t_f) = 10.7240 \text{ mol/m}^3$. The final value of $C_D(t_f)$ is about 8.7% better than result presented in [6].

In the simulations two different stop criteria in Algorithm 2 were used. In the implementation convergence is declared when $\text{TolFun} < \epsilon_1$ and $\text{TolCon} < \epsilon_2$. $\text{TolFun}$ denotes termination tolerance on the function value, and $\text{TolCon}$ denotes tolerance on the constraint violation.

1) Case 1: In the first case the local optimization processes were performed more precisely. So, $\text{TolFun} < 1e−6$ and $\text{TolCon} < 1e−6$.

2) Case 2: In the second case stop criterion in local optimization were no so rigorous: $\text{TolFun} < 1e−3$ and $\text{TolCon} < 1e−3$.

The main stop criterion was the performance time. When computing time exceeded 12 hours, then optimization process was stopped.

In both cases the augmented objective function was considered

$$f(p) = C_D(t_f) + \rho \sum_{l=1}^{N_T} (\Delta z_l + \hat{z}_l)^2,$$

where penalty parameter $\rho = 10^6$.

Equation (39) shows the balance in the quest to minimize the concentration of component $D$ and to meet the continuity constraints in differential-algebraic equations.

Results presented in the Table 1 and Table 2 show, that the inexact algorithm with the weak stop criteria, can obtain a better improvement of the initial solution.

As it was mentioned, in the considered problem two opposite tasks were considered. The minimization of the component $D$ stands in opposition to fulfillment the constraints. As a result, the final concentration was improved and the obtained solution meets the constraints with high accuracy, so this method can be applied in real-life chemical processes.

The solutions obtained for size of the subvector $p = 10$ and stop criteria like in case 2 were presented on the figures 2-4. There are the differential state trajectories in the figure 2, the optimal pressure trajectory in the fig. 3 and the optimal flowrate profile in the fig. 4.

VI. CONCLUSION

In the article the task of control of the pressure-constrained batch reactor was considered. The complex model of the reactor was designed using the simultaneous approach. The
new SQP-line search algorithm was designed and tested. The algorithm, which takes in each iteration only a few number of decision variables into account, can do new iterations and improve the initial solution. But in both approaches a large number of variables were considered.

Because in the pure form, SQP algorithm is convergent to the locally solution, line search was used as a globalization approach to construct a sequence of feasible solutions with decreasing values of the objective function.

This type of algorithms can be successfully applied to the large systems, when Jacobian and Hessian matrices are dense and structure of these matrices can not be effectively used.

As the conclusion we want to pay attention to need for solver for the large-scale optimization and optimal control problems. Second order information, which can be approximated using BFGS method, can be unavailable when Jacobian matrix is difficult to calculate. This situation one can be met very often, when simultaneous approach is used. Multistep algorithms, which need feasible initial conditions, can improve the solution in considerable short time. At the end we want to emphasize the need for Jacobian-free optimization algorithm, which could solve the large-scale optimization tasks [7].

VII. NOMENCLATURE

\[ C \] \quad \text{concentration (\text{mol/m}^3)}

\[ \bar{d} \] \quad \text{average discontinuity in the state variables}

\[ F \] \quad \text{flowrate (\text{mol/hr})}

\[ f \] \quad \text{objective function in optimization problem}

\[ g \] \quad \text{function of algebraic constraints}

\[ k_1, k_2, k_3 \] \quad \text{rate constants}

\[ N_r \] \quad \text{number of shots}

\[ n, m \] \quad \text{dimensions of the space}

\[ p \] \quad \text{vector of decision variables}

\[ S \] \quad \text{function describing subproblem}

\[ t \] \quad \text{time (hr)}

\[ z \] \quad \text{state variables}

\[ y \] \quad \text{algebraic variables}

\[ \mathcal{L} \] \quad \text{Lagrangian function}

\[ R \] \quad \text{real numbers}

Greek symbols

\[ \Phi \] \quad \text{function describing optimization problem}

\[ \phi \] \quad \text{function describing system}

\[ \lambda \] \quad \text{Lagrangian multipliers}

\[ \rho \] \quad \text{penalty parameter}

\[ \epsilon \] \quad \text{tolerance}

Superscripts

\[ T \] \quad \text{transposition of the matrix}

Subscripts

\[ A, B, D \] \quad \text{components of the reaction}

\[ L \] \quad \text{lower bound}

\[ U \] \quad \text{upper bound}

\[ l \] \quad \text{number of a shot}
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Abstract—Distribution network design deals with defining which elements will be part of the supply chain and how they will be interrelated. Many authors have studied this problem from a cost minimization point of view. Nowadays the sustainability factor is increasing its importance in logistics operations and must be considered in the design process. We deal here with the problem of determining the location of the links in a supply chain and the assignment of the final customers considering at the same time cost and environmental objectives. We use a fuzzy bicriteria model for solving the problem, embedded in a genetic algorithm that looks for the best trade-off solution. A set of experiments have been carried out to check the performance of the procedure, using some instances for which we know a priori a good reference solution.

I. INTRODUCTION

The fierce competition between the different supply chains makes it necessary that efficiency be continuously pursued. One of the most important strategic decisions, and one that has a long-term impact in the economic results of the logistics operations, is the design of the distribution network.

Distribution network design is the process of determining the structure of a supply chain, defining which elements will be part of it (i.e., where locate the facilities), and what will be the interrelationships between them (i.e., the allocation of customers to facilities and how the material and products will flow in the network between the nodes in the network). For that reason the problem is often called location-allocation (e.g. [1]).

In [2], Akkerman et al. consider, from a hierarchical point of view, a second level called distribution network planning that includes the decisions related to fulfilling the aggregate demand (i.e., aggregate product flows and delivery frequencies)

Many authors have studied these problems, most of them (around two thirds according to [3]) by considering as the objective the minimization of the costs involved in the process. However, for different reasons (legal pressure, customers' demand, ethical consciousness, etc) nowadays the sustainability factor is increasing its importance in the business management and specifically in the logistics operations, where transportation of goods is a high pollutant activity. It is therefore necessary to consider the operations impact when defining the distribution network.

The aim of this study is the formulation of a model and a solution procedure for the location-allocation problem when two criteria (cost and environmental impact of transportation) are considered at the same time.

II. PROBLEM SETTING

Let us suppose that there is an uncaptacitated central plant that must distribute a single product among many customers. Those customers have uncertain (i.e. fuzzy) demands. We need to define the distribution network, choosing the capacitated intermediate warehouses to set up, and allocating each customer to one of warehouses (or to the central facility). There are two types of vehicles: large trucks (used for high demand customers and for serving the warehouses from the central plant) and smaller trucks.

We are going to consider two objective functions. One is the minimization of the logistics costs (transportation and warehouses set-up). The transportation costs will be proportional to distances and depend on type of truck used. The second objective function is the minimization of the environmental impact of the Greenhouse Gases (GHG) emissions (e.g. CO₂) due to transportation.

Note that, in principle, every customer could be served from the central facility, but if the demand is small, the cost and environmental impact of such direct shipments would be very high, likely bigger that delivering the goods from a near warehouse.

Our problem consists in deciding which of the potential warehouse locations will be opened and from which warehouse should each customer be served warehouse each customer will be allocated (considering the limited capacities of the warehouses) in such a way that total cost and GHG emissions are minimized.

III. MODEL FORMULATION

Table 1 shows the notation used for modeling the problem. Note that the set of potential warehouse locations are given together with the distance, unit transport cost and unit GHG emissions factor from the central plant to each potential warehouse location j. From each potential warehouse loca-
<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>Index on customers (i=1..N)</td>
</tr>
<tr>
<td>j</td>
<td>Index on potential warehouse locations (j=1..A)</td>
</tr>
<tr>
<td>I(j), i</td>
<td>Subsets of customers that can be served from warehouse j and from the central plant, respectively</td>
</tr>
<tr>
<td>( \overline{D}_i )</td>
<td>Fuzzy demand of customer i. A Triangular Fuzzy Number membership function is assumed.</td>
</tr>
</tbody>
</table>
| \( \mu_{D_i}(x) = \begin{cases} 
0 & \text{if } x \leq D_i^- \\
\frac{x-D_i^-}{D_i^0-D_i^-} & \text{if } D_i^- \leq x \leq D_i^0 \\
\frac{D_i^+ - x}{D_i^+ - D_i^0} & \text{if } D_i^0 \leq x \leq D_i^+ \\
0 & \text{if } x \geq D_i^+ 
\end{cases} \) |
| \( \overline{U}_j \) | Fuzzy capacity of warehouse j. A decreasing linear membership function is assumed |
| \( \mu_{U_j}(x) = \begin{cases} 
1 & \text{if } x \leq U_j^- \\
\frac{U_j^+ - x}{U_j^+ - U_j^-} & \text{if } U_j^- \leq x \leq U_j^+ \\
0 & \text{if } x \geq U_j^+ 
\end{cases} \) |
| \( \overline{L}_j \) | Fuzzy minimum flow of warehouse j. An increasing linear membership function is assumed (with parameter \( L_j^+ << U_j^- \)). |
| \( \mu_{L_j}(x) = \begin{cases} 
0 & \text{if } x \leq L_j^- \\
\frac{x-L_j^-}{L_j^+ - L_j^-} & \text{if } L_j^- \leq x \leq L_j^+ \\
1 & \text{if } x \geq L_j^+ 
\end{cases} \) |
| \( f_j \) | Fixed cost of warehouse j |
| \( c_{ji} \) | Unit transport cost between warehouse j and customer i |
| \( \hat{c}_j \) | Unit transport cost between central plant and customer i |
| \( \hat{c}_j \) | Unit transport cost between central plant and warehouse j |
| \( e_{ji} \) | Unit GHG emissions factor for transport between warehouse j and customer i |
| \( \hat{e}_i \) | Unit GHG emissions factor for transport between central plant and customer i |
| \( \hat{e}_j \) | Unit GHG emissions factor for transport between central plant and warehouse j |
| \( t_{ji} \) | Distance between warehouse j and customer i |
| \( \hat{t}_i \) | Distance between central plant and customer i |
| \( \hat{t}_j \) | Distance between central plant and warehouse j |
| \( x_{ji} \) | Amount of product shipped from warehouse j to customer i \( \in I(j) \) |
| \( \hat{x}_i \) | Amount of product shipped from central plant to customer |
| \( y_j \) | Amount of product shipped from central plant to warehouse j |
tion $j$ only a subset of customers $I(j)$ can be served. The distance, unit transport cost and unit GHG emissions factors from each warehouse location to each customer $i \in I(j)$ are given.

The membership function of the demand of each customer $i$ is given by a Triangular Fuzzy Number (TFN) with parameters $\left( D_i^{-}, D_i^{0}, D_i^{+} \right)$. Each warehouse has a capacity, i.e. an upper bound on the flow of goods that it can convey from the central plant to its allocated customers. The membership function of the capacity of warehouse $j$ is given by a linear decreasing function with parameters $\left( U_j^{+}, U_j^{-} \right)$. Each warehouse also has a lower bound on the flow that it should handle in case it is selected. This minimum flow is imposed to guarantee an economic operation of the warehouse. The membership function of the minimum flow of warehouse $j$ is given by a linear increasing function with parameters $\left( L_j^{-}, L_j^{+} \right)$.

The proposed bicriteria optimization model consist in the minimization of both cost and GHG emissions:

$$\begin{align*}
\text{Min} & \quad \sum_j f_j y_j + \sum_{i \in I(j)} \tilde{c}_{ij} \tilde{x}_{ij} + \sum_{j \in I(j)} \left( \tilde{c}_{ij} \tilde{x}_{ij} + c_{ij} t_{ij} \right) \times \tilde{x}_{ij} \\
\text{subject to} & \quad \sum_{j \in I(j)} \tilde{x}_{ij} = \tilde{D}_i \quad \forall i \in \tilde{I} \\
& \quad \sum_{j \in I(j)} x_{ij} = \tilde{D}_i \quad \forall i \notin \tilde{I} \\
& \quad \tilde{L}_j y_j \leq \sum_{i \in I(j)} x_{ji} \leq \tilde{U}_j y_j \\
& \quad \tilde{x}_{ij} \geq 0 \quad \forall i \in \tilde{I} \quad \tilde{x}_{ij} \geq 0 \quad \forall j \in I(j) \quad y_j \in [0,1] \quad \forall j
\end{align*}$$

In order to solve this model, a Fuzzy Multiobjective Optimization approach based on the additive model of Tiwari [4] is proposed. Thus, the new objective function, to be maximized, will be the sum of the membership functions of the fuzzy constraints and of the two objective functions. The latter are fuzzified using decreasing linear membership functions, between the thresholds $(C^-, C^+)$ and $(E^-, E^+)$, respectively. These total cost and total emissions thresholds are evaluated in the following way. For $C^-$, model (1),(3)-(5) is solved maximizing transportation costs and assuming all the potential warehouses are closed. Let $\Psi$ be the resulting maximum transportation cost, then $C^-=\Psi+\Sigma \xi$.

For the calculation of $C^-$, model (1),(3)-(5) is solved minimizing transportation costs and assuming that all the warehouses are open. Let $\Psi'$ be the resulting minimum transportation cost, then $C^-'=\Psi'-\Sigma \xi$. For the calculation of $E^-$, model (2)-(5) is solved maximizing total emissions and assuming that all the warehouses are closed. Finally, for calculating $E^-$, model (2)-(5) is solved minimizing total emissions and assuming that all the warehouses open.

We assume that both objectives (minimizing total costs and total emissions) are equally important. As regards the constraints we shall request that their membership function values should be higher than a lower bound $\mu_{\min}$ (see [5]). The model to solve is, thus, the following

$$\begin{align*}
\text{Max} & \quad \lambda_1 + \lambda_2 \\
\text{subject to} & \quad C = \sum_j f_j y_j + \sum_{i \in I(j)} \tilde{c}_{ij} \tilde{x}_{ij} + \sum_{j \in I(j)} \left( \tilde{c}_{ij} \tilde{x}_{ij} + c_{ij} t_{ij} \right) \times \tilde{x}_{ij} \\
& \quad E = \sum_{i \in I(j)} \tilde{c}_{ij} \tilde{x}_{ij} + \sum_{j \in I(j)} \left( \tilde{c}_{ij} \tilde{x}_{ij} + c_{ij} t_{ij} \right) \times \tilde{x}_{ij} \\
& \quad \lambda_1 \leq \frac{C^+ - C}{C^+ - C^-} \\
& \quad \lambda_2 \leq \frac{E^+ - E}{E^+ - E^-} \\
& \quad D_i^- + \mu (D_i^0 - D_i^-) \leq \tilde{x}_{ij} + \sum_{j \in I(j)} x_{ji} \leq D_i^+ - \mu (D_i^0 - D_i^+) \quad \forall i \in \tilde{I} \\
& \quad D_j^- + \mu (D_j^0 - D_j^-) \leq \sum_{i \in I(j)} x_{ji} \leq D_j^+ - \mu (D_j^0 - D_j^+) \quad \forall j \in \tilde{I} \\
& \quad U_j^+ - \sum_{i \in I(j)} x_{ji} \leq \tilde{y}_j \quad \forall j \\
& \quad \mu \times y_j \leq \sum_{i \in I(j)} x_{ji} - L_j^- \leq \tilde{U}_j y_j \quad \forall j \\
& \quad \sum_{i \in I(j)} x_{ji} \leq \tilde{U}_j y_j \quad \forall j
\end{align*}$$

$$\begin{align*}
\text{IV. Solution Procedure} \\
\text{In order to solve the above model a Genetic Algorithm (GA) will be used. The GA explores which warehouses are to be opened (binary variables $y_j$) and, for each individual, a Linear Programming (LP) solver is used to compute the corresponding fitness function selecting is the best customer allocation, using model (6)-(14) with variables $y_j$ fixed (see Fig. 2). Note that, in principle, not every subset of warehouses is feasible, i.e., there is not always enough demand in the area of influence of the warehouses $I(j)$ to cover the minimum flow required to open the facilities as per constraints (12'). Therefore, a check needs to be done previous to calling the optimization software that solves the LP model. In case the candidate warehouses to be opened are seen to lead to an infeasible solution, changes in the
\end{align*}$$
warehouses subset are made until it can be assured that the LP optimization software will return a feasible solution. This can be seen as a repair operator, which is one of the possible ways of handling constraints in GA.

Since the solution space explored by the GA corresponds to binary variables \( y \), a binary codification of the solution is used, i.e. each chromosome is just a vector of as many components as potential warehouse locations. Each component encode whether a warehouse is open or not. In order to assign a fitness value to an individual a linear solver is used to solve model (6)-(14) also obtaining the complete specification of the solution, including the flows between the central plant and the open warehouses and from these to their allocated customers.

About the crossover and mutation operators, standard binary coding operators have been used, namely the 1-point crossover (IX crossover) and the bitwise mutation. Fitness-proportional selection (i.e. roulette wheel) is used to choose the individuals to cross over. A generational GA is used with a maximum number of generations. An additional stopping criterion consists in a limit on the number of generations without improving the best solution found.

As regards the implementation of the GA, an efficient parallel Python code has been programmed. Although the details of the parallelization strategy is out of the scope of this paper, let us just say that parallel python allows for calculating in parallel of the fitness of all the individuals in initial population as well as of the new individuals created in each generation.

V. COMPUTATIONAL EXPERIMENTS AND RESULTS

For testing the good performance of the proposed approach, we have created a testbed of instances, each one with a 7x7 square grid of potential warehouses locations and with the central plant in the middle of the grid. The size of each of the grid cells is 100 km×100 km. The data were created in such a way that we have a clue about which could be the best possible solution, and them we shall check if our procedure is able to find a solution at least as good as that. With that purpose, customers were created locating them around a specific warehouse, forming a kind of cluster. Thus, for example, Fig. 2 shows an instance with four clusters of customers generated around four chosen warehouses. An additional cluster of customers, not in the vicinity of the four chosen warehouses, is also generated, with the expectation that these customers will likely be allocated to the central plant.

Two sets of 20 instances each were created. In the first set 2 warehouses are opened and 4 in the other 4. Therefore, 40 instances were solved and compared with the corresponding a priori “cluster” solution.

For each of the N selected warehouses, a set of \((500/N)-4/5\) clients in a radius distance of 125 km, all with the same demand, are randomly generated. The other fifth of the warehouse customers were generated out of that neighborhood. Note that there is always a feasible solution since we assume that the central facility can always deliver goods to any client (although at a higher cost). Capacity is assigned to each warehouse in such a way that the defined solution is feasible.

For the two types of vehicles (trucks and vans) cost and emission factors are shown in Table II and include the corresponding corrections to deal with non-full truckloads. The emission factors used correspond to those computed by the LIPASTO model developed by the Technical Research Centre of Finland (VTT) ([6]).

For the GA a population size of 100 was used, mutation probability was set to 0.001, maximum number of generations was 100 but stopping before reaching that limit if 10 generations pass without improving the best solution found.

Comparing the results obtained with the clustered solution from which the instance customer data were generated, it can be seen in Fig. 3 that the GA procedure has been suc-
successful in 27 out of the 40 instances (two thirds of the cases) location the warehouses according to the corresponding a priori clustered solution considered. Overall, the fitness of the GA solution (measured by $\lambda_1 + \lambda_2$) is 2.2% below that of the a priori clustered solution. Note that as the problem complexity increases (as the number of clusters in the instance increases), it occurs more often (0% in the case of two clusters, 45% in 4 clusters case) that the GA does not find the a priori clustered solution. Different ways to compensate this effect are being studied to make the GA more robust.

### VI. CONCLUSIONS

This research has proposed a new network design approach that aims not only at cost minimization but also at minimizing GHG emissions from goods transportation. This second objective function will contribute to the sustainability of logistics operations. The decision variables are the selection of the warehouse location (from a set of discrete potential locations) and the allocation of customers to the selected warehouses.

A fuzzy bicriteria optimization model for solving the problem has been formulated and a GA solution procedure has been implemented. The GA explores the space of solutions corresponding to the selection of warehouses to open. A binary codification has been used so that if a potential location is opened the corresponding gene is one and zero otherwise. Standard crossover and mutation operator are used. Since there are both lower and upper bounds on the capacity of the open warehouses, a repair mechanism is needed to guarantee that these constraints hold and that the individual whose fitness is to be evaluated leads to a feasible solution.

A set of experiments have been carried out to check the performance of the procedure, using some instances for which a good reference solution is known a priori. The results indicate that the proposed approach generally finds (or gets close to) this reference solution.
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Abstract—This paper describes an efficient exact algorithm to solve Preemptive Resource Constrained Project Scheduling Problem (Preemptive RCPSP). We propose a very original and efficient branch and bound procedure based upon minimal interval order enumeration, which involves column generation as well as constraint propagation and which is implemented with the help of the generic SCIP software. We perform tests on the famous PSPLIB instances which provide very satisfactory results. To the best of our knowledge it is the first algorithm able to solve at optimality all the set of 30 instances of PSPLIB in a preemptive way. Moreover, this algorithm allows us to update several best known lower bounds for the j60, j90 and j120 instances of PSPLIB.

I. INTRODUCTION

This paper deals with the Preemptive Resource Constrained Project Scheduling Problem (RCPSP: see [1], [2]). RCPSP aims at scheduling a set of activities, submitted to precedence and resource constraints, while minimizing the induced makespan (total duration of the project) value. The precedence constraints mean that some activities must be completed before others can start. The resource constraints specify that each activity requires constant amounts of renewable resources during all the time it is processed, these resources having limited capacities. This problem has been extensively studied in its non preemptive version ([3], [4]), which means that every activity has to be run as a whole, without any kind of interruption. There exist several variants of RCPSP (see [5], [6] for recent surveys). We talk about Preemptive RCPSP when an activity may be run in several steps: one may launch such an activity, interrupt it, keep on with this activity a little further, and so on. There exists few works on Preemptive RCPSP: [7] developed a branch and bound algorithm, [8] proposed a tree search procedure augmented with pruning rules (best-first tree search), [9] proposed an integer linear program which add preemption penalties, [10] and [11] dealt with preemption in an heuristic way and [12] designed a genetic algorithm for multi mode Preemptive RCPSP.

For the sake of simplicity, authors often assume that all processing times are integral and that preemption only occurs at integer valued dates. Still, one easily checks that such a hypothesis is very restrictive, and only allows to get an approximation of the optimal value of the problem. In this paper, we consider the problem under its most general form and suppose that preemption is allowed for all activities and may occur at arbitrary rational dates, and that no penalties are related to preemption.

Our approach is a Branch and Bound one which involves constraint propagation, as well as the management of specific rational Antichain linear program whose variables are associated with subsets of activities which may be simultaneously processed during the schedule. This LP, which was first introduced by [13], provides us with a lower bound of both Preemptive and Non Preemptive RCPSP. But dealing with it requires implementing a pricing or column generation scheme. It was proved in [14] that if the input RCPSP instance satisfies some ad hoc properties, then any optimal solution of the Antichain linear program may be turned into a feasible optimal schedule, without any increase of the makespan value. What we do here is to use this property in order to perform a tree search which may be viewed as being embedded into the enumeration process of all minimal extensions of the precedence relation which define interval orders. The resulting process happens to be very efficient, since it is able to solve in an exact way all 30 activity instances of the PSPLIB library, and to improve best existing lower bounds for several 60/120 activity instances of this library.

So the paper is organized as follows: we first recall what is Preemptive RCSPS (Section II), and next introduce the theoretical tools related to the Antichain LP and to interval orders (Section III), which will provide us with the basis of our algorithmic approach. Section IV describes the algorithm INT-ORD-ENUM and its implementation, and Section V is devoted to a presentation of experimental results.

II. PREEMPTIVE RCPSP

An instance \( I = (X, K, \prec) \) of the Resource Constrained Project Scheduling Problem is defined by:

- A set \( X = \{1,...,n\} \) of \( n \) activities: \( \forall i \in X, d_i \) denotes the duration of activity \( i \);
- A set \( K = \{1,...,m\} \) of \( m \) resources: \( \forall i \in X, \forall k \in K, r_{ik} \) denotes the requirement of activity \( i \) for resource \( k \);
- those resources are given back to the system once the activity is over.
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• ∀ \((ij) \in X^2, i < < j\) means that \(i\) precedes \(j\): activity \(j\) cannot start before \(i\) is over (Precedence constraints).

In the case of Non Preemptive RCPSP, scheduling only means computing the starting times \(t_i, i \in X\) of the activities.

A schedule \(\sigma = (t_i, i \in X)\) is feasible if it satisfies:
- the Precedence constraints;
- the Resource constraints: at any time \(t\) during the process, and for any resource \(k\), the sum \(\sum_{a \in X_k} d_a\) does not exceed the global resource amount \(R_k\).

\(\sigma\) is associated with the set \(A(\sigma, I) = \{i\) such that \(t_i < t < t_i + d_i\}\) denoting the set of the activities currently run at time \(t\) according to schedule \(\sigma\).

So, solving Non Preemptive RCPSP means computing \(\sigma\) with a minimal makespan (total duration of the process).

In case preemption is allowed, scheduling an activity means first decomposing \(i\) into a sequence of sub-activities \(i_1, \ldots, i_{h(i)}\) with durations \(d_{i_1}, \ldots, d_{i_{h(i)}}\) such that: \(\sum_{a \in X_k} d_a = d_i\), and next scheduling all these sub-activities in the sense of standard RCPSP. Since there does not exist any "a priori" restriction either on the number of sub-activities or on their durations, which may be arbitrarily small, the existence of an optimal solution of Preemptive RCPSP has to be discussed.

### III. FUNDAMENTAL TOOLS

#### A. The Antichain Linear Program: A Lower Bound

Let \(I = (X, K, \ll\ll)\) be some Preemptive RCPSP instance, defined according to notations of Section II. We suppose (we clearly may do it) that precedence relation \(\ll\ll\) is transitive. Then we define an antichain as being any subset \(a\) of \(X\) such that there does not exist \((ij)\in a\) such that \(i \ll j\).

So we say that such an antichain is valid if: \(\forall k \in K, \sum_{a \in a} r_k \leq R_k\). It comes that a subset \(a \subseteq X\) of activities is a valid antichain iff activities in \(a\) may be simultaneously run inside some feasible schedule. We denote by \(A\) the set of all valid antichains.

Then we become able to set the following linear program, which we call Antichain Linear Program associated with Preemptive RCPSP instance \(I = (X, K, \ll\ll)\), which was already introduced in [13, 14], and which we denote by \((P)_{ant}\).

\[
\begin{align*}
\text{Minimize} & \quad \sum_{a \in A} z_a \\
\text{Subject to} & \quad \forall i \in X, \quad \sum_{a \in A : i \in a} z_a = d_i \\
& \quad \forall a \in A, \quad z_a \geq 0
\end{align*}
\]

\((P)_{ant}\)

Explanation: if \(\sigma\) is any feasible schedule related to instance \(I\), we may associate with \(\sigma\) and with any valid antichain \(a\), the total amount of time \(\tau(\sigma, a)\) during which the activities which are simultaneously run according to \(\sigma\) are exactly the activities of \(a\). Then we see that \(\tau(\sigma) = (\tau(\sigma, a), a \in A)\) is a feasible solution of \((P)_{ant}\) since constraints \((C1)\) express the fact that any activity \(i\) has to be completely done, or, equivalently, that the duration of all antichains containing \(i\) must be equal to the duration of \(i\). It comes that the optimal value of \((P)_{ant}\) provides us with a lower bound of the optimal value of \(I\), which we denote by \(LB(I)\).

#### B. Dealing with \((P)_{ant}\): Column generation

Since the set \(A\) may be very large, even when the activity set \(X\) is small, we need to handle the Antichain LP \((P)_{ant}\) through column generation. Column generation is an usual technique to solve a LP which contains an exponential number of variables. It consists in initializing this LP with a few number of active variables (which may be obtained from application of some heuristic), and then in iteratively solving the restricted problem at optimality and using the dual variables to generate a new improving primal variable. The search for this improving primal variable is called the related Pricing Problem. The new variable is added to the restricted problem and the process goes on until no improving variable can be found: then the solution of the restricted problem is the optimal solution. When this technique is associated to a Branch and Bound process (usually for integer formulation) it gives rise to a Branch and Price process. In our case, let us consider some active antichain subset \(B \subseteq \mathcal{A}\), together with some dual solution \(\lambda\) of the restricted LP \((P)^B_{ant}\) defined by (we suppose that \(B\) is such that this program admits a feasible solution):

\[
\begin{align*}
\text{Minimize} & \quad \sum_{i \in B} z_i \\
\text{Subject to} & \quad \forall i \in X, \quad \sum_{a \in \mathcal{A} : i \in a} z_a = d_i \\
& \quad \forall a \in B, \quad z_a \geq 0
\end{align*}
\]

Then solving the related pricing problem \(PRICE(\lambda)\) means computing some valid antichain \(a\) such that:

\[\sum_{i \in a} \lambda_i > 1\]

Though this problem is NP-Complete, it may be efficiently handled through a combination of greedy search and Integer Linear Programming (ILP). A well-fitted LP formulation of the \(PRICE(\lambda)\) problem comes as follows:

\[
\begin{align*}
\text{Maximize} & \quad \sum_{a \in \mathcal{A}} \lambda_a y_a \\
\text{Subject to} & \quad \forall (ij) \in X^2, i \ll j, \quad y_i + y_j \leq 1 \\
\text{L-PRICE(\lambda)} & \quad \forall i \in X, y_i \in \{0,1\}
\end{align*}
\]

#### C. Turning a Solution of \((P)_{ant}\) into a Feasible Schedule

Unfortunately, Linear Program \((P)_{ant}\) only provides us with a lower bound of Preemptive RCPSP instance \(I\): if vector \(z = (z_a, a \in \mathcal{A})\) is a feasible solution of \((P)_{ant}\), it may not be possible to turn it into a feasible solution of \(I\). As a matter of fact, we may provide the valid antichain set \(A\) with an oriented graph structure \((\mathcal{A}, E_{\infty})\) by setting that there exists an arc \((a, b) \in E_{\infty}\) from antichain \(a\) to antichain \(b\), if there exist activities \(i \in a\) and \(j \in b\) such that \(i \ll j\).

Then we easily check that:

**Theorem 1:** Let \(z\) be some feasible solution of \((P)_{ant}\) and \(\mathcal{A}(z) \subseteq \mathcal{A}\) be the set \(\mathcal{A}(z) = \{a \in \mathcal{A} \mid \text{such that } z_a \neq 0\}\) of active...
antichains according to \( z \). Then there exists a feasible schedule \( \sigma \) such that \( z = z(\sigma) \) if and only if the subgraph \((A(z), E_{\sim})\) does not contain any circuit.

**Proof:** Left to the reader.

Still, we may notice that program \((P)_{\text{ext}}\) provides us with additional understanding of Preemptive RCPSP: if \( \sigma \) is any feasible Preemptive RCPSP schedule, if \( z(\sigma) = z(\sigma_a), a \in A \) is the related solution of \((P)_{\text{ext}}\), and if \( A(z(\sigma)) \) is the related active antichain set, then one sees that solving the restricted linear program \((P)^{\text{ext}}_{\text{act}}\) through Primal Simplex Algorithm provides us with another feasible schedule \( \sigma^* \) with makespan no larger than the makespan of \( \sigma \). Moreover, Linear Programming Theory tells us that the number of active antichains related to \( \sigma^* \), that means the cardinality of \( A(z(\sigma^*)) \) does not exceed the number of constraints of \((P)^{\text{ext}}_{\text{act}}\), which is equal to the cardinality of the activity set \( X \). This makes appear Preemptive RCPSP as a combinatorial problem related to the search of some acyclic subgraph \((B, E_{\sim})\) of the antichain graph \((A, E_{\sim})\), such that:

- \( \text{Card}(B) \leq \text{Card}(X) \);
- The optimal value of the program \((P)^{\text{ext}}_{\text{act}}\) is minimal.

This confirms the existence of an optimal solution.

Also, we may notice that no activity which is not in the set \( \text{Min}(X) \) of the activities which are minimal in the sense of the precedence relation \( \prec \), may start before the time when at least one activity in \( \text{Min}(X) \) is completed. We deduce that the lower bound which derives from the resolution of the \((P)^{\text{ext}}_{\text{act}}\) program may be improved by adding the following constraint to \((P)^{\text{ext}}_{\text{act}}\):

\[
\sum_{A_{\text{Min}}, \ z \geq \text{Inf}(d_x, i \in \text{Min}(X)), \text{ with } A_{\text{Min}} = \{a \in A, \text{ such that } a \subseteq \text{Min}(X)\}} \]

We denote by \( LB^*(I) \) this improved lower bound.

**D. Interval Orders**

A partially ordered set \((Z, \prec)\) is an interval order if the elements \( z \) of \( Z \) may be represented as closed intervals \([o(z), \ d(z)]\) of the real line, in such way that, for any pair \( z, z' \) in \( Z \):

- \( z < z' \) if and only if \( d(z) < o(z') \).

It is known (see [20]), that the partially ordered set \((Z, \prec)\) is an interval order if and only if there does not exist \( x, y, z, t \in Z \) such that:

- \( x < y \) and \( t < z \);

- there does not exist any pair \( u < v \) with \( u, v \in \{x, y, z, t\} \) than the pairs in (C4) above.

Figure 1 below shows the forbidden pattern associated with interval orders:

![Interval order forbidden pattern](image)

If we consider now our Preemptive RCPSP instance \( I = (X, K, \ll) \), we see that:

**Theorem 2:** If the partial order \((X, \ll)\) is an interval order, then the oriented antichain graph \((A, E_{\sim})\) is acyclic (does not contain any circuit).

**Proof:** We suppose the converse, and consider some circuit \( \Gamma \) in \((A, E_{\sim})\) with minimal length. Then we must distinguish two cases:

- **first case:** \( \text{Length}(\Gamma) = 2 \), which means that \( \Gamma \) contains two antichains \( a \) and \( b \). Then we see that there must exist \( i_1, j_1 \in a, i_2, j_2 \in b \) such that \( i_1 \ll j_1 \) and \( i_2 \ll j_2 \). Then it becomes easy to check that \( i_1, j_1, i_2, j_2 \) define a forbidden pattern in the above sense, which induces a contradiction.

- **second case:** \( \text{Length}(\Gamma) \geq 3 \), which means that \( \Gamma \) contains 3 consecutive antichains \( a, b, c \), and that there must exist \( x, y, z, t \in c \), such that \( x \ll y \) and \( z \ll t \). But we also deduce from the minimality of \( \text{Length}(\Gamma) \) and from the fact that \( a, b, c \) are antichains that \( x, y, z, t \) must define a forbidden pattern in the above sense, which induces again a contradiction. **End-Proof.**

This result will impact in a very significant way the design of the algorithm which will be presented in the next section. Clearly, if \( \sigma \) is a feasible schedule for the Preemptive RCPSP instance \( I = (X, K, \ll) \), it is possible to extend the precedence relation \( \prec \) into an interval order \( \ll_{\prec} \) in such a way \( \sigma \) remains consistent with \( \ll_{\prec} \). In order to do it, we only need to set, for any activity pair \( i, j \) in \( X \):

- \( i \ll j \) iff \( \text{End-Time}(i) \leq \text{Start-Time}(j) \).

Putting this last remark and Theorem 2 together makes appear that we only need, in order to deal with the Preemptive RCPSP instance \( I \), to enumerate the extensions \( \ll^* \) of the order relation \( \ll \) which are interval orders. As a matter of fact, we may restrict ourselves to those extensions \( \ll^* \) which are minimal for inclusion, that means which are such that there does not exist any extension \( \ll' \) of \( \ll \) which is an interval order and which is such that: \( \ll' \subset \ll^* \) and \( \ll^* \neq \ll' \).

So, next section is devoted to an accurate description of the way this enumeration process is performed.

**IV. THE BRANCH/BOUND ALGORITHM INT-ORD-ENUM**

**A. A Reformulation of Preemptive RCPSP Instance I**

Sections II and III lead us to reformulate Preemptive RCPSP instance \( I = (X, K, \ll) \) as follows:

**Preemptive RCPSP Reformulation:** Compute an extension \( \ll^* \) of the precedence relation \( \ll \) which is an interval order and which is such that, if \( z^* \) is an optimal solution of the related LP \((P)_{\text{ext}}\), obtained through Primal Simplex Algorithm and column generation, the optimal value \( 1.z^* \) is the smallest possible.

**Remark:** Clearly, program \((P)_{\text{ext}}\) must be understood here with respect to \( \ll^* \) to and the related Antichain set \( A^* \subseteq A \).

So, our algorithm INT-ORD-ENUM is a Branch/Bound algorithm, which performs some enumeration of the exten-
sions $\ll^*$ of $\ll$. We must now specify the main components of such a tree search process, which are about:
- the extensions of Preemptive RCPSP instance $I = (X, K, \ll)$ which define the nodes of the related search tree;
- the way branching is performed;
- the way bounding and related filtering are performed;
- the way constraint propagation is performed;
- the branching strategy;
- the way the whole algorithm is implemented.

**B. The Nodes of the INT-ORD-ENUM Search Tree**

A node of the search tree induced by a branch/bound algorithm is usually defined by a set of additional constraints imposed to the initial problem. In the case of the Preemptive RCPSP instance $I = (X, K, \ll)$, those constraints are:
- additional precedence constraints $i \ll j$;
- anti-precedence constraints $i \rightarrow\ll j$.

So, we may identify any node of the search tree with a pair $(Add_\ll, Add_\rightarrow\ll)$, where $Add_\ll$ and $Add_\rightarrow\ll$ are respectively the sets of additional precedence constraints and anti-precedence constraints which constrain $\ll^*$ as follows:
- $(\ll^* \cup Add_\ll) \subseteq \ll^*$;
- $(Add_\ll \cap \ll^*) = \text{Nil}$.

**Explanation of the anti-precedence constraints:** it must be understood that those constraints have sense only with respect to the reformulation of subsection IV.A. That means that they are not going to play any role either with respect to an eventual feasible schedule or with respect to the program $(P)_{\text{best}}$, but that they only will impact the way additional precedence constraints may be added to the initial ones.

Clearly, if current order relation happens to define an interval order, the related node is a terminal node (a leaf).

**C. The Branching Mechanism**

If current precedence relation, which is managed in such a way it always remains transitive, is not an interval order, then it must contain some forbidden pattern $i_1, j_1, j_2, j_3$:
- $i_1 \ll j_1$ and $i_2 \ll j_2$;  
  \((C5)\)
- no other pair $u \ll v$ exists with $u, v \in \{i_1, i_2, j_2, j_3\}$
  \text{than the pairs in (C5) above.}

This forbidden pattern allows us to perform a binary branching process by successively considering the 2 following alternatives:
- 1 th alternative (1 th son): insert $i_1 \ll j_1$ into $Add_\ll$;
- 2 th alternative (2 th son): insert $i_2 \ll j_2$ into $Add_\ll$ and insert $i_3 \rightarrow\ll j_3$ into $Add_\rightarrow\ll$.

**D. Lower Bound, Upper Bound and Related Filtering**

**Lower Bound:** The lower bound which derives from a current node defined by a pair $(Add_\ll, Add_\rightarrow\ll)$, is provided by the optimal value of the program $(P)_{\text{best}}$, where valid antichains are considered as deriving from $(\ll^* \cup Add_\ll)$. This problem is handled through column generation, as explained in Section III.C, and the Pricing problem $\text{PRICE}(\lambda)$ is handled while using the ILP model of Section III.C. Every column which has been generated at some time during the process is kept into memory.

**Upper Bound:** Also, we make in such a way that we are provided, as part of a pretreatment, with an initial upper bound $UB$: in order to get this initial upper bound, we apply to instance $I$, a greedy randomized algorithm designed for the Non Preemptive RCPSP (see [19]) and which, in case of 30 activity PSPLIB instances, approximates the optimal Non Preemptive RCPSP optimal value by less than 2% in average. Of course, $UB$ is updated as soon as some feasible solution is computed by the INT-ORD-ENUM search process.

**Related Filtering:** Of course, if the optimal solution $z^*$ of LP $(P)_{\text{best}}$, is such that the subgraph $(A(z^*), E_{\ll})$ does not admit any circuit, we consider that we have been reaching some terminal node of the search tree. In case related value $1.z^*$ is smaller than the value of the current solution (current upper bound $UB$ of the forthcoming section IV.E), we update this current solution as a feasible schedule $\sigma$ such that $z^* = z^*(\sigma)$. We notice that it is sufficient to consider the subgraph $(A(z^*), E_{\ll})$ as defined with respect to initial precedence relation $\ll$, since our goal is to make possible turning a solution of $(P)_{\text{best}}$, into a feasible schedule in the sense of initial precedence relation $\ll$.

**E. Constraint Propagation**

We apply several kind of inference rules $\alpha \models \beta$, whose semantics come as follows:
- $\alpha$ (precondition part) denotes constraints which are already associated with current node $S$ of the three search;
- $\beta$ (consequent part) denotes the additional relations which have to inserted into sets $Add_\ll$ and $Add_\rightarrow\ll$.

The first class of rules deals with transitivity, and makes in such a way that, at any time during the process, current relation $\ll^* = (\ll^* \cup Add_\ll)$ remains transitive:
- Rule 1: \[ i \ll^* j, z \ll^* i \models z \ll^* j; \]
- Rule 1’: \[ i \ll^* j, z \ll^* i \models z \ll^* z; \]
Of course, any relation $i \ll^* j$ induces a Failure signal. The second one deals in a classical way with largest paths and current upper bound $UB$. We add two dummy activities: $s$ (source) and $p$ (sink) defined as usual and, at every time
during the process, we are provided, for every activity \(i\), with:
- \(\pi(i) = \) earliest finish time for \(i\), which means the length of a largest path from \(s\) to \(i\);
- \(\Pi(i)\) = the length of the largest path between the beginning of \(i\) and \(p\); \(\Pi(i) = UB - LS(i)\) where \(LS(i)\) is the latest starting time for \(i\).

Doing this allows us to implement the following classical inference rules, which tend to keep the current precedence relation \(<< \cup \text{Add}_c\) from inducing the existence of a largest path with length \(\geq UB\):

- **Rule 2**: \(\pi(i) = \alpha, i << * y \text{ and } \alpha + d, > \pi(y) = \alpha + d;\)
- **Rule 2’**: \(\Pi(i) = \alpha, y << * i \text{ and } \alpha + d, > \Pi(y) = \alpha + d;\)

Rules 2 and 2’ update values \(\pi(y)\) and \(\Pi(y)\), \(y \in X\), as soon as necessary. Of course, the existence of any path with length \(\geq UB\) induces a Failure signal.

- **Rule 3**: \(\pi(i) = \alpha, \alpha + \Pi(i) > UB \Rightarrow y \rightarrow i;\)
- **Rule 3’**: \(\Pi(i) = \alpha, \alpha + \pi(y) > UB \Rightarrow y \rightarrow i;\)

Rules 3 and 3’ forbid any additional precedence relation which would induce the existence of a largest path with length \(\geq UB\) to be inserted into \(\text{Add}_c\).

- **Rule 4**: \(\pi(i) = \alpha, UB - \Pi(y) + d, \leq \alpha - d, \leq \pi(y) \leq * i;\)
- **Rule 4’**: \(\Pi(i) = \alpha, UB - \alpha + d, \leq \pi(y) - d, \leq i \leq * y;\)

Rules 4 and 4’ insert into \(\text{Add}_c\), additional precedence relations which should be satisfied in any schedule with makespan no more than \(UB\).

The last class of rules deals with the forbidden patterns of Section III,D, and aims at keeping current relation \(<< \cup \text{Add}_c\) from containing any such a pattern:

- **Rule 5**: \(i << * j, z << * t \text{ and } z \rightarrow j \Rightarrow i \rightarrow * t;\)
- **Rule 5’**: \(i << * j, i << * z \text{ and } i \rightarrow j \Rightarrow z \rightarrow * t;\)
- **Rule 6**: \(i \rightarrow * j, i << * z \text{ and } t \rightarrow j \Rightarrow z \rightarrow * t;\)
- **Rule 6’**: \(i \rightarrow j, i << * z \text{ and } z \rightarrow j \Rightarrow t \rightarrow * j;\)

We see here the true role of constraints \(i \rightarrow j\), which help us in inserting additional precedence constraints into the \(\text{Add}_c\) set, with a strong impact on the antichain set \(A^*\) and on the optimal value of the related linear program (P)opt. Of course, any time such a pattern appears, it induces a Failure signal.

**F. Branching Strategy**

We described in IV.B the Branching mechanism, which relies on the extraction of some forbidden pattern \(i_1, j_1, i_2, j_2\):
- \(i_1 << j_1 \text{ and } i_2 << j_2;\) (C5)
- no other pair \(u << v\) exists with \(u, v \in \{i_1, i_2, j_1, j_2\}\) than the pairs in (C5) above.

Since it is known that the way branching parameters are chosen is a critical issue as soon as Branch/bound and constraint propagation are performed. So we must now specify the strategy which is used here in order to compute a well-fitted 4-uple \(i_1, j_1, i_2, j_2\).

As a matter of fact, we apply here the well-known “most constraint variable” principle, and focus on the shortest circuits of the subgraph \((A(z^*), E_{\text{red}})\) and on the antichains in \((A(z^*), E_{\text{red}})\) which are the most involved in those circuits.

As told in Section IV.D, branching has to be performed only if there exists some circuit in the subgraph \((A(z^*), E_{\text{red}})\), where \(z^*\) is the optimal solution of the LP (P)opt, solved after constraint propagation has been performed. Then we distinguish two cases:

- **First case**: there exists a circuit with length 2. In such a case, circuits with length 2 define in a natural way a non oriented graph \((A(z^*), F)\) on the set \(A(z^*):\) two antichains \(a, a’\) in \((A(z^*), E_{\text{red}})\) define an edge of this graph if they also define a circuit of the oriented graph \((A(z^*), E_{\text{red}})\). We consider an antichain \(a_0\) which is with maximal degree \(D_{\text{f}}(a_0)\) in the graph \((A(z^*), F)\), together with some antichain \(a_{\text{red}},\) with maximal degree \(D_{\text{f}}(a_{\text{red}})\) among the \(F\)-neighbours of \(a_0\). Then we derive the forbidden pattern \(i_1, j_1, i_2, j_2,\) according to the proof of Theorem 2 in Section III.D and to Figure 3 (a).

- **Second case**: there does not exist any circuit with length 2. Then we compute the largest strongly connected component \(A_0\) of the oriented graph \((A(z^*), E_{\text{red}})\), together with the antichain \(a_0\), which is such that:
  - There exists at least one pair \(a_1, a_2\) such that \((a_1, a_0)\) and \((a_0, a_2)\) are in the arc set \(E_{\text{red}}\), while \((a_1, a_2)\) \(\not\in E_{\text{red}};\)
  - The sum \(D_{\text{f}}(a_0) + D_{\text{f}}(a_{\text{red}})\) of the inner and outer degrees of \(a_0\) in the subgraph \((A_0, E_{\text{red}})\) induced from by \(A_0\) is maximal.

Finally, we compute some circuit \(\Gamma\) which contains \(a_0\) as well as \(a_1, a_2\) above and which is with minimal length, and we derive the forbidden pattern \(i_1, j_1, i_2, j_2,\) according to the proof of Theorem 2 in Section III.D and to Figure 3 (b).

![Fig. 3: Extracting a forbidden pattern](image-url)

**G. Implementation**

The global Branch/bound algorithm INT-ORD-ENUM Branch/Bound is implemented according to a Breadth First Search strategy which may be summarized as follows:

**INT-ORD-ENUM Algorithmic Scheme.**

1. **Pretreatment**: Compute a feasible Non Preemptive RCPSP schedule \(\sigma\), while using a greedy randomized insertion flow heuristic as in [19]. Derive an upper bound \(UB\), together with an initial antichain subset \(B \subset A\), such that the linear program (P)opt admits a feasible solution; Initialize the breadth search node list \(L\) as the list \(\{(\text{Add}_c = \text{Nil}, \text{Add}_c = \text{Nil})\};\)
2. **Main Process: Breadth First Tree Search.**

   Let \( L \) be the current node list, ordered according to \( \text{LP} (P)_{\text{ant}} \) related values, and \( S \) be the first node in \( L \); \( S \) is defined by two additional constraint sets \( \text{Add}_{\text{inc}} \) and \( \text{Add}_{\text{dec}} \); Delete \( S \) from \( L \); Perform Constraint Propagation and extend \( \text{Add}_{\text{inc}} \) and \( \text{Add}_{\text{dec}} \); If Failure then go back to 2. Else go to 3.;

3. Solve the \( \text{LP} (P)_{\text{ant}} \) related to \( S \) through column generation and test the oriented graph \( (A(z^*), E_{\text{inc}}) \) deriving from the obtained optimal solution \( z^* \); If \( 1. z^* \geq UB \) then go to 2. Else go to 4.;

4. If the graph \( (A(z^*), E_{\text{inc}}) \) is acyclic then derive from \( z^* \) a feasible schedule \( \sigma \), update the upper global bound \( UB \) and go back to 2. Else go to 5.;

5. Compute branching parameters \( i_1\), \( j_1\), \( i_2\), \( j_2\), according to Section IV.F and create both related children:
   - 1 th son: insert \( i_1 << j_2 \) into the set \( \text{Add}_{\text{inc}} \);
   - 2 th son: insert \( i_2 << j_1 \) into the set \( \text{Add}_{\text{inc}} \);
     and \( i_1 ---> j_2 \) into the set \( \text{Add}_{\text{dec}} \);
   Insert those two children nodes in \( L \), according to their related \( \text{LP} (P)_{\text{ant}} \) value; Go back to 2.;
   Process ends as soon as the LP value related to the first element of \( S \) is no smaller than \( UB \). Then current value \( UB \) provides the optimal makespan value;

   This algorithm is implemented in C++, and linear programs \( (P)_{\text{ant}} \) and \( L\text{-PRICE}(\lambda) \) are handled by CPLEX.12 linear solver. But the global INT-ORD-ENUM process is embedded into the SCIP framework for branch cut and price algorithms [16]. The SCIP framework consists in a template library which implements through breadth first search generic branch and bound schemes involving Linear Programming together with pricing scheme. In the present case, what we mainly had to do was providing the C++ procedures which performed, for every node \( S \), the construction of the \( (P)_{\text{ant}} \) and \( L\text{-PRICE}(\lambda) \) programs, the constraint propagation process and the branching strategy, and assembly them inside SCIP.

   **H. An Example**

   Let us consider an instance of 6 activities and 1 resource. Each activity has a duration equal to 1 and a resource requirement equal to 1. The precedence constraints are given by the following precedence graph:

   ![Fig. 4: Precedence graph](image)

   We initialize the set of antichains with the 6 singleton antichains. The tree constructed by our method and the branching decisions are given as below:

   ![Initial solution, cost = 2](image)

   ![Child 1, cost = 2.333, acyclic](image)

   ![Child 2, cost = 2.333, acyclic](image)

   **Fig. 5: Solving instance of figure 4**

   The resulting optimal solution is given according to the following Gantt chart:

   ![Fig. 6: Gantt chart of optimal preemptive solution](image)

   **Fig. 6: Gantt chart of optimal preemptive solution**

   **V. NUMERICAL EXPERIMENTS**

   Experiments were carried on in C++, on linux CentOS proc. Intel(R) Xeon(R) 2.40GHz. The instances which we used were PSPLIB instances ([17]).

   Our main achievement here was to solve in an exact way and in a rather short time (never more that 95 CPU seconds) Preemptive RCPSP on all 30 activity instances of the PSPLIB library, which had been, until now, never done. This first experiment is described in coming section V.A.

   Also, we could get an evaluation of the bounding process related to linear program \( (P)_{\text{ant}} \), and check that in average, \( LB(I) \) approximates the optimal Non Preemptive RCPSP optimal value by less than 6%. By the same way, we checked that the augmented lower bound \( LB^*(I) \) hardly improve \( LB(I) \) by less than 0.5%.
Finally, though we were not able to handle in an exact way all 60/120 activity instances of the PSLIB library, we could derive from the instances which we were able to handle new lower bounds for several Non Preemptive RCPSP instances of the PSPLIB library. This second part of the experiment will be described in Section V.B.

A. Exact results on j30
The columns of table I have the following meaning:
- No Preemp. opt.: optimal value for non preemptive RCPSP (available in PSPLIB website)
- Preemp. opt.: optimal for preemptive RCPSP (our results)
- #nodes: number of nodes created (0 means optimal value was found by heuristic in preprocessing and proved to be optimal by the first constraint propagation)
- cpu (s): cpu time in seconds

<table>
<thead>
<tr>
<th>instance</th>
<th>best no preemp. UB</th>
<th>Preemp. LB</th>
<th>deduced no preemp. LB</th>
<th>Best known LB</th>
</tr>
</thead>
<tbody>
<tr>
<td>j6013_1.s</td>
<td>112</td>
<td>106.41</td>
<td>107</td>
<td>105</td>
</tr>
<tr>
<td>j6029_2.s</td>
<td>133</td>
<td>126.20</td>
<td>127</td>
<td>123</td>
</tr>
<tr>
<td>j6029_3.s</td>
<td>121</td>
<td>117.29</td>
<td>118</td>
<td>115</td>
</tr>
<tr>
<td>j6029_4.s</td>
<td>134</td>
<td>129.29</td>
<td>130</td>
<td>126</td>
</tr>
<tr>
<td>j6029_5.s</td>
<td>110</td>
<td>104.04</td>
<td>105</td>
<td>102</td>
</tr>
<tr>
<td>j6029_6.s</td>
<td>154</td>
<td>145.30</td>
<td>146</td>
<td>144</td>
</tr>
<tr>
<td>j6029_7.s</td>
<td>123</td>
<td>116.00</td>
<td>116</td>
<td>115</td>
</tr>
<tr>
<td>j6029_9.s</td>
<td>112</td>
<td>106.83</td>
<td>107</td>
<td>105</td>
</tr>
<tr>
<td>j6045_1.s</td>
<td>96</td>
<td>91.00</td>
<td>91</td>
<td>90</td>
</tr>
<tr>
<td>j6045_2.s</td>
<td>144</td>
<td>137.32</td>
<td>138</td>
<td>134</td>
</tr>
<tr>
<td>j6045_3.s</td>
<td>143</td>
<td>137.50</td>
<td>138</td>
<td>133</td>
</tr>
<tr>
<td>j6045_4.s</td>
<td>108</td>
<td>102.49</td>
<td>103</td>
<td>101</td>
</tr>
<tr>
<td>j6045_5.s</td>
<td>106</td>
<td>100.41</td>
<td>101</td>
<td>100</td>
</tr>
<tr>
<td>j6045_6.s</td>
<td>144</td>
<td>136.42</td>
<td>137</td>
<td>132</td>
</tr>
<tr>
<td>j6045_7.s</td>
<td>122</td>
<td>116.04</td>
<td>117</td>
<td>113</td>
</tr>
<tr>
<td>j6045_8.s</td>
<td>129</td>
<td>122.17</td>
<td>123</td>
<td>119</td>
</tr>
<tr>
<td>j6045_9.s</td>
<td>123</td>
<td>118.20</td>
<td>119</td>
<td>114</td>
</tr>
<tr>
<td>j6045_10.s</td>
<td>114</td>
<td>106.48</td>
<td>107</td>
<td>104</td>
</tr>
<tr>
<td>j9045_6.s</td>
<td>175</td>
<td>163.26</td>
<td>164</td>
<td>163</td>
</tr>
<tr>
<td>j12036_4.s</td>
<td>236</td>
<td>217.35</td>
<td>218</td>
<td>217</td>
</tr>
<tr>
<td>j12056_3.s</td>
<td>241</td>
<td>222.12</td>
<td>223</td>
<td>220</td>
</tr>
<tr>
<td>j12056_4.s</td>
<td>222</td>
<td>206.62</td>
<td>207</td>
<td>205</td>
</tr>
<tr>
<td>j12056_5.s</td>
<td>280</td>
<td>261.80</td>
<td>262</td>
<td>261</td>
</tr>
<tr>
<td>j12056_7.s</td>
<td>283</td>
<td>263.29</td>
<td>264</td>
<td>260</td>
</tr>
<tr>
<td>j12056_8.s</td>
<td>289</td>
<td>268.04</td>
<td>269</td>
<td>265</td>
</tr>
<tr>
<td>j12056_9.s</td>
<td>288</td>
<td>266.34</td>
<td>267</td>
<td>264</td>
</tr>
</tbody>
</table>

VI. Conclusion
Our method is very efficient. Besides exactly solving small size Preemptive RCPSP instances, it is also able to provide us with very good lower bounds for larger scale Non Preemptive RCPSP. We are looking for adapting this method to the non preemptive RCPSP.
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B. Comparative Analysis of LB(I), MB*(I)
The following table II provides us with average values for the 480 instances of PSPLIB with 30 activities:

TABLE II: EVALUATION OF THE BOUND LB(I)

<table>
<thead>
<tr>
<th>Mean LB(I)</th>
<th>Mean LB*(I)</th>
<th>Mean Preemp. opt.</th>
<th>Mean No Preemp. opt.</th>
</tr>
</thead>
<tbody>
<tr>
<td>56.73</td>
<td>56.79</td>
<td>58.07</td>
<td>58.99</td>
</tr>
</tbody>
</table>

Remark: in almost 50% of the cases (exactly 236 instances among 480), the values LB(I), Premp. Op. and No Premp. Opt. coincide.

C. New best lower bounds
Our method gives new best lower bound for j60, j90 and j120 instances (in a limit of time of 3 hours).

The columns of table III have the following meaning:
- best No preemp. UB: best known upper bound for no preemptive RCPSP (available in PSPLIB website)
- Preemp. LB: lower bound for preemptive RCPSP (our method)
- deduced no preemp. LB: lower bound for no preemptive RCPSP which we deduce from Preemp. LB
- Best known LB: the best known lower bound currently available in PSPLIB website and updated with the recent results of [18].
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Abstract—In this paper the capacitated vehicle routing problem with time windows is tackled with a beam-search based approximate algorithm. An instance of this problem is defined by a set of customers and a fleet of identical vehicles. A time window is associated with each customer and a maximum capacity characterizes a vehicle. The aim is then to serve all the customers by minimizing the number of vehicles used as well as the total distance and by respecting the time windows.

The proposed method follows three complementary phases: (i) dividing the set of customers into disjunctive clusters, (ii) determining a feasible solution in each cluster by using beam search, and (iii) applying a local search in order to improve the quality of the solutions. The proposed method is analyzed computationally on a set of benchmarks due to Solomon. Encouraging results have been obtained.

I. INTRODUCTION

The Vehicle Routing Problem (VRP) is well known and well studied in the literature. It consists, in its simplest version, to visit or deliver a set of customers and a fleet of identical vehicles. A time window is associated with each customer and a maximum capacity characterizes a vehicle. The aim is then to serve all the customers by minimizing the number of vehicles used as well as the total distance and by respecting the time windows.

The aforementioned problem is known as the Vehicle Routing Problem with Time Windows (VRPTW). A service time \( s_i \) can be associated with customer \( i \), this means that the arrival time at this customer must be at most \( l_i - s_i \). Furthermore, each customer \( i \) has a demand \( d_i \) and a capacity may be associated with each vehicle denoting the maximum of the sum of quantities that can be put inside the corresponding vehicle. Such a problem is called Capacitated VRPTW (CVRPTW).

VRP was addressed by many authors and several methods and strategies were proposed to solve its different versions. These methods can be categorized into two categories: exact methods and approximate ones. In the first category, Azi et al. [3] proposed an exact algorithm, based on column generation and branch-and-price, to solve VRPTW including multiple use of vehicle, i.e., a given vehicle may be associated with several routes. The same authors [2] proposed, several years before, another exact algorithm for a single vehicle routing problem with time windows and multiple routes. Baldacci et al. [4] employed branch-and-price in order to solve a capacitated vehicle routing problem (CVRP) by using an integer programming formulation. New lower bounds were presented and an algorithm to find the optimal solution for CVRP was given. Baldacci and Maniezzo [5] proposed exact methods based on node-routing formulations to tackle the undirected arc-routing problems. Feillet et al. [11] developed an exact algorithm for the elementary shortest path problem with resource constraints where the authors indicated an application to some vehicle routing problems.

The second category of methods consists to search for approximate solutions by using essentially heuristics and meta-heuristics. Solomon [19] proposed different algorithms in order to solve the vehicle routing and scheduling problems with time window constraints. A two-stage heuristic including ejection pools was for example proposed by Lim and Zhang [14] in order to tackle VRPTW. Chen et al. [9] proposed a heuristic that combines mixed integer programming and a record-to-record travel algorithm in order to solve approximately the split delivery vehicle routing problem, a variant of CVRP where a customer may be served by more than one vehicle. Tan et al. [22] proposed several heuristic methods, including simulated annealing, to solve VRPTW. Insertion heuristics were proposed by Campbell and Savelsbergh [7] for vehicle routing and scheduling problems. Chao et al. [8] proposed a fast heuristic for the orienteering problem, i.e., a vehicle routing problem where a profit is associated with each customer and the objective is to visit a subset of customers in order to maximize the total benefit and by respecting some constraints. Pisinger and Ropke [16] developed a general heuristic for vehicle routing problems able to solve five different variants of VRP, including CVRP and VRPTW. A genetic algorithm
was proposed in [12], [21], and [17] for the VRPTW. Ant
colony optimization is very effective and was adapted for the
various variants of VRP (see for example [13] where the open
vehicle routing problem was considered). Finally, tabu search
was considered by Cordeau et al. [10] for solving VRPTW and
by Brandão and Mercer [6] for solving the multi-trip vehicle
routing and scheduling problem, i.e., the case where a vehicle
may perform several trips.

In this work, we propose a three-phase algorithm for solv-
ing CVRPTW. The first phase consists to divide the set of
customers into \( m \) clusters. After that, at phase 2, the shortest
path that visits each customer once in each cluster is computed
by using beam search. Each path must verify the problem
constraints, i.e., must not violate the time window. In the third
and last phase, a local search is applied on the solution in order
to try to decrease the total distance traveled by the \( m \) vehicles.

II. PROBLEM STATEMENT AND MATHEMATICAL
FORMULATION

The problem to solve (CVRPTW) consists to visit \( n \) cus-
tomers \( i \in N = \{1, \ldots, n\} \), where each customer (or vertex)
has coordinates \((x_i, y_i)\) in the Euclidean plan. The float used
contains \( m \) identical vehicles \( V = \{v_1, \ldots, v_m\} \), each with
the same maximal capacity \( C_{\text{max}} \). All the vehicles start their
travel at the depot \( D \), whose coordinates are \((x_D, y_D)\) in the
Euclidean plan, visit a set of distinct customers, and returns
to the depot.

In addition, a demand \( d_i \) is associated with each customer
\( i \in N \), \( d_i \) has the same unit of measurement as the vehicle
capacity, this may be a volume or a weight for example.
Customer \( i \) must be served at time \( t_i \) that may be the earliest
time after its ready time \( e_i \) and no later than its due date \( l_i \),
this corresponds to the time window \( W_i = [e_i, l_i] \) associated
with customer \( i \) \((l_i - e_i)\) is called the width of the time window).
A service time \( s_i \) is also defined for customer \( i \) and is equal
to the time spend to serve the customer.

Each vehicle \( v_j \), \( 1 \leq j \leq m \) performs then a route \( R_j \)
by visiting a number of customers or vertices. These ones
correspond to a cluster denoted by \( C_j \). Let also denote by
\( D_j \) the sum of distances covered by vehicle \( v_j \). Note that
the distance between to customers \( i \) and \( j \), denoted by 
\( \text{dist}_{ij} \) corresponds to the euclidean distance between these
two points, i.e., \( \text{dist}_{ij} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} \).

CVRPTW can then be formulated as follows:

\[
\min \ m
\]

subject to

\[
\min \sum_{j=1}^{m} D_j, \quad 1 \leq j \leq m
\]

\[
\sum_{i \in C_j} d_i \leq C_{\text{max}}, \quad \forall i \in C_j
\]

\[
t_i \in W_i = [e_i, l_i], \quad \forall i \in N \cup \{D\}
\]

Equation 1 represents the first objective to minimize, that
is the number of vehicles to use. Equation 2 is the second
objective to minimize and corresponds to the total distance
taveled by all vehicles. The first constraint is indicated in (3)
and ensures that the sum of demands for each cluster \( C_j \) is
at most equal to the vehicle capacity \( C_{\text{max}} \). The second constraint
(4) means that each customers \( i \) must be served inside its time
window \( W_i = [e_i, l_i] \), i.e., \( e_i \leq t_i \leq l_i \), \( \forall i \in N \cup \{D\} \).

Then the depot can be considered as a customer for which the
demand is null \( (d_D = 0) \) and is the only point that is
visited twice. The time window \( W_D = [e_D, l_D] \) associated
to the depot defines the scheduling horizon and means that each
vehicle cannot leave the depot before its opening (at time \( e_D \))
and must return to the depot before its closure (at time \( l_D \)).

III. A THREE-PHASE METHOD FOR SOLVING CVRPTW

It is well known that many methods for solving vehicle
routing problems often contain three phases (steps):

P1. Consists to divide the set of customers into \( m \) disjoint clusters,
i.e., \( C_1, \ldots, C_m \) such that \( C_i \cap C_j = \emptyset \) for
\( 1 \leq i < j \leq m \).

P2. Apply a given method in order to compute the shortest
path, or a path of maximum benefit inside each cluster.

P3. Try to improve the solution obtained after P2, by applying
another method such as local search.

A. Clustering

The first phase in solving our problem (Capacitated Vehicle
Routing Problems with Time Windows) consists to divide the
\( n \) customers into \( m \) disjoint sets or clusters. Then each vehicle
will visit all the customers in the clusters that is assigned to it.
Fig. 1 shows an example where a set containing 16 points and a
depot \( (D) \) is divided into three disjoint clusters \( \{C_1, C_2, C_3\} \).

There exists several methods for clustering and many of
them are based on the dispersion (distribution) of the point
around a central point called centroid. In our case we choose
the well-known k-means method in order to compute the
clusters. Actually, this is an adaptation of k-means in order
to compute \( m \) clusters each of total capacity smaller than
of equal to the capacity \( C_{\text{max}} \) of the vehicle.

Algorithm 1 explain how procedure k-means works. It
receives the set \( N \) of customers as input parameter. The pro-
cedure’s output corresponds to \( m \) disjoint clusters respecting

![Fig. 1. An example of clustering a set of points into three disjoint clusters.](image-url)
the vehicle capacity constraint. k-means begins by choosing m random points $c_1, \ldots, c_m$ from $N$ (line 4), each point $c_j$ corresponds to the center of the points belonging to cluster $C_j$. After that (at line 5), each not-assigned yet point $i \in N$ is assigned to the nearest centroid $c_j$ of coordinates $(x_{c_j}, y_{c_j})$ in the sense euclidean distance. This means that point i of coordinates $(x_i, y_i)$ is assigned to cluster $C_j$ that minimizes the euclidean distance $\sqrt{(x_i - x_{c_j})^2 + (y_i - y_{c_j})^2}$, for $1 \leq j \leq m$.

After that, in the while loop that begins at line 6, the coordinates of the m centroids are recomputed (line 7). This is done by assigning to each $c_j, (1 \leq j \leq m)$ the center of the points belonging to cluster $j$. More precisely: $x_{c_j} = \frac{1}{|C_j|} \sum x_{c_k}$ and $y_{c_j} = \frac{1}{|C_j|} \sum y_{c_k}$ for all points $c_k \in C_j$. Each point $i \in N$ is after that assigned to the nearest centroid (among the new computed centroids), this is done in line 8.

At line 9, if no point has moved from a centroid to another one, then a stable clustering is obtained; variable move is set to the value false (line 10) in order to stop recomputing of the centroids. Otherwise, this means that at least one point has moved, then instructions in lines 7–10 are repeated until a stable configuration is obtained. After that, the procedure verifies that the total capacity of each cluster does not exceed the capacity $C_{\text{max}}$ of the vehicles. If so, then variable found is set to "true" (line 14) in order to stop the procedure and return $m$ clusters respecting the capacity constraint. If at least one cluster violates the capacity constraint, then the procedure restarts with $m$ other random points by using the first while loop (line 2).

Note that the optimal number of clusters ($m$) is not known in the general case. So a dichotomous search can for example be used in order to test several values and determine the best one. Of course, increasing the value of $m$ increases the probability to find clusters respecting the capacity constraint. For well-studied benchmarks, e.g. those proposed by Solomon [19], the same best value of $m$ was found by many authors, so this value can be fixed in advance in order to save computation time.

**B. Beam search for computing the shortest paths (routes)**

The second phase takes place after the $m$ clusters were generated by the k-means procedure (algorithm 1). The objective of the second phase is to compute the shortest path in each cluster. A path corresponds to a route beginning at the depot $D$, visiting exactly once each point (customer) after returning after that to the depot. In addition, one vehicle is associated to each cluster. Fig. 2 shows an example of solution for the example indicated in figure 1.

It is to note that the time windows associated to each customer as well as the capacity of the vehicle make the problem hard to solve, harder than the traveling salesman problem (TSP) in which there are no time windows and no limit to the vehicle capacity.

Remember that the objective in CVRPTW is to minimize the sum of distances traveled by the $m$ vehicles. In order to compute the shortest paths, we propose to use beam search on each cluster. Beam search is a tree search and is a modified version of the well known branch-and-bound method.

Beam search was used to solve different combinatorial problems, such as Scheduling [15] and Cutting--and--Packing problems [1]. In its width-first implementation, the method starts by creating the root node which may contains an initial (starting) partial solution. After that, each node at level $\ell$ generates a set of descendants, these correspond to level $\ell+1$. Each node of the new level is then evaluated by using an evaluation criterion and only a subset containing the $\omega$ best nodes are retained, the other nodes are discarded. Parameter $\omega$ is known as the beam width. If a node contains a final solution, then this one is evaluated and stored. The corresponding node is after that deleted because no branching is possible from it (leaf). The beam search stops when no branching becomes possible from any node of the current level. The best solution, among the different solutions obtained, is then retained as the final result.

1) **Content of a node in the search tree:** Let $V = \{v_1, \ldots, v_{|C_j|}\}$ be the set of vertices (customers) in cluster $C_j (1 \leq j \leq m)$.

It is important to define clearly the content of a node in the beam search tree. Each node $v_\ell$ at level $\ell$ contains the following elements:

- The set of vertices (customers) already visited $V^+ = \{v_1^+, \ldots, v_\ell^+\}$.
- The set of vertices that have not yet been visited $V^- = V \setminus V^+$.
- The distance $\text{dist}$ corresponding to the length of the path

```
Algorithm 1 Procedure k-means for CVRPTW

Require: Set $N$ containing $n$ points (customers);
Ensure: $m$ disjoint clusters each of total capacity $\leq C_{\text{max}}$;
1: found ← false;
2: while (found = false) do
3: move ← true;
4: Choose randomly $m$ distinct points $\{c_1, \ldots, c_m\}$ from $N$. Let these points be the $m$ centroids (clusters);
5: Assign each point $i \in N$ to the nearest centroid $c_j$, $1 \leq j \leq n$;
6: while (move = true) do
7: Recompute the coordinates $(x_{c_j}, y_{c_j})$ of each centroid, i.e., each $c_j$ becomes the center of the points assigned to that centroid;
8: Assign each point $i \in N$ to the nearest centroid $c_j$, $1 \leq j \leq n$;
9: if no point has moved from a cluster to another one then
10: move ← false;
11: end if
12: end while
13: if the capacity of each a cluster $\leq C_{\text{max}}$ then
14: found ← true;
15: end if
16: end while
```
Note then that if a node corresponds to a complete solution, then the path obtained is $D \rightarrow v_1^+ \rightarrow \ldots \rightarrow v_{\ell}^+$.

As a result, a node $\eta_\ell$ at level $\ell$ in the search tree can be designated by the elements described above, i.e., $\eta_\ell = \{V^+, V^-, dist\}$, where $|V^+| = \ell$ and $|V^-| = |C_j| - \ell$.

2) Selection criterion for the next customer to visit: As explained above, branching from a node $\eta_\ell$ (or more exactly from the last node $v_\ell^+$ in the path under construction) consists to choose the successors of the vertex $v_\ell^+$ among the vertices in $V^-$. The next vertex $v_i \in V^-$ may be for example the closest one to $v_\ell^+$ in the sense of euclidean distance or the time window interval $[e_i, t_i]$. For example, for the two sets of instances examined in this work (see Section IV below), the next vertex to visit is the closest one in the sense of parameter $e_i$ (the earliest time) in the time window.

For beam search, all the successors $v_i^-$ are ranked in increasing value of parameter $e_i$ and then the $\omega$ first ones are chosen to create $\omega$ distinct branches.

Of course, others criteria were tested, including the latest time $t_i$ and/or the distance between the current customer and the remaining customers to visit, but the experimentations showed that the criterion based on parameter $e_i$ is the best one for the instances tested.

3) Algorithm Beam Search: Algorithm 2 explains how beam search works in order to compute a route. Note that the capacity constraint is not taken into account in the algorithm since the sum of the capacities of the vertices in each cluster is less or equal to the vehicle capacity. The capacity constraint is always respected after the clustering phase (see Section III-A), then only the time window constraint is checked.

Algorithm 2 receives three input parameters: the cluster $C_j$, the beam width $\omega$, and the selection criterion $\rho$.

**Ensure:** The best shortest route $R_0$ starting from the depot $D$, visiting all the vertices of the cluster, and returning to the depot; $D$, visiting all the vertices of the cluster, and returning to the depot;

1. Let $\eta_0 \leftarrow \{D\} \times V, 0\} be the root node;
2. Let $B$ be the set containing the nodes at a given level of the tree;
3. Let $B_{off}$ the offspring nodes (descendants of nodes in $B$);
4. $B \leftarrow \{\eta_0\}$;
5. $\ell \leftarrow 0$;
6. $\eta^* \leftarrow \eta_0$: (the best solution found)
7. $\eta^*.dist \leftarrow +\infty$: (best distance)
8. while $(B \neq \emptyset)$ do
9. Branch out of each node $\eta_\ell \in B$: $\{V^+_\ell, V^-_\ell, dist_\ell\} \in B$ and create the offspring nodes $B_{off}$ (each node in $B_{off}$ must respect the time windows);
10. $\ell \leftarrow \ell + 1$;
11. if $(V^-_\ell = \emptyset$ for a node $\eta_\ell \in B_{off}$ then
12. Add vertex $D$ (depot) to that node and compute the total distance;
13. if $(\eta_\ell, dist < \eta^*.dist)$ then
14. $\eta^* \leftarrow \eta_\ell$;
15. Remove $\eta_\ell$ from $B_{off}$;
16. end if
17. end if
18. Sort the nodes in $B_{off}$ according to parameter $\rho$ and then keep only the min$(\omega, |B_{off}|)$ first nodes, remove the other nodes from $B_{off}$;
19. $B \leftarrow B_{off}$;
20. $B_{off} \leftarrow \emptyset$;
21. if there is a node $\eta_\ell \in B$ for which $V^-_\ell$ contains a vertex with a violated time window then
22. Remove $\eta_\ell$ from $B$;
23. end if
24. end while

Since the current level $\ell$ is 0 (root node), then this is indicated in line 5, while the best solution $\eta^*$ is initialized to the root node $\eta_0$ at line 6. The best distance $\eta^*.dist$ is set equal to $+\infty$ (line 7) because this value is to be minimized.

At line 8 the while loop starts. So at a given level $\ell$ of the tree, $B$ contains at most $\omega$ distinct partial paths (routes) computed in parallel from the depot (root node). Then branching from a node $\eta_\ell$ (line 9) consists to explore the successors of the last visited vertex (customer) and to create as many nodes as there are successors with nonviolated time windows. So each node in $B$ may have several descendants. Each descendant is then inserted into the set of offspring node $B_{off}$, that corresponds to level $\ell + 1$. This is why the level is incremented at the next line (10).

After that, at line 11, if there is a node in $B_{off}$ in which all the customers were served ($V^- = \emptyset$), then the complete
solution is computed by adding the returning arc to the depot (line 12). The total distance for the obtained complete solution is then computed and compared to the best known one (line 13). If a lower distance is obtained then the best solution is updated (line 14) and the corresponding node is removed from $B_{off}$ (line 15).

The most important instruction in beam search is certainly that given in line 18. Indeed, this step consists to sort the nodes according to the selection criterion $\rho$ from the most important node to the least important one. Then the $\omega$ first nodes are kept and the other ones are removed from $B_{off}$. Note that if there are less than $\omega$ nodes in $B_{off}$ then all the nodes are kept. After that set $B_{off}$ is assigned to $B$ and $B_{off}$ reset to the empty set (lines 19–20). The last instruction in algorithm 2 consists to remove from $B$ all the nodes that cannot lead to feasible solutions, i.e., that containing violated time windows.

The algorithm stops when set $B$ becomes empty meaning that there is no node to explore or more precisely no customer to serve. Two cases can be distinguished: the algorithm has computed a feasible solution and this one is indicated in node $\eta^*$ as well as the best corresponding distance, or there is no solution (if the distance in node $\eta^*$ is equal to $+\infty$).

Fig. 2 shows an example of a solution that may be obtained after the second phase (beam search) on the example (clusters) shown in Fig. 1.

C. Local search for improving solution quality

In order to try to improve the result obtained after the second phase (beam search), a local search is performed on each cluster. This consists to execute the well-known 2-opt algorithm on each cluster (route).

2-opt is an iterative method that consists, at each iteration, to break two nonconsecutive arcs in the route and to link the four extremities in order to form another path and by respecting the time windows of course. The replacement is kept if the obtained solution is better.

The 2-opt method is given in algorithm 3. In each iteration, the algorithm examines two each two distinct arcs $v_i \rightarrow v_{i+1}$ and $v_j \rightarrow v_{j+1}$ in the route $R$. These two arcs are replaced by the arcs $v_i \rightarrow v_j$ and $v_{i+1} \rightarrow v_{j+1}$ if and only if the distance decreases and the time windows are not violated. This process is repeated as long as there is improvement. Fig. 3 shows an example of improvement obtained by the 2-opt procedure on the solution of fig. 2. The arcs that had changed are indicated in dotted lines.

D. The three-phase algorithm (3PA) for solving CVRPTW

The three-phase algorithm based on clustering, beam search, and 2-opt local search is given in algorithm 4. It receives as input parameters the set of customers $N$, the depot $D$, and the number of vehicles. The algorithm’s output corresponds to a set containing $m$ feasible routes (respecting the constraints) of minimum distance, each one starts and ends at the depot $D$.

At line 1, the clustering phase (algorithm 1) is called in order to create $m$ distinct clusters. The selection criterion ($\rho$), that serves to choose the next customer to serve is set at line 2. Then, algorithm 2 (beam search) is executed on each cluster (line 5), and this for several values of the beam width, i.e., for all values $\omega \in [1, \ldots, \omega_{max}]$. The local search (algorithm 3) is then executed (line 6) on each solution computed by beam search.

---

**Algorithm 3 2-opt algorithm**

**Require:** A route $R = v_0 \rightarrow v_1 \rightarrow \ldots \rightarrow v_{|C_j|} \rightarrow v_{|C_j|+1}$

**Ensure:** A route $R'$ with a length at most equal to that of $V$;

1: $\text{improvement} \leftarrow \text{true}$;
2: while ($\text{improvement} = \text{true}$) do
3: $\text{improvement} \leftarrow \text{false}$;
4: for each vertex $v_i \in R$ do
5: for each vertex $v_j \in R (j \neq i - 1, j \neq i + 1)$ do
6: if (dist($v_i, v_{i+1}$) + dist($v_j, v_{j+1}$) > dist ($v_i, v_j$) + dist($v_{i+1}, v_{j+1}$) AND the time windows will not be violated) then
7: Replace arcs ($v_i \rightarrow v_{i+1}$) and ($v_j \rightarrow v_{j+1}$) by arcs ($v_i \rightarrow v_j$) and ($v_{i+1} \rightarrow v_{j+1}$);
8: $\text{improvement} \leftarrow \text{true}$;
9: end if
10: end for
11: end for
12: end while
Algorithm 4 The three-phase algorithm 3PA for solving CVRPTW

Require: A set \( N = \{1, \ldots, n\} \) of customers, the depot \( D \), and \( m \) the number of vehicles (clusters).
Ensure: A set of routes minimizing the total distance and respecting the capacity and the time windows constraints.
1: Call the clustering phase (algorithm 1) and create \( m \) clusters \( \{C_1, \ldots, C_m\} \) respecting the vehicle capacity constraint;
2: Define the selection criterion \( \rho \);
3: for each cluster \( C_j, (1 \leq j \leq m) \) do
4: \( \text{for } \omega = 1 \text{ to } \omega_{\text{max}} \text{ do} \)
5: Call algorithm 2: Beam-Search\((C_j, \omega, \rho)\);
6: Apply algorithm 3 (2-opt) on the solution returned by Beam-Search;
7: \text{end for}
8: \text{end for}

IV. COMPUTATIONAL RESULTS

The proposed method is coded in C++ and the program run under Microsoft Windows environment on a computer with 2 GB of RAM and a 2.26 GHz Intel processor.

The algorithm was tested on two sets of instances, namely C1 and C2, proposed by Solomon. The characteristics of the two sets are summarized in Table I. Each instance of each set contains 100 customers (column 2), they have also all the same service time (time needed to serve a customer) which is equal to 90 (column 4). The depot \( D \) has also the same coordinates for all the instances.

The first common characteristic between two distinct instances of the same set is the customer demand, i.e., the quantity to deliver to each customer. This value is fixed in each set for a given customer. More precisely, for two distinct instances in the same set (C1 or C2) each customer \( i \) has the same demand \( d_i \). The second common characteristic is that a given customer \( i \) has the same coordinates \((x_i, y_i)\) in two distinct instances of the same set (C1 or C2).

The third common characteristic appears in the scheduling horizon (column 3) of Table I, which is short for instances of set C1 (1236) and large for the instances of set C2 (3390). This means for example that the tours in instances C1 will all finish at most after 1236 units of time and at most after 3390 units of time for the instances of set C2. Finally, the fourth common characteristic concerns the vehicle capacity (column 5) of Table I. In set C1, vehicles of capacity \( C_{\text{max}} = 200 \) are used while this capacity is equal to 700 for instances of set C2.

From these characteristics Solomon designed several instances in the same set by changing the time windows from an instance to another one. More precisely, there are nine instances C101–C109 in the first set C1 and eight instances C201–C208 in the second set C2. For two distinct instances in the same set (C1 or C2) we have:

- the same coordinates for a given customer \( i \) as well as for the depot \( D \)
- the same demand for a given customer \( i \)
- the same vehicle capacity
- different time windows

For more details, the reader can refer to Solomon’s web site [20].

Then, one can surmise that less vehicles (clusters) will be needed for instances of set C2 comparing to set C1 because of the larger value of the capacity and the greater length of the time windows. This is in fact the case as proven in different works published in the literature.

Finally, note that the value of \( m \) (number of clusters or vehicles) is fixed to the best value found by several authors in the literature. More precisely, \( m = 10 \) for instances C1 and \( m = 3 \) for set C2.

Table II shows the results obtained on the 17 instances where column 1 indicates the name of each instance. Columns 2–4 contain the best known results in the literature (to our knowledge). Column 2 shows the best value for \( m \) (the number of vehicles) and column 3 the best distance. Column 4 (Ref.) indicates the reference to the paper where the best values for \( m \) and Dist were obtained. Columns 5–7 contain the results obtained by a method based on goal programming and genetic algorithm (GP-GA) proposed by Ghoseiri and Ghannadpour [12]. So columns 5 and 6 indicate the best value for \( m \) and the best distance respectively. Column 7 corresponds to the gap between the distance obtained by GP-GA (column 6) and the best known distance in the literature (column 3). This gap is computed as follows: \( \text{gap} = \frac{\text{Dist}_{\text{best known}} - \text{Dist}_{\text{GP-GA}}}{\text{Dist}_{\text{best known}}} \times 100\% \).

Columns 8–12 summarize the results obtained by the proposed algorithm 3PA. Column 8 indicates the minimum number of vehicles \( m \) while column 9 shows the best minimum distance obtained by algorithm 3PA. Column 10 (\( \omega_{\text{max}} \)) corresponds to the maximum value of the beam width used for each instance, then \( \omega_{\text{max}} = 50 \) means that beam search was executed for each value \( 1 \leq \omega \leq 50 \). The next column (time) indicates the total computation time needed for the execution of algorithm 3PA (in seconds). The last column (gap) indicates the difference (in %) between the solution obtained by the proposed method 3PA and the best known solution in the literature (column 3). More precisely \( \text{gap} = \frac{\text{Dist}_{\text{best known}} - \text{Dist}_{\text{3PA}}}{\text{Dist}_{\text{best known}}} \times 100\% \).

Finally, the last row of table II indicates the average gap for the two compared methods (GP-GA and 3PA). As expected, the number of vehicles needed for C1 instances (10) is larger than that needed for instances of set C2 (only 3 vehicles).

<table>
<thead>
<tr>
<th>Set</th>
<th>Number of customers</th>
<th>Scheduling horizon</th>
<th>Service time</th>
<th>Vehicle Capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>100</td>
<td>1236</td>
<td>90</td>
<td>200</td>
</tr>
<tr>
<td>C2</td>
<td>100</td>
<td>3390</td>
<td>90</td>
<td>700</td>
</tr>
</tbody>
</table>
The results of table II indicate that the proposed method 3PA reached the best known results in 11 cases out of 17. In the six other cases, the result is very close to the best known value since the gap is often smaller of equal to −0.11%, except for instance C104 where the gap reaches −0.50%. Note that even if the GP-GA method reaches the best known results in 13 cases out of 17, its average gap (−0.14%) is worst then that obtained by algorithm 3PA (−0.05%). Concerning the computation time of algorithm 3PA, it is at most 183 seconds for instances of set C1 (except for C108 which was hard to solve). Each cluster in instances of set C1 contains about 10 customers. The computation time is generally greater for the second set C2, this is due to larger number of customers in each cluster (which is about 30) and then the number of combinations in each cluster (route) becomes larger.

But how to determine the maximum value for the beam width $\omega_{\text{max}}$, especially for new instances. One can for example fix the maximum value to 50 or 100 or use a limited computation time.

Table III indicates, for each of the 17 solutions of table II the best value $\omega^*$ that gave the best solution for each cluster $C_j$, $j = 1, \ldots, m$. We can see for example that $w^* = 1$ for all $j = 1, \ldots, 10$ for instance C101, but the values of $\omega^*$ are heterogeneous for instances C103 and C104 for example, meaning that these two instances are harder to solve (due to the characteristics of the time windows).

Fig. 4 shows an example of solution obtained after the second step of the algorithm (beam search), i.e., the output of algorithm 2 on instance C206. The total distance obtained after this step is equal to 597.35. Fig. 5 indicates improvement of the solution of fig. 4 (instance C206) by the 2-opt procedure (algorithm 3). The new distance was decreased from 597.35 to 588.49, i.e., an improvement of 1.48%. The 2-opt phase has changed several arcs in clusters 1 and 2 while the third cluster

<table>
<thead>
<tr>
<th>Inst.</th>
<th>Best known</th>
<th>GP-GA [12]</th>
<th>The proposed method (3PA)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>m</td>
<td>Dist. Ref.</td>
<td>m</td>
</tr>
<tr>
<td>C101</td>
<td>10</td>
<td>828.94 [12]</td>
<td>10</td>
</tr>
<tr>
<td>C102</td>
<td>10</td>
<td>828.94 [12]</td>
<td>10</td>
</tr>
<tr>
<td>C103</td>
<td>10</td>
<td>828.06 [12]</td>
<td>10</td>
</tr>
<tr>
<td>C104</td>
<td>10</td>
<td>824.78 [12]</td>
<td>10</td>
</tr>
<tr>
<td>C105</td>
<td>10</td>
<td>828.94 [12]</td>
<td>10</td>
</tr>
<tr>
<td>C106</td>
<td>10</td>
<td>828.94 [12]</td>
<td>10</td>
</tr>
<tr>
<td>C107</td>
<td>10</td>
<td>828.94 [12]</td>
<td>10</td>
</tr>
<tr>
<td>C108</td>
<td>10</td>
<td>828.94 [12]</td>
<td>10</td>
</tr>
<tr>
<td>C109</td>
<td>10</td>
<td>828.94 [12]</td>
<td>10</td>
</tr>
<tr>
<td>C201</td>
<td>3</td>
<td>591.56 [12]</td>
<td>3</td>
</tr>
<tr>
<td>C202</td>
<td>3</td>
<td>591.56 [12]</td>
<td>3</td>
</tr>
<tr>
<td>C203</td>
<td>3</td>
<td>591.17 [12]</td>
<td>3</td>
</tr>
<tr>
<td>C204</td>
<td>3</td>
<td>590.60 [17]</td>
<td>3</td>
</tr>
<tr>
<td>C205</td>
<td>3</td>
<td>588.16 [21]</td>
<td>3</td>
</tr>
<tr>
<td>C206</td>
<td>3</td>
<td>588.49 [17]</td>
<td>3</td>
</tr>
<tr>
<td>C207</td>
<td>3</td>
<td>588.29 [18]</td>
<td>3</td>
</tr>
<tr>
<td>C208</td>
<td>3</td>
<td>588.32 [18]</td>
<td>3</td>
</tr>
</tbody>
</table>

Average: -0.14

<table>
<thead>
<tr>
<th>Inst.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>C101</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>C102</td>
<td>7</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>7</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>C103</td>
<td>39</td>
<td>13</td>
<td>1</td>
<td>8</td>
<td>7</td>
<td>10</td>
<td>44</td>
<td>5</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>C104</td>
<td>24</td>
<td>5</td>
<td>1</td>
<td>5</td>
<td>7</td>
<td>8</td>
<td>14</td>
<td>5</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>C105</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>C106</td>
<td>8</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>C107</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>C108</td>
<td>1518</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>10</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>C109</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>C201</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>C202</td>
<td>43</td>
<td>19</td>
<td>26</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>C203</td>
<td>43</td>
<td>35</td>
<td>68</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>C204</td>
<td>43</td>
<td>22</td>
<td>68</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>C205</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>C206</td>
<td>6</td>
<td>1687</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>C207</td>
<td>43</td>
<td>1928</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>C208</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
has not changed.

V. CONCLUSION AND FUTURE WORK

In this work a three-phase algorithm denoted by 3PA is proposed in order to solve the capacitated vehicle routing problem with time windows (CVRPTW). The central phase is that computing the shortest paths in a given cluster. To do so, a beam search is proposed. The most characteristic of beam search is that it explores several paths in parallel and increases then the probability to find good paths. The results obtained on the instances used show that the method is competitive since the computations revealed that algorithm 3PA was better than a method based on goal programming and genetic algorithm (GP-GA). Indeed, 3PA obtained a gap closer to the best known results in the literature than the gap obtained by GP-GA.

As a future work, it will be interesting to add a global evaluation criterion for beam search in order to provide solutions of better quality before calling the local search (third) phase and then to improve the overall solution.
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Real life cable constraints in designing Passive Optical Network architecture

Stanislas Francfort, Cédric Hervet and Matthieu Chardy

Abstract—Fiber To The Home (FTTH) deployment is crucial for telecommunication operators for both economical and quality of service reasons. This paper deals with a real-life Passive Optical Network (PON) design problem focusing on optical cabling constraints. This decision problem is formulated as an integer linear program (ILP) and several solving approaches are designed. Tests performed on real instances assess the efficiency of the proposed solution algorithms.

Index Terms—Fiber optics, cables, integer programming.

I. INTRODUCTION

Innovative bandwidth-requiring services lead telecommunication operators to the renewal of their fixed copper access networks, with the introduction of optical fibers. Among the optical fiber-based architectures, most telecommunication companies favor the PON architecture, appearing the best long-term technological solution [2]. In this paper, we thus focus on the design of FTTH-PON access network as experienced by field deployment teams from France Telecom-Orange. This decision problem arises as a joint optimization problem of optical splitters location, and cable routing and dimensioning.

Access network design problems have been intensively studied in the past decades. For a relevant survey, the reader can refer to [1]. To our knowledge, most papers related to PON design focus on fiber-oriented models i.e. skipping thus the cabling issues for later considerations (see. [3], [4]). Despite these problems being highly combinatorial, strengthened formulations of fiber-oriented PON design problems prove to be fairly tractable in practice (see. [4]). With regards to cabling issues, closest related work remains from Kim et al. [5] who propose ILP formulations for a global PON with cables design problem in a tree graph and a two-dimensional heuristic. The real-life PON deployment problem which is here dealt with, has at least two major differences: first no assumption is made on the underlying existing infrastructure except being with sufficient capacity (i.e. uncapacitated), and second, we exclude the possibility of gathering fibers with different types of end points (splitters or demand points) into the same cable, as well as fibers with different direction.

Notice that this last possibility may appear as our underlying graph is not a tree. As far as the numerical experiment is concerned, the size of the instances and the set of available cables are as well very different in Kim et al. work compared to the present article. Those differences seem to us major requirements of an operational cabling policy. Formulated as an ILP, this problem proves intractable due to the specific cabling constraints. Therefore, we aim at proposing branch and bound-based algorithm based on its "fiber-oriented" relaxation, taking benefit from the practical tractability of the latter.

The remaining of this paper is organized as follows. Section II is dedicated to the modeling of the problem, proposing ILP formulations for both the real-life problem and its "fiber-oriented" relaxation. Section III reports for numerical tests performed on 4 real instances, before concluding in Section IV.

II. PROBLEM MODELING

In this section, we introduce a model for the PON deployment with cable constraints problem. Then, we show our decomposition approach to solve it more efficiently.

A. Main model and Real life constraints

Let \( G = (V,E) \) be an undirected graph representing the infrastructure where the PON shall be deployed. Give orientation to each edge of \( G \) to obtain the directed graph \( G^d = (V,A) \) where for each edge \( ij \in E \) define two reverse arcs \( ij \) and \( ji \) \( \in A \). This architecture is modelled as in [4] under the form of an integer multilow. Every edge has a length \( D_{ij} \) and every node has a demand \( a_i \). We define 2 kinds of demand : \( a_i^h \) for "high" ones and \( a_i^l \) for "low" ones. High (respectively low) demands are defined as such if they exceed (respectively do not exceed) a given threshold \( t \). For high demands, splitters of capacity \( m \) must be put directly on the demand node. Then, we have to transform the initial client demand into the last level splitter demand for the same node. For a given node \( i \in V \), if \( a_i < t \) (resp. \( a_i \geq t \)), then \( a_i^h = \lceil \frac{a_i}{m} \rceil \) and \( a_i^l = 0 \) (resp. \( a_i^h = 0 \) and \( a_i^l = a_i \). Low
demands are to be filled with fibers coming from an optical splitter. Splitters have a given capacity $m$, cost $C_s$, and can be put on every node and are denoted by $s_i$. Fibers are coming out from a single node called the Optical Line Termination (OLT), of index $0$. For the low demands architecture, there are 2 fiber levels. The level 1 fibers denoted by $f_{ij}^1$ (for all arcs $(i, j) \in A$), are used by splitters to produce level 2 fibers, denoted by $f_{ij}^2$ (for all arcs $(i, j) \in A$). For high demand nodes, technological concerns impose to put splitters on the demand node. It implies that there are only level 1 fibers to route for high demand nodes. We denote these fibers by $f_{ij}^1$ (for all $(i, j) \in A$). Fibers are aggregated within cables of respective capacities $q \in Q$ (given in decreasing order, with $q_0 = \max_{q \in Q} q$). We denote by $c_{ij}^{k,q}$ the number of cables of level $k \in \{1, 2\}$ of capacity $q \in Q$ routed along the arc $(i, j) \in A$. Cables of capacity $q$ cost $C_q$. Finally, we introduce the boolean variable $b_{ij}^k$ which controls whether the arc $(i, j) \in A$ is used or not.

$$z_{\text{cable}} = \min \sum_{q \in Q} C_q \cdot b_{ij}^k + \sum_{q \in Q} C_s \cdot s_i \quad (1)$$

$$c_{ij}^{k,q} \in \mathbb{N}, f_{ij}^1 \in \mathbb{N}, f_{ij}^2 \in \mathbb{N}, f_{ij}^1 \in \mathbb{N}, s_i \in \mathbb{N}, b_{ij}^k \in \mathbb{N} \quad (2)$$

$$\forall i \in V \setminus \{0\} : s_i = \sum_{j \neq i} f_{ji}^1 - \sum_{j \neq i} f_{ij}^1 \quad (3)$$

$$\forall i \in V : a_i^1 \leq \sum_{j \neq i} f_{ji}^2 - \sum_{j \neq i} f_{ij}^1 + m \cdot s_i \quad (4)$$

$$\forall i \in V : a_i^2 = \sum_{j \neq i} f_{ji}^2 - \sum_{j \neq i} f_{ij}^1 \quad (5)$$

$$\forall k \in \{1, 2\}, \forall i \in V : \sum_{j \neq i} b_{ij}^k \leq 1 \quad (6)$$

$$\forall k \in \{1, 2\}, \forall i \in V : b_{ij}^k \geq \frac{\sum_{q \in Q} C_q}{N} \quad (7)$$

$$\forall i \in V : \sum_{q \in Q} q \cdot c_{ij}^{1,q} \geq f_{ij}^1 + f_{ij}^2 \quad (8)$$

$$\forall i \in V : \sum_{q \in Q} q \cdot c_{ij}^{2,q} \geq f_{ij}^2 \quad (9)$$

$$\forall k \in \{1, 2\}, \forall i \in V : \sum_{q \in Q} C_q \cdot b_{ij}^k \leq 1 \quad (10)$$

The objective function is denoted by $z_{\text{cable}}$. In the model presented above, constraints (3)-(5) ensure flow conservation for all level of fibers, according to the number of splitters and demand. Constraints (6) and (7) ensure that only one edge incident to a node will be used, in order for the deployed network to have tree properties. Constraints (8) and (9) allow aggregation of fibers within cables. Constraints (10) ensure that only one cable is routed through each edge (except for the biggest cables $q_0$).

### B. Decomposing and using a warm start

The $P_c$ model proves intractable on real-size instances (refer to section III), but it can be decomposed so that we obtain a model easier to solve. A fiber-based model, denoted by $P_f$, can be derived from $P_c$, as follows:

1. discard variable $c_{ij}^{k,q}$ describing the cables,
2. discard inequalities (8) to (10),
3. optimize along the objective function $z_{\text{fiber}}$ instead of $z_{\text{cable}}$, that is replace equation (1) by equation (11) with $C_q$ the cost of fiber $f_k$ for all $k \in \{h; l_1; l_2\}$.

$$z_{\text{fiber}} = \min \sum_{ij \in A} (D_{ij} \cdot \sum_{k \in \{h, l_1, l_2\}} C_k \cdot f_k^i) + \sum_{i \in V} C_s \cdot s_i \quad (11)$$

Solving $P_f$ allows us to get values for fibers and splitters variables, so a solution of $P_f$ is almost a feasible solution of $P_c$ in a sense that only cable variables remain to be set. Therefore we design two solution algorithms based on feasible solution of $P_f$.

- $P_f + H_c :$ given any feasible solution of $P_f$, we set cable constants by use as much maximum capacity cables as necessary and cover the remaining fibers with the smallest cable whose capacity is greater than the number. $H_c$ is detailed in Algorithm 1.
- $P_f + P_c :$ given any feasible solution of $P_f$, we set arbitrarily large values to $c^{k}$ variables to satisfy the cable constraints (8) to (10) and be able to set a warm start to $P_c$.

#### Algorithm 1 Heuristic $H_c$

1. Initialize $C_k^{h,q} \leftarrow 0 \forall ij \in A; \forall k \in \{1; 2\}; \forall q \in Q$
2. for all arc $ij \in A$ do
3. set $f := f^{h}_0$
4. while $f \leq 288$ do
5. $C_k^{h,288} := C_k^{h,288} + 1$
6. $f := f - 288$
7. end while
8. choose min $q$ s.t. $q \geq f$
9. set $C_k^{h,q} := 1$
10. set $C_k^{h,q} := \lfloor f^k / 288 \rfloor$
11. set $f := f - 288$ s.t. $q \geq f^k - [f^k / 288]$
12. end for

\(^1\)Note that this cost is "virtual" in a sense as it should depend on the size of the cable which will be used for each level of fiber. In practice we will assume that capacity of cables are decreasing with the level of fiber and, given the concave cost structure of the cables, we will have decreasing fiber cost (with respect to their level)
III. NUMERICAL RESULTS

Our goal is to be efficient on our very specific operational data. That is the reason why we have not conducted any experiments on any public Network or MIP library. In this context, we present numerical results from experiments on 4 data sets, named Data1 the smallest one, to Data4 the biggest one. The underlying infrastructure $G$ and the constants (such as cables costs $C_i$ and demands $a_i$) have been set to their actual values; splitters capacity set to $m = 8$, and the cables capacities are chosen in $Q = \{288 = q_0; 144; 96; 72; 48; 36; 24; 12\}$, while $N$ is set to 1000. The Linear Programming and the branch and bound were performed by CPLEX 12.2 running on an AMD Athlon II X3 powered by a Linux 2.6 kernel. Computation times were set to 1800 seconds for $P_f$ and $P_c$, meanwhile $H_L$ runs quite instantly. Table (I) and (II) summaries some numerical experiments.

| Data   | $|V|$ | $|E|$ | Demand | Cost $P_f + H_c$ |
|--------|------|------|--------|------------------|
| Data1  | 583  | 838  | 8285   | 45606           |
| Data2  | 808  | 2528 | 46294  | 110269          |
| Data3  | 1232 | 3119 | 28080  | 105062          |
| Data4  | 1624 | 2711 | 23774  | 110554          |

Let us explain some results shown in table (I). $P_c$ finds a feasible solution only on Data1, the smallest. Hence, by solving $P_f$ first, we help to find a feasible solution even on biggest data sets. And then by solving $P_c$, we lower the cost a lot more than by solving $H_L$ for the three smallest data sets as shown in column $\Delta$ where $\Delta$ quantifies the difference between the cost of $P_f + H_c$ and $P_f + P_c$.

Moreover, since for Data1 the cost of $P_c$ and $P_f + P_c$ are about the same, we think that the warm start helps to find a solution as good as the one that would have been found without it on other data sets.

Let us discuss about Data4. For this data set the gap is almost twice the gap on smaller data sets, and the value in column $\Delta$ is rather small. We think the number of vertices $|V|$ is too big for CPLEX to solve efficiently the branch and bound process. This thought is also supported by the fact that for model $P_c$, if the computing time increases up to 10800 seconds, this does not achieve any improvement more than 1% gap. We expect to find a more efficient decomposition technique in order to lower the gap on big data sets. We should remark as well that for $P_f$, gaps vary from 1% to 4%, which is very small.

IV. CONCLUSION

In the present article we have shown that by using a decomposition and a warm start, we make possible to solve a MIP model describing a PON access network design problem with cable constraints, even on very big data sets. We have shown that for some data sets, the entire model performs a good optimization once a warm start is given. The solutions found are admissible in an operational point of view, that means conform and checkable, fast to compute and easy deploy; moreover far cheaper than the best solution found by another mean.

Notice that cable constraints (8) to (10) make the problem hard to solve on our large size of data sets. Notice that although it is easy to find a deployable, feasible solution without any computer assistance the price found by our model is around 50% of the best cost found by hand. We think that the warm start could be improved by finding a good heuristic or by studying the link between objective function (1) and (11). To test wether this could help CPLEX to find a better solution on the entire problem is an open question. Some other constraints are post-processed after the MIP has been solved; we wish to encompass them inside the main model. Finally, since the gap for some data sets is quite large and that running CPLEX a long time doesn’t lower it, we wish as well to better understand the decomposition used for the warm start in order to improve this step and achieve a better gap.
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Abstract—The Molecular Distance Geometry Problem (MDGP) is the one of finding an embedding of a molecular graph in the three dimensional space, where graph vertices represent atoms and edges represent known distances between some pairs of atoms. The MDGP is a constraint satisfaction problem and it is generally cast as a continuous global optimization problem. Moreover, under some assumptions, this optimization problem can be discretized and so that it becomes combinatorial, and it can be solved by a Branch & Prune (BP) algorithm. The solution set found by BP, however, can be very large for some instances, while only the most energetically stable conformations are of interest. In this work, we propose and integrate the BP algorithm with two new energy-based pruning devices. Computational experiments show that the newly added pruning devices are able to improve the performance of the BP algorithm, as well as the quality (in terms of energy) of the conformations in the solution set.

I. INTRODUCTION

The Molecular Distance Geometry Problem (MDGP) is the one of finding the possible three-dimensional conformations of a molecule from the information about the relative distances between some pairs of its atoms [1], [2]. Let $G = (V,E,d)$ be a weighted undirected graph representing an instance of the MDGP. The vertex set describes the atoms forming the molecule, and there is an edge joining two vertices if and only if the distance between the two corresponding atoms is known. The MDGP can be seen therefore as the problem of finding a function $x : V \rightarrow \mathbb{R}^3$ such that

$$\forall (u,v) \in E, \quad ||x(u) - x(v)|| = d_{uv},$$

where $||\cdot||$ represents the computed Euclidean distance between the coordinates $x(u)$ and $x(v)$, whereas $d_{uv}$ is the weight of the edge $(u,v)$. The MDGP is NP-hard [3].

By its nature, the MDGP is a constraint satisfaction problem that is generally formulated as a global optimization problem in a continuous space [4]. When some particular assumptions are satisfied, moreover, the search space of the optimization problem can be discretized, so that it becomes combinatorial. We refer to a subclass of MDGP that can be discretized as the Discretizable MDGP (DMDGP) [5], [6], [7]. Instances of the DMDGP can be solved by applying an ad-hoc Branch & Prune (BP) algorithm [8].

The basic idea behind BP is as follows. Suppose that possible positions have already been computed for all the atoms of a given molecule that have rank smaller than $i$ (we suppose that a total order relationship for the vertices of $G$ exists). Because of the discretization assumptions, there are up to two possible positions for the current atom $i$, that can be obtained by intersecting three spheres centered in the already placed atoms $i-3, i-2$ and $i-1$, and having radii $d_{i-3,i}, d_{i-2,i}$ and $d_{i-1,i}$ respectively. In this way, a binary tree can be defined, which is the conformational search space of the discretized problem, where branches duplicate in number when passing on higher layer levels. By using some additional information about the distances (that are not considered in the tree construction), the feasibility of the atomic positions can be verified, so that branches of the tree can be pruned in case they contain infeasible positions. Moreover, additional pruning devices can be conceived for improving the performance of the BP algorithm [9], [10].

In this paper, we propose two new pruning devices to be included in the BP algorithm in order to improve its performance. For the first time, we consider pruning devices that are based on the chemical nature of MDGP instances; in other words, in these new pruning devices, we exploit the chemical structure of the molecule, and not only the distance information. We will present two new pruning devices. The former basically considers the van der Waals (vdW) radii [11] and forbids any configuration where non-bonded atoms are too close to each other, by verifying the relative distances between spheres centered in the atoms and having as radii the corresponding vdW radii. The latter pruning device is instead based on the well-known Lennard Jones (LJ) potential [12], which is related to the internal energy of the molecule.

The rest of the paper is organized as follows. In Section II, we will briefly describe the BP algorithm and we will focus our attention on the symmetry properties of BP trees, that will be exploited later in the paper. Section III will introduce the two new pruning devices, while computational experiments will be presented in Section IV. Conclusions and future works will be discussed in Section V.
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Algorithm 1: The BP algorithm.
1: BP(v, n, d)
2: compute x′v;
3: if (x′v is feasible) then
4: if (v = n) then
5: let nsols = nsols + 1;
6: else
7: BP(v + 1, n, d);
8: end if
9: end if
10: compute x′′v;
11: if (x′′v is feasible) then
12: if (v = n) then
13: let nsols = nsols + 1;
14: else
15: BP(v + 1, n, d);
16: end if
17: end if

II. THE BP ALGORITHM

The BP algorithm [8] is an exact algorithm for the solution of DMDGPs. It explores recursively the discrete search domain (a binary tree) of the DMDGP and it prunes infeasible branches of such a tree as soon as they are discovered. Alg. 1 gives a sketch of the algorithm. In the algorithm call, v ∈ V is the current vertex for which we are looking for a position, n is the cardinality of V, and d represents the weights associated to the edges. During each call, the two possible positions for the vertex v, x′v and x′′v, are computed, and their feasibility is verified. If, for example, x′v is feasible, then this position could be part of a solution, and therefore the branch of the binary tree rooted at x′v needs to be explored. In this case, the algorithm invokes itself for exploring the branch rooted at x′v. Instead, if for example x′′v is not feasible, then the current branch does not contain any solution. It is therefore pruned: the algorithm does not invoke itself in this case.

The conditions in the two if control structures (see lines 3 and 11 of Alg. 1) can be verified by employing the so-called pruning devices. The easiest to conceive and to implement (and probably the most efficient) is the Direct Distance Feasibility (DDF) pruning device. DDF simply verifies whether additional distances (that are not employed in the computation of x′v and x′′v) are satisfied by the obtained candidate positions. In the following, we will refer to such additional distances as pruning distances. The BP algorithm, together with the DDF pruning device, was shown to be very efficient for the solution of protein-like instances [5].

Fig. 1 shows a BP tree for a small instance and the set of solutions obtained when only the DDF pruning device is employed. In the following, we will say that this is the DDF solution set, in order to make a distinction between this solution set and the ones that we will obtain while employing the new pruning devices. In the tree representation, a solution is given by a path from the tree root to one of its leaf nodes.

As it is graphically shown in the picture, DDF solution sets are symmetric, i.e. one solution can be obtained from another by replacing a branch with its symmetric one [13], [14].

On the other hand, BP trees are highly symmetric: when no additional distances are available for applying the DDF pruning device, then every tree branch has a symmetric branch. A pair of symmetric branches shares the following property: given two vertices v and w, in the two branches, even if their coordinates are different, their relative distance is the same. Conversely, if we consider a vertex u having rank smaller than the common root of the two symmetric branches, its distance from any vertex v on the two branches is branch-dependent. Let us consider a pair of symmetric branches of the BP tree that are rooted at the vertex v. If there is a vertex with rank u < v and another vertex w > v (which belongs to the two branches) such that the pruning distance dwu is available, then, with probability 1, at most one of the two coordinates for w (one on the first branch, another on the second one) can satisfy this distance [15]. As a consequence, this kind of pruning distances are able to break the symmetries in BP trees, so that only a subset of symmetries is left in the DDF solution set. An easy test for verifying the presence of a symmetry in the solution set (before its explicit computation) is to check the existence of this kind of pruning distances. As reported in [13], there is a symmetry on the layer v of the solution set if and only if the vertex v belongs to the set

\[B = \{v \in V \mid \exists (u, w) \text{ s.t. } u + 3 < v \leq w\}.\]

In this work, we will exploit these symmetry properties for generating instances having a predefined minimum number of solutions, and we will also discuss a possible improvement for the LJ pruning device which exploits the symmetries in BP trees.

III. ENERGY-BASED PRUNING DEVICES

In this section, we propose two new pruning devices to be included in the BP algorithm. The first one is based on vdW radii (see Section III-A), while the second one is based on LJ energy (see Section III-B).
A. vdW radii pruning device

In this work, we consider the very common representation for an atom through the coordinates of its center. An atom, however, fills a certain portion of space: its nucleus, consisting of neutrons and protons, has a predetermined volume, while electrons orbit around this nucleus, at a given distance from it. Therefore, an atom can be seen as a sphere centered in its nucleus (which corresponds to the center of the atom) and having radius equal to the distance between the nucleus and the orbiting electrons. This distance can be estimated for each kind of atoms, and it is generally referred to as atomic radius. It is common to say that these electrons form a sort of cloud.

When two atoms are chemically bonded, their clouds of electrons tend to overlap. If they are not bonded, however, repulsion forces do not allow them to be too close to each other. The half of the distance (between atoms of the same kind) for which the attraction and repulsion forces are in equilibrium is called van der Waals (vdW) radius [11]. The vdW pruning device is therefore based on this simple idea: when two atoms are not bonded, their relative distance should be greater than the sum of the two corresponding vdW radii. This verification can be applied to all pairs of atoms for which no pruning distance is available.

Notice that, differently from the DDF pruning device, a precise distance is not available but rather only a lower bound for this distance. When the relative distance between two vertices $u$ and $v$, with $u < v$ just positioned somewhere, goes below the predefined threshold, then the candidate position for $v$ can be pruned. In the practice, we consider a relaxed condition, by setting the threshold to the 80% of the sum of the vdW radii. In the experiments presented in Section IV, we will consider instances containing Carbons (C) and Nitrogens (N) only. The vdW radius for C is set to 1.875; the vdW radius for N is set to 1.688. These values were extracted from the default parameters of the force field described in [16].

B. LJ pruning device

This pruning device is based on the overall internal energy of a molecule. As it is well-known, an accurate description of all interactions among the atoms in a molecule can be very complex, so that the overall energy can be only approximated by taking into consideration the most important interactions.

The vdW interactions between pairs of non-bonded atoms [17] are usually modeled by the Lennard Jones energy. In this case, we consider both repulsion and attraction forces, and for modeling the overall energy, we use the sum of pairwise LJ potentials 12–6 [12]:

$$E_{LJ} = \sum_{uv} 4\varepsilon_{uv} \left( \left( \frac{\sigma_{uv}}{d_{uv}} \right)^{12} - \left( \frac{\sigma_{uv}}{d_{uv}} \right)^{6} \right),$$

where $\varepsilon_{uv}$ and $\sigma_{uv}$ are two parameters that can be defined by the relationships between the pairs of atoms $u$ and $v$. The parameter $\sigma_{uv}$ is the distance where the pair potential is zero, whereas $\varepsilon_{uv}$ is the well depth. The minimum value for the LJ pair potential is $-\varepsilon_{uv}$ achieved in $r_{uv} = 2^{1/6} \sigma_{uv}$ (which corresponds to the sum of vdW radii).

During the execution of the algorithm, every time a leaf node is reached (on the layer $n$), a complete conformation is found, and its energy $E_n$ can be computed. Let us suppose that $\hat{E}_n$ is the lowest energy found so far. The basic idea behind the LJ pruning device is to verify in advance whether new branches of the tree can actually contain conformations with an energy that can be potentially smaller than $\hat{E}_n$. This can be done by computing a lower bound on the energy concerning all the conformations belonging to a common branch.

Depending on the range in which the inter-atomic distances can vary, however, we can compute an accurate lower bound for the actual value. In case the BP algorithm is currently positioned on the layer $v$, then we have a partial energy value $E_{n(\leq v)}$ (computed by using the available coordinates) and a lower bound $L_{(>v)}$ on the energy $E_{n(>v)}$ (approximated by summing the minimum values given by the Lennard Jones terms for which no distance is available yet). Therefore, if $E_{n(\leq v)} + L_{(>v)} > \hat{E}_n$, there is no hope to identify a conformation with an energy smaller than $\hat{E}_n$, while exploring the current branch of the tree. This branch can be therefore pruned.

Notice that the LJ pruning device considers implicitly the vdW pruning device (see previous section). If a distance between a pair of atomic coordinates (for the atom $v$ and a previous one) is small enough for the atomic position $x_v$ to be pruned by the vdW pruning device, then the corresponding LJ potential is large, so that the LJ pruning device declares the atomic position infeasible as well. Therefore, when the vdW and LJ pruning devices work together, it is appropriate to apply LJ only after vdW.

IV. Computational experiments

This section presents some computational experiments where the BP algorithm is integrated with the new proposed pruning devices. All codes were written in C programming language and all the experiments were carried out on an Intel Core 2 Duo @ 2.4 GHz with 2GB RAM, running Mac OS X. The codes have been compiled by the GNU C compiler v.4.0.1 with the -03 flag.

In this paper, we suppose that all considered instances consist of a list of precise distances between some pairs of atoms of the molecule. This is an unrealistic assumption [18], because this information can be obtained through experiments of Nuclear Magnetic Resonance (NMR), where lower and upper bounds on the distances are actually provided. This assumption, however, allowed us to begin the investigation of new ideas that are potentially able to help in the solution of real instances of the problem (see Section V).

The instances considered in this paper are artificially generated by using the following procedure. Protein conformations are downloaded from the Protein Data Bank (PDB) [19] and the backbone atoms N–Cα–C of such proteins are extracted from such conformations. Distances are then computed between each possible pair of atoms, and the distances that are greater than 5Å are rejected (this is done because NMR data only consists of short range distances). As previously remarked
TABLE I

<table>
<thead>
<tr>
<th>Instance</th>
<th>only DDF</th>
<th>DDF + vdW</th>
<th>DDF + LJ</th>
<th>DDF + vdW + LJ</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>m</td>
<td>BP calls</td>
<td>#L</td>
<td>time</td>
</tr>
<tr>
<td>1mbn-0</td>
<td>459</td>
<td>3200</td>
<td>1951</td>
<td>8 0.03</td>
</tr>
<tr>
<td>1mbn-2</td>
<td>459</td>
<td>3169</td>
<td>1132</td>
<td>512 0.35</td>
</tr>
<tr>
<td>1rgs-0</td>
<td>792</td>
<td>4936</td>
<td>10883</td>
<td>8 0.43</td>
</tr>
<tr>
<td>1rgs-1</td>
<td>792</td>
<td>4857</td>
<td>165317</td>
<td>128 6.82</td>
</tr>
<tr>
<td>1bpm-1</td>
<td>1443</td>
<td>9056</td>
<td>73147</td>
<td>128 6.88</td>
</tr>
<tr>
<td>1bp-2</td>
<td>1443</td>
<td>9027</td>
<td>1150409</td>
<td>2048 1.11</td>
</tr>
<tr>
<td>1n4w-1</td>
<td>1610</td>
<td>10860</td>
<td>51521</td>
<td>32 3.39</td>
</tr>
<tr>
<td>1n4w-2</td>
<td>1610</td>
<td>10675</td>
<td>182433</td>
<td>512 18.75</td>
</tr>
<tr>
<td>1mqq-1</td>
<td>2032</td>
<td>12820</td>
<td>54175</td>
<td>128 8.62</td>
</tr>
<tr>
<td>1mqq-2</td>
<td>2032</td>
<td>12807</td>
<td>812927</td>
<td>2048 1.44</td>
</tr>
<tr>
<td>1rwh-1</td>
<td>2265</td>
<td>13908</td>
<td>38261</td>
<td>32 5.39</td>
</tr>
<tr>
<td>1rwh-2</td>
<td>2265</td>
<td>13868</td>
<td>1152945</td>
<td>1024 169</td>
</tr>
<tr>
<td>2e7z-1</td>
<td>2907</td>
<td>27509</td>
<td>342675</td>
<td>64 38.63</td>
</tr>
<tr>
<td>2e7z-2</td>
<td>2907</td>
<td>27157</td>
<td>2041939</td>
<td>2048 391</td>
</tr>
<tr>
<td>1epw-0</td>
<td>3861</td>
<td>35028</td>
<td>11975</td>
<td>2 3.12</td>
</tr>
<tr>
<td>1epw-1</td>
<td>3861</td>
<td>34707</td>
<td>123561</td>
<td>32 43.27</td>
</tr>
<tr>
<td>1epw-2</td>
<td>3861</td>
<td>34052</td>
<td>2815081</td>
<td>4096 1282</td>
</tr>
</tbody>
</table>

Successively, for all generated instances, a certain number of pruning distances is discarded. Let \( V \subset \hat{V} \), containing \( K \) randomly selected vertices. For each \( v \in \hat{V} \), all the pruning distances \( d_{uw} \) such that \( u + 3 < v < w \) are removed from the instance. In this way, a symmetry in the DDF solution set is generated, and this makes the total number of solutions increase (see Section II). An instance generated by using this procedure has at least \( 2^K \) solutions [15], [13].

Table I shows some computational experiments. The name of each instance is composed by its label on the PDB, plus a number, representing the cardinality \( K \) of \( V \). For every instance, we also provide the number of atoms (\( m = |V| \)), and the total number of available distances (\( m = |E| \)).

The experiments are performed for different setups of the BP algorithm. We consider the four following setups:
- only the DDF pruning device is exploited;
- DDF is integrated with the vdW pruning device;
- DDF is integrated with the LJ pruning device;
- the three pruning devices are considered together.

For every setup and for every instance, we monitor the total number of BP calls necessary for enumerating the whole solution set, the number \( #L \) of times that BP reaches a leaf node of the search tree (\( #L \) corresponds to the cardinality of the solution set when only DDF is employed), and finally the CPU time, in seconds. CPU times in bold are used to mark the fastest executions.

The quality of the obtained solutions can be evaluated in two ways. In order to verify whether all available distances are satisfied, we use the Largest Distance Error (LDE) function:

\[
LDE(x) = \sum_{(u,v) \in E} \frac{1}{m} \left| \left| x(u) - x(v) \right| - d_{uw} \right|
\]

In this work, moreover, it is of interest to verify the LJ energy of the obtained solutions, by employing Equation (1). In the presented experiments, the LJ energy is computed even when the LJ pruning device is disabled. The partial energy \( E_{(2,k)} \) is computed at each recursive call of BP, because we noticed empirically that this is more efficient than computing the LJ energy for the whole DDF solution set after the execution of the algorithm. For lack of space in the table, LDE and LJ values are omitted for all experiments, but some examples will be given in the text.

The experiments show the effectiveness of the two new pruning devices. Even if very simple, the vdW pruning device is able to reduce the total number of BP calls, as well as the computational time, because it can identify infeasible branches that were not selected by DDF. A similar observation can be done for the LJ pruning device. It is interesting to remark that, when the two new pruning devices are considered together with DDF, the performance of BP is similar to the case in which only the vdW pruning device is considered. As a consequence, the repulsive term in LJ, which dominates the potential for small distances (also considered in vdW), plays the most important role during the pruning process. However, notice that \( #L \) decreases when vdW and LJ work together: fewer leaf nodes are reached during the execution of BP.

Fig. 2 shows two solutions for the instance \( 1\text{mbn-2} \). The leftmost conformation has minimum LDE value 1.79e-10 (energy -131.21), but it does not correspond to the solution having the smallest energy value. In fact, as it can be seen from the figure, one helix in this conformation slightly diverges from the rest of the molecule, so that some energetic terms increase in value. The rightmost conformation is the one with minimum LJ potential energy: -136.12, while the LDE value is 5.36e-08.
V. CONCLUSIONS AND FUTURE WORKS

We introduced two new pruning devices that are based on internal energy in molecules. We showed, through computational experiments, that they are able to improve the pruning capabilities of BP algorithm. The energetically most stable conformations, that previously could be selected from the entire DDF solution set, can be actually obtained by employing these two new pruning devices. The solution set is therefore reduced to energetically stable conformations only, while the performance of BP improves.

This work represents the first step for the integration of energy-based pruning devices inside BP. Next step will consist in testing such new pruning devices on instances of the problem containing interval data. As mentioned above, this kind of instances is more realistic, because, in biological applications, experimental data are generally imprecise. While the adaptation of these pruning devices to interval data is rather trivial, their impact on the performance of the algorithm is expected to be much more pronounced.

When working with interval data, the number of branches in BP trees increases because, instead of 2 possible positions for the current atom, we have $2^D$ possible positions, where $D$ corresponds to the number of samples in the discretized interval distance [20]. Thus, it is also expected an increase in the computational cost for the execution of these new pruning devices. For this reason, it will be worth implementing suitable strategies for making the new pruning devices more efficient. In the LJ pruning device, for example, the quality of the lower bound $L_{(\gamma)}$ can be improved by taking into consideration the symmetry properties of BP trees. Distances between pairs of atoms belonging to two symmetric branches coincide, and therefore their LJ energy is the same. Once one of the two branches has been explored, and its total energy has been computed, it is known in advance that the second branch has the same energy. This property can therefore help in finding better approximations of the lower bound $L_{(\gamma)}$. Unfortunately, when using this strategy in BP with exact distances, the trade-off between increased cost and performance improvement is not relevant.
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Abstract—A partial Latin square (PLS) is an assignment of symbols to an $n \times n$ grid such that, in each row and in each column, each symbol appears at most once. The partial Latin square extension (PLSE) problem asks to find such a PLS that is a maximum extension of a given PLS. The PLSE problem is NP-hard, and in this paper, we propose a heuristic algorithm for this problem. To design a heuristic, we extend the previous $\frac{2}{3}$-approximation algorithm that utilizes the notion of maximum matching. We show the empirical effectiveness of the proposed algorithm through computational experiments. Specifically, the proposed algorithm delivers a better solution than the original one and local search. Besides, when computation time is limited due to an application reason, it delivers a better solution than IBM ILOG CPLEX, a state-of-the-art optimization solver, especially for large scale "hard" instances.

I. INTRODUCTION

Throughout the paper, we consider the partial Latin square extension (PLSE) problem. Let $n$ denote a natural number. Suppose that we are given an $n \times n$ grid. A partial Latin square (PLS) is a partial assignment of $n$ symbols to the grid so that the Latin square condition is satisfied. The Latin square condition requires that, in each row and in each column, each symbol should appear at most once. Given a PLS, the PLSE problem asks to find such a PLS that is a maximum extension of the given one in terms of the number of the filled cells. Specifically, we are asked to assign symbols additionally to as many empty cells as possible so that the Latin square condition is satisfied. The PLSE problem is NP-hard since its decision problem version is NP-complete [1]. The problem has various applications (e.g., scheduling, optical routers [2]) and was first introduced by Kumar, Russel and Sundaram [3], where they proposed several constant-factor approximation algorithms.

In this paper, we propose a heuristic algorithm for the PLSE problem. Assuming practical use, we aim to develop such a heuristic algorithm that delivers better solutions for more instances. We are interested just in empirical performance. On the other hand, when computation time is limited due to an application reason, it delivers a better solution than IBM ILOG CPLEX, a state-of-the-art optimization solver, especially for large scale "hard" instances.

Our heuristic algorithm is based on the $\frac{2}{3}$-approximation algorithm proposed in [3] that determines the assignment of symbols by solving the $n$ relevant maximum matching problem instances iteratively. We try to improve its empirical performance by extending the model and by giving a reasonable scheme to decide the order in which the maximum matching problem instances are solved.

There are two approximation algorithms that have better approximation ratios than $\frac{2}{3}$. The best bound is $\frac{3}{4} - \varepsilon$, achieved by Hajirasouliha, Jowhari, Kumar and Sundaram [4], where $\varepsilon$ is any positive constant. Their algorithm is based on local search, and the constant $\varepsilon$ is automatically determined by the parameter on the neighborhood scale. The smaller $\varepsilon$ we wish, the longer the running time becomes since we need to set the neighborhood scale large. For example, to beat the second best bound $1 - \frac{1}{e}$, achieved by Gomes, Regis and Shmoys [5], the running time becomes $O(n^{20})$, which is surely polynomial but not practical. The second best algorithm [5] employs the linear programming (LP) relaxation approach. The idea is sophisticated but it is not easy to realize the mechanism to improve the empirical performance. On the other hand, the empirical performance of the maximum matching based
A 0.5-approximation algorithm can be improved by a smaller ingenuity. This is the highlight of the paper. We show the empirical effectiveness of the proposed algorithm through computational experiments. Specifically, the proposed algorithm tends to deliver a better solution than the original one and the local search based approximation algorithm. Besides, when computation time is limited, as is often the case in practice, the proposed algorithm tends to deliver a better solution than IBM ILOG CPLEX for large scale “hard” instances.

The paper is organized as follows. In Section II, we prepare terminologies and notations. Then we present the proposed heuristic algorithm in Section III. We report the results of the computational experiments in Section IV, and then give concluding remarks in Section V.

II. PRELIMINARIES

A. The PLSE Problem

First we introduce notations on the \( n \times n \) grid. The grid consists of \( n^2 \) cells. Let us denote \([n] = \{1, 2, \ldots, n\}\). For any \( i, j \in [n] \), we denote the cell in the row \( i \) and in the column \( j \) by \((i, j)\). We denote the set of the \( n \) cells in the row \( i \) by \( R_i \), and the set of the \( n \) cells in the column \( j \) by \( C_j \), i.e.,

\[
R_i = \{(i, 1), (i, 2), \ldots, (i, n)\} \quad \text{and} \quad C_j = \{(1, j), (2, j), \ldots, (n, j)\}.
\]

We also denote the family of \( R_i \)'s by \( \mathcal{R} \), and the family of \( C_j \)'s by \( \mathcal{C} \), i.e.,

\[
\mathcal{R} = \{R_1, R_2, \ldots, R_n \} \quad \text{and} \quad \mathcal{C} = \{C_1, C_2, \ldots, C_n \}.
\]

Clearly we have \( \bigcup_{i \in \mathcal{R}} R_i = \bigcup_{C_j \in \mathcal{C}} C_j = [n]^2 \)

Next we introduce notations on assignment of symbols to the grid. For simplicity, we represent the \( n \) symbols by the integers \( 1, 2, \ldots, n \) in the set \([n]\). We represent an assignment of symbols by an \( n \times n \) array, denoted by \( L \). For each cell \((i, j)\), we denote the assigned symbol by \( L_{i,j} \in [n] \cup \{0\} \), where \( L_{i,j} = 0 \) indicates that \((i, j)\) is empty. We define the domain of \( L \) as \( \text{Dom}(L) = \{(i, j) \in [n]^2 \mid L_{i,j} \neq 0 \} \). The cardinality \( |\text{Dom}(L)| \) equals to the number of the cells that are assigned symbols by \( L \). For simplicity, we may write \( |\text{Dom}(L)| \) as \( |L| \).

An assignment \( L \) is an extension of \( L' \) if \( \text{Dom}(L) \supseteq \text{Dom}(L') \) and \( L_{i,j} = L'_{i,j} \) holds for any \((i, j) \in \text{Dom}(L') \). When \( L \) is an extension of \( L' \), we write \( L \supseteq L' \). We call \( L \) a partial Latin square (PLS) if, in each row and in each column, every symbol appears at most once. In particular, if all the cells are assigned symbols (i.e., \( \text{Dom}(L) = [n]^2 \)), then we simply call \( L \) a Latin square (LS). We call a PLS \( L \) extendible (resp., blocked) if there exists (resp., does not exist) a PLS \( L' \supseteq L \) (\( L' \neq L \)). Two PLSs \( L \) and \( L' \) are compatible if the following two conditions hold:

(i) For each \((i, j)\), at least one of \( L_{i,j} = 0 \) and \( L'_{i,j} = 0 \) holds.

(ii) The assignment \( L \oplus L' \) defined as follows is a PLS:

\[
(L \oplus L')_{i,j} = \begin{cases} L_{i,j} & \text{if } L_{i,j} \neq 0 \text{ and } L'_{i,j} = 0, \\ L'_{i,j} & \text{if } L_{i,j} = 0 \text{ and } L'_{i,j} \neq 0, \\ 0 & \text{otherwise.} \end{cases}
\]

An assignment of symbols can be also represented by a set of triples. Let \( T \) be a subset of \([n]^3 \). The membership \((i, j, k) \in T\) represents that the symbol \( k \) is assigned to \((i, j)\). In order to avoid duplicate assignments on the same cell, we assume that, for any different triples \((i, j, k)\) and \((i', j', k')\) in \( T \), at least one of \( i \neq i' \) and \( j \neq j' \) holds. To convert the triple set representation into the array representation, we define the array \( A(T) \) as follows:

\[
A(T)_{i,j} = \begin{cases} k & \text{if there is } k \in [n] \text{ such that } (i, j, k) \in T, \\ 0 & \text{otherwise.} \end{cases}
\]

For \((i, j, k), (i', j', k') \in T\), when at least two of \( i \neq i', j \neq j' \) and \( k \neq k' \) hold, we say that they are compatible. Then \( T \) is a PLS if any two triples in \( T \) are compatible. Let us simplify some notations. When \( L \) and \( A(T) \) are compatible, we may say that \( L \) and \( T \) are compatible, and use the expression \( L \oplus A(T) \) instead of \( L \oplus A(T) \). When a singleton \( T = \{(i, j, k)\} \) is compatible with \( L \), we say that \((i, j, k) \) (instead of \( \{(i, j, k)\} \)) is compatible with \( L \).

We summarize the PLSE problem as follows.

The Partial Latin Square Extension (PLSE) Problem

Input: A PLS \( L_0 \).

Output: A PLS \( L \supseteq L_0 \) that attains the maximum \( |L| \).

A polynomial time algorithm for the PLSE problem is called a \( \rho \)-approximation algorithm if, for any input PLS \( L_0 \), it finds \( L \supseteq L_0 \) such that:

\[
|L| - |L_0| \geq \rho \cdot |L_0| - |L| = |L| - |L_0| \geq \rho,
\]

where \( L^* \) denotes a global optimal solution. The bound \( \rho \) is called the approximation ratio.

B. Graph, Maximum Matching, Independent Set

An undirected graph (or simply a graph) \( G = (V, E) \) consists of a set \( V \) of nodes and a set \( E \) of unordered pairs of nodes, where each element in \( E \) is called an edge. The degree of a node \( v \in V \) is the number of the edges incident to \( v \). A graph is bipartite when \( V \) can be partitioned into two disjoint nonempty sets, say \( V_1 \) and \( V_2 \), so that every edge joins a node in \( V_1 \) and a node in \( V_2 \). When we emphasize that \( G \) should be bipartite, we may write \( G = (V_1 \cup V_2, E) \).

A matching \( E' \) is a subset of \( E \) such that no two edges in \( E' \) have a node in common. A maximum matching is such a matching that attains the largest cardinality. In particular, a maximum matching is called a perfect matching if it covers all the nodes in the graph. The size of maximum matching is called a matching number, and is denoted by \( \nu(G) \). Suppose that the graph \( G = (V, E) \) is bipartite. We can find a maximum matching in \( O(\sqrt{|V|}|E|) \) time [8]. Note that maximum matching is not necessarily unique. Any edge \( e \in E \) is classified into one of the following three classes with respect to how it appears in the possible maximum matchings:

1. In the maximum matching,
2. In some maximum matching but not in the current one,

So the maximum number of edges that can appear in a maximum matching is at most \( \nu(G) \cdot |E| \).
The sets of mandatory, admissible and forbidden edges in $G$ are denoted by $ME(G)$, $AE(G)$ and $FE(G)$, respectively. The edge set $E$ of a bipartite graph $G$ can be decomposed into three disjoint sets $ME(G)$, $AE(G)$ and $FE(G)$ by the Dulmage-Mendelsohn decomposition technique [9]. The computation time is dominated by finding a maximum matching, and thus the decomposition can be made in $O(\sqrt{|V||E|})$ time.

The proposed algorithm repeatedly solves maximum matching problems on bipartite graphs such that $|V_1| = |V_2| = n$. We denote the upper bound on the computation time for one bipartite graph by $\tau_n$, i.e., $\tau_n = O(n^{5/2})$.

Let $G = (V, E)$ be a general graph (not necessarily bipartite). An independent set is a subset of $V$ such that any two nodes in the subset are not adjacent. A maximum independent set is such an independent set that attains the largest cardinality. The problem of finding a maximum independent set is such an independent set that attains the largest cardinality. The problem of finding a maximum independent set is NP-hard [10]. The proposed algorithm solves this problem for a certain purpose. To construct a nearly maximal independent set, we employ the $(\Delta + 2)/3$-approximation algorithm [11], where $\Delta$ denotes the maximum degree in the graph. The algorithm is a greedy method such that, starting from $S = \emptyset$, it inserts a node of the smallest degree into $S$ and removes the inserted node and all the adjacent nodes (along with all the incident edges) from the graph. The process is repeated until all nodes are removed from the graph, and finally $S$ is output. The computation time is linear in the numbers of nodes and edges [11].

### III. A HEURISTIC ALGORITHM FOR THE PLSE PROBLEM

In this section, we propose a heuristic algorithm for the PLSE problem. The algorithm runs like a typical heuristic algorithm for a packing problem; we are given several containers (what we call compatibility graphs), each of which is given its capacity (matching number). Then we are asked to pack as many objects (matching edges) in the containers as possible. The algorithm is a greedy method such that, starting from $S = \emptyset$, it inserts a node of the smallest degree into $S$ and removes the inserted node and all the adjacent nodes (along with all the incident edges) from the graph. The process is repeated until all nodes are removed from the graph, and finally $S$ is output. The computation time is linear in the numbers of nodes and edges [11].

#### A. The Maximum Matching Based $1/3$-Approximation Algorithm

The $1/3$-approximation algorithm works as follows; starting from $L = L_0$, we repeat choosing a PLS $L'$ that is compatible with $L$ and updating $L \leftarrow L \oplus L'$ iteratively. For convenience, when $L$ is updated to $L \oplus L'$, we say that $L'$ is added to the PLS $L$. To decide $L'$, the algorithm utilizes a maximum matching of what we call a compatibility graph. Given a PLS $L$, the compatibility graph is constructed for any symbol $k \in [n]$. The compatibility graph for the symbol $k$ is denoted by $G_L^{\text{sym},k} = (R \cup C, E_L^{\text{sym},k})$, where $R$ and $C$ are the node sets and $E_L^{\text{sym},k}$ is the edge set such that:

$$E_L^{\text{sym},k} = \{\{R_i, C_j\} \subseteq R \cup C \mid (i, j, k) \text{ is compatible with } L\}.$$

Let $M \subseteq E_L^{\text{sym},k}$ denote any matching of $G_L^{\text{sym},k}$. We define the triple set $T(M)$ as follows:

$$T(M) = \{(i, j, k) \mid \{R_i, C_j\} \in M\}.$$

Any two triples $(i, j, k)$ and $(i', j', k')$ in $T(M)$ satisfy $i \neq i'$ and $j \neq j'$ since $M$ is a matching of $G_L^{\text{sym},k}$. Thus $T(M)$ is a PLS. Each $(i, j, k) \in T(M)$ is compatible with $L$ from the definition of $E_L^{\text{sym},k}$. Then $T(M)$ and $L$ are compatible.

In the order $k = 1, 2, \ldots, n$, the algorithm finds a maximum matching $M^*$ of $G_L^{\text{sym},k}$ and adds $T(M^*)$ to $L$ iteratively. We show the algorithm in Algorithm 1. Naïvely implemented, the algorithm runs in $O(n\tau_n) = O(n^{5/2})$ time.

#### B. The Proposed Algorithm

Let us describe our idea for how we improve the empirical performance of the above approximation algorithm. We have denoted the available symbols by integers $1, 2, \ldots, n$ only for convenience. Their numerical order does not have any significant meaning, whereas the above algorithm chooses $k$ in that order. Thus there is room for developing a smart criterion to choose a compatibility graph. (The approximation ratio is still guaranteed even if we choose $k$ arbitrarily; see the proof in Section 5.2 of [3] for detail.)

Besides, the compatibility graphs for the symbols are not the only “containers” in which we can “pack” the maximum matching to increase the objective value. Motivated by the fact that the dimensions of PLS in the triple set representation are symmetric, we introduce the compatibility graph also for each row and for each column. The compatibility graph for the row $i$ is denoted by $G_L^{\text{row},i} = (R_i \cup [n], E_L^{\text{row},i})$, where $R_i$ and $[n]$ denote the node sets and $E_L^{\text{row},i}$ is the edge set such that:

$$E_L^{\text{row},i} = \{(i, j) \subseteq R_i \cup [n] \mid (i, j, k) \text{ is compatible with } L\}.$$

Similarly, the compatibility graph for the column $j$ is denoted by $G_L^{\text{col},j} = (C_j \cup [n], E_L^{\text{col},j})$, where $C_j$ and $[n]$ denote the...
node sets and $E^\text{col,ij}_L$ is the edge set such that:

$$E^\text{col,ij}_L = \{(i,j), k \in C_j \cup \{n\} \mid (i,j,k) \text{ is compatible with } L\}.$$

We show an example of the compatibility graphs in Fig. 1. Let

us denote any matching of $G^\text{row,ij}_L$ or $G^\text{col,ij}_L$ by $M$. We define the triple set $T(M)$ as follows:

$$T(M) = \{(i,j,k) \mid (i,j,k) \in M\}.$$

Analogously with the case of $G^\text{synb,ij}_L$, the triple set $T(M)$ is a PLS and compatible with $L$. Thus $T(M)$ can be added to $L$.

Finally, given a PLS $L$, we have $3n$ compatibility graphs. Using all of them as containers, we expect to obtain a better solution than the case when we use only the $n$ compatibility graphs for symbols. We denote the set of the $n$ compatibility graphs for symbols by $G^\text{synb}_L = \{G^\text{synb,1}_L, \ldots, G^\text{synb,n}_L\}$, the set of the $n$ compatibility graphs for rows by $G^\text{row}_L = \{G^\text{row,1}_L, \ldots, G^\text{row,n}_L\}$ and the set of the $n$ compatibility graphs for columns by $G^\text{col}_L = \{G^\text{col,1}_L, \ldots, G^\text{col,n}_L\}$. We also denote the union of these graph sets by $G^\text{synb}_L = G^\text{row}_L \cup G^\text{col}_L$.

Let us introduce the criterion by which we choose one of the $3n$ compatibility graphs. Recall that any edge corresponds to a triple $(i,j,k)$ in $[n]^3$. When $L_{i,j} = k$, no edge corresponding to $(i,j,k)$ appears in any compatibility graph. For any compatibility graph $G^\text{synb}_L$, we denote by $\rho(G^\text{synb}_L)$ the number of node pairs that do not appear as edges due to $L_{i,j} = k$. For example, when $G^\text{synb}_L$ is the compatibility graph $G^\text{synb,k}_L$ for the symbol $k$, $\rho(G^\text{synb,k}_L)$ is defined as follows:

$$\rho(G^\text{synb,k}_L) = |\{(R_i, C_j) \subseteq R \cup C \mid L_{i,j} = k\}|.$$

In other words, $\rho(G^\text{synb,k}_L)$ indicates the number of cells to which $L$ already assigns the symbol $k$. Analogously, $\rho(G^\text{row,k}_L)$ and $\rho(G^\text{col,k}_L)$ indicate the numbers of cells in the row $i$ and in the column $j$ to which $L$ assigns certain symbols, respectively.

Now we define the criterion function $f(G^\text{synb}_L)$ as follows.

$$f(G^\text{synb}_L) = \begin{cases} 
\nu(G^\text{synb}_L) + \rho(G^\text{synb}_L) & \text{if } \nu(G^\text{synb}_L) > 0, \\
0 & \text{otherwise.}
\end{cases} \tag{1}$$

Basically, our heuristic algorithm runs as follows: starting from $L = L_0$, the algorithm chooses the compatibility graph $G^\text{synb}_L$ such that $f(G^\text{synb}_L)$ is the largest. Finding a maximum matching $M^*$ of the chosen graph, the algorithm updates the solution by $L \leftarrow L \oplus T(M^*)$. The above operation is repeated while $L$ is extensible. The repetition is at most $3n$ times; suppose that a compatibility graph $G^\text{synb}_L$ is chosen at a certain step of the algorithm, where $s$ denotes the superscript of the compatibility graph. Let us denote the updated PLS by $L = L \oplus T(M^*)$. For any extension $L'' \supseteq L$, there is no edge in the compatibility graph $G^\text{synb}_L$. Then we have $\nu(G^\text{synb}_L) = 0$ and $f(G^\text{synb}_L) = 0$. Thus $G^\text{synb}_L$ is never chosen in the rest execution of the algorithm. Finally, when $f(G^\text{synb}_L) = 0$ holds for all the $3n$ $G^\text{synb}_L$-s, $L$ is blocked and the algorithm halts.

The algorithm utilizes the function $f$ in (1) as the criterion to choose a compatibility graph. It may prefer a compatibility graph $G^\text{synb}_L$ such that more triples can be added (i.e., larger $\nu(G^\text{synb}_L)$) and/or more cells are already assigned symbols (i.e., larger $\rho(G^\text{synb}_L)$). The only matching number $\nu(G^\text{synb}_L)$ appears to be a more natural criterion. However, it did not yield good results in our preliminary experiments.

We summarize the heuristic algorithm in Algorithm 2. The structure is as above stated, but in Line 3, we introduce the subroutine named COLLECTME for further improvement. The subroutine constructs a PLS that is compatible with $L$, from the triples of mandatory edges over the $3n$ compatibility graphs. Then it adds the PLS to $L$, before adding the triple set of a maximum matching of a certain compatibility graph to $L$.

Let us describe the motivation. Recall that a maximum matching is not necessarily unique in a graph. For example, given the PLS $L$ in Fig. 1, there are 4 maximum matchings in the compatibility graph $G^\text{synb,1}_L$. We denote these 4 maximum matchings by $M^*_1, \ldots, M^*_4$, where we define:

$$M^*_1 = \{(R_1, C_1), (R_2, C_1), (R_3, C_2), (R_4, C_3)\},$$

$$M^*_2 = \{(R_1, C_1), (R_2, C_1), (R_3, C_4), (R_4, C_3)\},$$

$$M^*_3 = \{(R_1, C_2), (R_2, C_3), (R_3, C_3), (R_4, C_1)\},$$

$$M^*_4 = \{(R_1, C_1), (R_2, C_3), (R_3, C_3), (R_4, C_4)\}.$$
Algorithm 2 The proposed heuristic algorithm for the PLSE problem

1: $L \leftarrow L_0$
2: while $L$ is extensible do
3: \hspace{1em} $L \leftarrow \text{COLLECT-ME}(L)$
4: \hspace{1em} construct the set $\mathcal{G}_L$ of the compatibility graphs for the PLSE $L$
5: \hspace{1em} $G_L \leftarrow$ a compatibility graph in $\mathcal{G}_L$ such that $f(G_L)$ in (1) is the largest
6: \hspace{1em} $M^* \leftarrow$ a maximum matching of $G_L$
7: \hspace{1em} $L \leftarrow L \oplus T(M^*)$
8: end while
9: output $L$

Fig. 1. An example of compatibility graphs for a PLSE $L$.

Algorithm 3 The subroutine COLLECT-ME

1: loop
2: \hspace{1em} construct the set $\mathcal{G}_L$ of compatibility graphs
3: \hspace{1em} $ME_L \leftarrow$ the set of the mandatory edges over the 3$n$ compatibility graphs in $\mathcal{G}_L$
4: \hspace{1em} if $ME_L = \emptyset$ then
5: \hspace{2em} break the loop
6: \hspace{1em} end if
7: \hspace{1em} construct the graph $H_L = (T(ME_L), F_L)$
8: \hspace{1em} $I \leftarrow$ an independent set in the graph $H_L$
9: \hspace{1em} $L \leftarrow L \oplus I$
10: end loop
11: return $L$

Fig. 2. The final solutions obtained by extending $L \oplus M^*_1, \ldots, L \oplus M^*_4$; the number of the filled cells is indicated in the parentheses.

better solution. Our idea is to add as many triples coming from mandatory edges to $L$ as possible. Let $ME_L$ denote the set of all the mandatory edges over the 3$n$ compatibility graphs in $\mathcal{G}_L$. We would like to add all the triples in $T(ME_L)$ if possible, but we cannot always do so since there are incompatible triples in $T(ME_L)$ in general. Let us define the graph $H_L = (T(ME_L), F_L)$ such that the triple set $T(ME_L)$ is the node set and the edge set $F_L$ is defined as follows:

$$F_L = \{ (i, j, k), (i', j', k') \in T(ME_L) \mid (i, j, k) \text{ and } (i', j', k') \text{ are incompatible}\}.$$ 

Clearly, any independent set of $H_L$ is a PLSE and compatible with $L$. This motivates us to solve the maximum independent set problem on $H_L$. Since the problem is NP-hard, we find a nearly maximum solution by the greedy algorithm [11] that we described in Section II-B.

We summarize the subroutine COLLECT-ME in Algorithm 3. The subroutine repeats enumerating all mandatory edges over the 3$n$ compatibility graphs, computing a nearly maximum independent set, and adding the independent set to $L$ until there is no mandatory edge in any compatibility graph.
C. Computational Complexity

We claim that the proposed algorithm should run in $O(n^{11/2})$ time. The algorithm consists of the main routine in Algorithm 2 and the subroutine COLLECTME in Algorithm 3. In the main routine, the most time-consuming task is to find maximum matchings of all the compatibility graphs. Since the iteration times of the main routine is at most $3n$, the running time is $3n \times 3n \times \tau_n = O(n^{9/2})$.

The iteration times of the subroutine amounts to $O(n^2)$ over the whole execution of the algorithm since there are at most $3n^2$ mandatory edges; there are $3n$ compatibility graphs, and in each graph, there are at most $n$ mandatory edges. The most time-consuming task is not the greedy algorithm for the maximum independent set problem but to find maximum matchings of all the compatibility graphs; one can see that the former takes $O(n^3)$ time, whereas the latter takes $O(n^{7/2})$ time. Then the running time is $O(n^2) \times O(n^{7/2}) = O(n^{11/2})$.

IV. Computational Experiments

In this section, we present some experimental results to show how the proposed algorithm is effective in practice. Specifically, we show that the proposed algorithm tends to deliver a good solution quickly in comparison with other approximation algorithms. We also show that, when computation time is limited, the proposed algorithm tends to deliver a better solution than IBM ILOG CPLEX [7], a state-of-the-art optimization solver.

A. Experimental Settings

We describe how to generate problem instances. This issue has been studied in the field of constraint programming. In our experiments, we generate PLSE instances based on the QCP (quasigroup completion problem) framework that was discussed in [12]. An instance is characterized by two parameters. One is a natural number $n$, the side length of the grid, and the other is $p$ ($0 \leq p \leq 1$), which is the ratio of the number of pre-assigned cells over $n^2$. The QCP framework starts with the empty $n \times n$ grid and assigns a random symbol to a random empty cell so that the resulting assignment is PLS. The assignment is repeated until $\lceil pn^2 \rceil$ cells are assigned symbols. In the context of the decision problem, when the pre-assigned ratio $p$ is small (resp., large), an instance is more (resp., less) likely to be satisfiable since there are less (resp., more) constraints. Many papers have reported the easy-hard-easy phase transition with respect to $p$ (e.g., [13]); the instances are less computationally tractable when $p$ is intermediate, e.g., $0.4 \leq p \leq 0.7$.

We refer to the proposed algorithm as OURS. For comparison, we will consider the algorithm that does not call the subroutine COLLECTME. We refer to this version of the algorithm to OURS-NOSUB. We also use 4 methods: MATCHING, LS, CPMATH and CPCCP. The point is that MATCHING and LS are approximation algorithms that do not necessarily provide a global optimal solution, whereas CPMATH and CPCCP are such softwares that retain exact algorithms.

a) MATCHING: The $1/2$-approximation algorithm [3] that forms the basis of the proposed algorithm and was explained in Section III-A.

b) LS: The $2 - \varepsilon$ approximation algorithm [4] based on local search that achieves the best approximation ratio among those studied so far. Let $T_0$ denote the triple set representation of the given PLS $L_0$. Suppose that a non-negative integer $r$ is given. For any set $T \subseteq [n]^3$ of triples such that $T \supseteq T_0$, we denote the neighborhood of $T$ by $N_r(T)$ that is defined as follows:

$$N_r(T) = \{ T' = (T \setminus S) \cup S' \mid S \subseteq T \setminus T_0, |S| \leq r, \quad S' \subseteq [n]^3, |S'| = |S| + 1, \quad T' \text{ is a PLS} \}. $$

We call $r$ the radius of neighborhood. LS starts with $T = T_0$ and iterates choosing a solution $T' \in N_r(T)$ and updating $T \leftarrow T'$ until no solution exists in the neighborhood, i.e., $N_r(T) = \emptyset$. The larger $r$ is, the better the approximation ratio is, but at the same time, the more the computation time may become. Although $r \geq 7$ defeats the second best bound $1 - \frac{1}{\sqrt{3}}$ given in [5], the time bound becomes $O(n^{40})$ in naive implementation ($r = 7$), which is not practical. We use $r \leq 4$ since any larger $r$ was too time consuming in our preliminary experiments.

c) CPMATH: IBM ILOG CPLEX Optimizer (version 12.4) that solves the PLSE problem by means of mathematical programming. The PLSE problem can be formulated as a 0-1 integer programming problem. See [3] for the formulation. We set the time limit parameter to $6.0 \times 10^2$ seconds, i.e., if the computation time exceeds $6.0 \times 10^2$ seconds, the computation is terminated and the best solution found so far is output. We set all the other parameters to default values.

d) CPCCP: IBM ILOG CPLEX CP Optimizer (version 12.4) that solves the PLSE problem by means of constraint programming. We formulate the PLSE problem as a constraint optimization problem as follows.

maximize $|L|
\text{subject to } \forall i \in [n], \text{ all-different except}_0(L_{i,1}, \ldots, L_{i,n}), \forall j \in [n], \text{ all-different except}_0(L_{1,j}, \ldots, L_{n,j}), \forall(i,j) \in [n]^2, (L_{i,1})_{i,j} \neq 0 \Rightarrow L_{i,j} = (L_{0})_{i,j}, \forall(i,j) \in [n]^2, L_{i,j} \in [n] \cup \{0\}.$

In the above formulation, the all-different except_0 constraint [14] is a special case of the typical all-different constraint, requiring that the variables should take all-different values except the variables assigned 0. We set the level of default inference (DefaultInferenceLevel) and the level of all-different inference (AllDiffInferenceLevel) to extended, i.e., the most sophisticated constraint propagation technique is used. We set the time limit parameter to $6.0 \times 10^2$ seconds. We set all the remaining parameters to default values.

All the experiments are conducted by our PC that carries 2.80 GHz CPU and 4GB main memory.
### TABLE I

| n = 10 | vs. OURS-NOSUB (win) | 920 | 888 | 975 | 949 | 994 | 999 | 796 | 157 | 88 |
|        | (tie) 957 | 577 | 376 | 976 | 9 | 150 | 488 | 7 | 1 |
|        | vs. MATCHING (win) | 34 | 273 | 136 | 17 | 0 | 0 | 0 | 0 | 0 |
|        | (tie) 247 | 24 | 217 | 804 | 9 | 10 | 150 | 6 | 1 |
|        | vs. OURS-NOSUB (win) | 809 | 915 | 913 | 809 | 187 | 920 | 888 | 975 | 949 |
|        | (tie) 73 | 23 | 20 | 31 | 9 | 118 | 62 | 67 | 160 |
|        | vs. MATCHING (win) | 998 | 1000 | 1000 | 999 | 0 | 0 | 0 | 0 | 0 |

### TABLE II

| n = 10 | vs. LS | 920 | 915 | 994 | 999 | 796 | 157 | 88 |
|        | (tie) 413 | 176 | 116 | 218 | 281 | 689 | 962 | 0 |
|        | (lost) 19 | 9 | 45 | 370 | 574 | 279 | 38 | 0 |
| r = 4 | vs. OURS-NOSUB (win) | 809 | 915 | 913 | 809 | 187 | 920 | 888 | 975 | 949 |
|        | (tie) 73 | 23 | 20 | 31 | 9 | 118 | 62 | 67 | 160 |
|        | vs. MATCHING (win) | 998 | 1000 | 1000 | 999 | 0 | 0 | 0 | 0 | 0 |

### B. Results

First, we compare OURS with OURS-NOSUB and MATCHING. We generate 1000 instances for each pair (n, p) such that n ∈ \{10, 20, . . . , 80\} and p ∈ \{0.1, 0.2, . . . , 0.9\}. We solve all the generated instances by each algorithm and compare the algorithms in terms of |L|. We show the typical results in Table I. The table shows the numbers of wins, ties and losses of OURS against OURS-NOSUB over the 1000 instances. When n is small (i.e., n = 10), OURS is competitive with OURS-NOSUB in general, except that it is rather worse for p = 0.6. OURS outperforms MATCHING for smaller p, and for larger p, they are rather competitive. When n is larger, OURS is more likely to outperform the rest two algorithms. In particular, when n = 80, OURS wins over OURS-NOSUB in more than 80% of the instances and wins over MATCHING in almost all the instances. Based on these, we claim that the subroutine COLLECTME should play a significant role in improving the solution especially when n is large. We also claim that OURS should be superior to MATCHING, the original approximation algorithm. Let us discuss the computation time. MATCHING takes less than 1 seconds in all the instances from n = 10 to 80. Given the side length n, OURS takes more computation time for the instances that are generated by smaller pre-assigned ratio p. For every n = 10, 20, . . . , 80, the average computation time for p = 0.1 is twice to three times of that for p = 0.9 approximately. For example, when n = 10 (resp., 80), the average computation time for p = 0.1 is 7.7 × 10^{-3} (resp., 2.0 × 10^{-3}) seconds, whereas that for p = 0.9 is 4.1 × 10^{-3} (resp., 7.5 × 10^{-3}) seconds. We consider the reason as follows; when p is smaller, there are more edges in the compatibility graphs in the earlier steps of the algorithm. Then it should take more time to compute a maximum matching since the algorithm runs in \(O(\sqrt{|V||E|})\) time, which is proportional to the number of edges, while |V| = 2n holds for any compatibility graph. The current implementation of OURS is rather naive, and we believe that it is possible to improve the computation time to some extent by devising the data structure. This is left for future work.

Next, we compare OURS with LS. This time we generate 100 instances for given n and p. We solve each instance by OURS once, whereas we solve it by LS 10 times; in our implementation, LS proceeds to a solution randomly chosen from the neighborhood. Changing the seed of pseudo random numbers, we solve the instance by executing LS 10 times. We examine the 100 × 100 = 10000 cases to count the number of wins, ties and losses of OURS. We show the results in Table II, along with the values of the radius r. We describe the reason why we set r to the indicated values. The computation time of LS is affected by r significantly. LS is just a heuristic, and its computation time should be shorter than the time needed for the optimization solvers (i.e., CPMATH or CPCP) to find global optimum solutions. We set the radius r based on this philosophy. For example, when n = 30 and p = 0.2, the solvers find global optimum solutions in only 1.0 × 10^{1} seconds for any instance. However, when r = 3, LS takes at least 3.0 × 10^{2} seconds until it outputs a local optimal solution, which we infer from our preliminary experiments. Thus we set r = 2 even though the average computation time is still 2.4 × 10^{1} seconds. Note that OURS is much faster than LS; it takes less than 1 second to solve any instance. As expected from Table II, OURS should outperform LS in this perspective for n ≥ 30 and p ≤ 0.7. Note that this range includes “hard” instances in the context of the phase-transition.

Finally, we compare OURS with CPMATH and CPCP.

When n gets larger, the solvers are less likely to find global optimum solutions in practical time. To illustrate this, in Table III, we show the number of instances such that the solvers can find global optimum solutions in 6.0 × 10^{2} seconds. In this experiment, we generate 100 instances for each (n, p). It is shown that, when p is smaller (resp., larger), CPCP finds global optimal solutions in more (resp., less) instances than CPMATH. When p is intermediate (p = 0.6 and 0.7 in particular), the solver hardly find global optimum solutions. When the solvers cannot find a global optimum solution within the time limit, they output the best solution among those searched. In such cases, OURS yields better solutions than the solvers although the computation time is much shorter. We illustrate this for n = 60 in Fig. 3. The figure shows the average of |L| (vertical axis) with respect to the change of p (horizontal axis). OURS+CPCP represents CPCP that is given an incumbent solution generated by OURS. In the
solution search, CPCP retains the incumbent solution to prune solution subspaces such that there is no hope of finding a better solution. Giving a good incumbent solution may improve the efficiency of the search, or equivalently, it may result a better solution than the default CPCP within the same time limit. When $p \leq 0.2$, OURS and OURS+CPCP are competitive with CPCP and are much better than CPMATH. In this case, CPCP finds a global optimal solution within the time limit in almost all instances (see Table III), and thus OURS is also expected to do so. Surprisingly, when $0.3 \leq p \leq 0.7$ (i.e., “hard” instances), OURS is better than the solvers, and OURS+CPCP is even better. Note that OURS solves an instance with $n = 60$ within only $6.0 \times 10^2$ seconds on average, while the solvers take at most $6.0 \times 10^2$ seconds. We claim that these results should show the empirical effectiveness of the proposed algorithm.

V. CONCLUDING REMARKS

In this paper, we proposed a heuristic algorithm for the PLSE problem by extending the $1/2$-approximation algorithm [3] that utilizes the notion of maximum matching. We showed how the proposed algorithm is effective in practice through computational experiments.

This paper just shows the possibilities of our approach for the PLSE problem. We believe that the algorithm can be improved further by analyzing its behavior for various instances and the structures of compatibility graphs carefully. It is an alternative to apply metaheuristic techniques such as genetic algorithm and simulated annealing (SA). In fact, SA was applied to sudoku problem [15] that asks to find a PLS that is a maximum extension of a given PLS and that satisfies additional constraints. Different from SA, there is no adjustable parameter in the proposed algorithm whose tuning is often exhaustive. Being rather simple, the proposed algorithm delivers a good solution quickly. We can say that the proposed algorithm is a $1/2$-approximation algorithm since it delivers a blocked PLS and any blocked PLS is a $1/2$-factor solution [3]. It is interesting and challenging future work to analyze a nontrivial approximation ratio of the proposed algorithm.

The decision problem version of the PLSE problem has been studied in the field of constraint programming intensively. The problem is whether there is a Latin square that is an extension of a given PLS $L$. The answer is yes only when there is a perfect matching for every compatibility graph $G_{L_a}$. Any forbidden edge can be ignored in the solution search and the typical constraint programming technique eliminates all of the forbidden edges [16]. Our algorithm is different from this in that ours does not utilize forbidden edges but utilizes mandatory edges.

We have considered a heuristic algorithm for the PLSE problem, assuming practical use. We hope that other researchers take interest in this problem and work on it in the nearest future.
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Abstract—In this paper we address a mining operation problem that is a special case of Quadratic Assignment Problem and which belongs to the class of facility layout problems. The considered problem is static and discrete, but the set of possible locations is larger than the set of facilities. We distinguish multiple types of equal-area facilities (mines, processing and auxiliary facilities). Mines can be placed only on selected locations (deposits of various resources), and the production volume of each type of facility depends on the adjacency of other facilities. We examine two situations: when the number of each type of facility is given, and when only the total number of facilities is specified. The goal is to maximize the production. This problem is multi-objective and we use advanced aggregation operators (OWA/WOWA) to achieve fair solutions. A comparison of results obtained with list-based threshold accepting meta-heuristic and simulated annealing algorithm is presented.

I. INTRODUCTION

The facility layout is a broad class of problems that has been a subject of interest for researches around the world due to many real-life applications as well as significant scientific value. Layout problems are generally NP-Hard [1], which makes them perfect test ground for various optimization algorithms and heuristic approaches. Because of different assumptions and vast variety of considerations, it is difficult to arrive at one, common definition that would encompass all possible kinds of problems associated with finding an optimal placement of facilities in some predefined area.

In terms of layout evolution, the problem can be static, i.e. the key information about the problem (e.g. parameters and relationship between facilities) are constant, or dynamic, when possible changes over subsequent time periods additionally have to be taken into account (see [2] for both formulations).

By analyzing the layout formulations, we can classify the problems as continuous, in which the facilities can be placed anywhere within the designated area [3], or discrete, when the facilities can be placed only in specified locations [4]. The discrete formulation can be considered as a Quadratic Assignment Problem (QAP) [5], in which the assignment function is a bijection, i.e. the number of facilities is equal to the number of possible locations. Moreover, in QAP for each pair of locations a distance is specified and for each pair of facilities a weight is given.

In the literature we can find many different models with single criterion, e.g. total material handling cost, travel time of parts, travel distance, and problems with multiple criteria, for which at the same time different objectives are minimized, e.g. material handling, tools and information flow. For the latter problems, most researchers use a simple aggregation function, e.g. a weighted sum ([6], [7]).

In a great number of articles about the facility layout problems a meta-heuristic is chosen to solve the underlying optimization problem. The evolutionary algorithms, and most notably genetic algorithms, are the most popular choice [3], [4], [8], [9], [10], [11]. The other group of approximated approaches that attract the interest of researchers are the random search methods – tabu search ([12], [13]) and simulated annealing ([14], [15]).

In this paper we address a layout problem that is static and discrete, but contrary to QAP the considered assignment function is not a bijection. Moreover, we define the relationship between the facilities and their location in a more complex way.

The goal of the facility layout problem considered in this paper is to find a non-overlapping planar arrangement of \( n \) rectangular facilities within a given rectangular site that maximizes the production of facilities, and unlike [11], [13] we assume equal-area facilities.

Furthermore, we distinguish multiple types of facilities (and therefore multiple types of products), hence the problem is multicriteria. We show that the application of the ordered weighted averaging (OWA) aggregation introduced by [16] is a consistent, reasonable and fairness-preserving approach to model a multicriteria facility layout problem.

To solve the problem, we propose a novel (not mentioned in the recent reviews and surveys on facility layout problems [17], [18]), heuristic approach based on the threshold accepting algorithm – a list-based threshold accepting meta-heuristic, that was successfully applied in a job-shop scheduling problem [19]. We compare the effectiveness of this algorithm with our design of simulated annealing ([20], [27]).

The paper is organized as follows. In Section 2, we present the definition of the multicriteria facility layout problem that we discuss in this article. Sections 3 briefly portrays the fair aggregation operators. In Section 4, we describe list-based threshold accepting and simulated annealing algorithms, and explain the implementation details for the problem at hand.
The results of the experiments are shown in Section 5, and the concluding remarks are presented in Section 6.

II. PROBLEM DEFINITION

A. Basic notation and definitions

The facility layout problem that we discuss in this paper can be simply described as a problem of choosing a location \( l \in \mathcal{L} \) for each facility \( f \in \mathcal{F} \) so that the objective function (that will be defined later on) is maximized.

Remark 2.1: We assume equal-area facilities which are placed within a rectangular \( n \times m \) grid. Each location is thus a cell in the grid and the considered problem is combinatorial in nature.

Remark 2.2: We assume \( |\mathcal{L}| > |\mathcal{F}| \) so that the problem does not boil down to simply finding a correct permutation of facility locations. In consequence, the assignment function is not a bijection, as in QAP formulation.

We distinguish three main classes of facilities: \( \mathcal{F} = \mathcal{P} \cup \mathcal{A} \cup \mathcal{M} \), where \( \mathcal{P} = \bigcup_{t \in \mathcal{T}} \mathcal{P}_t \) is the set of \( |\mathcal{T}| \) types of processing facilities, \( \mathcal{A} = \bigcup_{v \in \mathcal{V}} \mathcal{A}_v \) is the set of \( |\mathcal{V}| \) types of auxiliary facilities, and \( \mathcal{M} = \bigcup_{u \in \mathcal{U}} \mathcal{M}_u \) denotes the set of \( |\mathcal{U}| \) types of mines.

Remark 2.3: We assume \( |\mathcal{T}| > 1 \) and \( |\mathcal{U}| > 1 \), i.e. there are at least one processing facility and at least one mine.

Corollary 1: The problem is multicriteria in nature.

Remark 2.4: Throughout this paper we will commonly denote \( \mathcal{C} = \mathcal{T} \cup \mathcal{U} \) as the set of all the facility types that are responsible for production, and \( \mathcal{D} = \mathcal{T} \cup \mathcal{V} \cup \mathcal{U} \) as the set of all possible facility types.

The set of locations is divided into two subsets \( \mathcal{L} = \mathcal{S} \cup \mathcal{E} \), respectively locations \( \mathcal{S} \) for processing/auxiliary facilities, and extraction sites \( \mathcal{E} = \bigcup_{r \in \mathcal{R}} \mathcal{E}_r \) where deposits of \( |\mathcal{U}| \) types of resources \( \mathcal{R} = \bigcup_{u \in \mathcal{U}} \mathcal{R}_u \) are located, and where the corresponding types of mines can be placed.

Remark 2.5: We assume that \( \mathcal{S} \cap \mathcal{E} = \emptyset \) (i.e. a processing/auxiliary facility cannot be placed on an extraction site and a mine can be located only at one of the resource deposits).

In our facility layout problem the objective is to maximize the production output of processing facilities and mines.

Definition 1 (Basic production output): The basic production output denoted by \( O^B_c, c \in \mathcal{C} \) is a production volume of a specified type of facility (processing facility or mine) regardless of its location and the locations of other facilities.

The auxiliary facilities by definition are not producing anything themselves, Nevertheless they play an important role by affecting production of other facilities. Moreover, we assume that resource deposits have an impact on the facilities production as well and that in general the facilities themselves can positively affect each other.

Definition 2 (Distance function): The relationship between facilities is based on a binary distance function \( d: \mathcal{L} \times \mathcal{L} \to \{0, 1\} \), i.e. either a pair of locations is adjacent or not. The facilities are placed in cells of a rectangular grid, and thus we assume that a relationship exists only between two adjacent facilities and facilities adjacent to resource deposits.

Definition 3 (Adjacent location): The set of all locations adjacent to a location \( l \in \mathcal{L} \) will be denoted by \( \delta_1(l) \subset \mathcal{L} \).

Definition 4 (Adjacent facility): The set of all facilities of type \( d \in \mathcal{D} \) adjacent to a facility placed on location \( l \) will be denoted by \( \delta^F(l) \subset \mathcal{F} \).

Definition 5 (Adjacent resource deposit): The set of all resource deposits of type \( u \in \mathcal{U} \) adjacent to a facility \( f \) placed on location \( l \) will be denoted by \( \delta^R_u(l) \subset \mathcal{R} \).

Definition 6 (Extra production output - facility): The extra production output denoted by \( O_{eF}^c: \mathbb{N} \to \mathbb{R} \) is an additional production volume of a processing facility/mine \( c \in \mathcal{C} \) proportional to the number of surrounding (adjacent) facilities \( d \in \mathcal{D} \).

Definition 7 (Extra production output - resource deposit): The extra production output denoted by \( O_{eR}^u: \mathbb{N} \to \mathbb{R} \) is an additional production volume of a processing facility/mine \( c \in \mathcal{C} \) proportional to the number of surrounding (adjacent) resource deposits \( u \in \mathcal{U} \).

Definition 8 (Processing facility production output): The (final) production output of a processing facility is defined as follows:

\[
\alpha_c(l) = O^B_c \left( \sum_{d \in \mathcal{D}} O_{eF}^c(\delta^F(l)) + \sum_{u \in \mathcal{U}} O_{eR}^u(\delta^R_u(l)) \right) \quad c \in \mathcal{C}
\]

B. Optimization model

The mining operation problem considered in this article can be formulated as follows:

\[
\max_x \left[ \alpha_1, \alpha_2, \ldots, \alpha_{|\mathcal{C}|} \right]
\]

\[
o^B_c = \sum_{l \in \mathcal{L}} O^B_c x_{lc} \quad c \in \mathcal{C}
\]

\[
o^F_c = \sum_{l \in \mathcal{L}} \sum_{e \in \delta(l)} \sum_{j \in \mathcal{D}} O^F_{cj} x_{ij} \quad c \in \mathcal{C}
\]

\[
o^R_c = \sum_{l \in \mathcal{L}} \sum_{e \in \delta^R(l)} \sum_{j \in \mathcal{D}} O^R_{cj} x_{ij} \quad c \in \mathcal{C}
\]

\[
o_c = \alpha_c^B (o^B_c + o^R_c) \quad c \in \mathcal{C}
\]

\[
\sum_{l \in \mathcal{L}} x_{cd} = 1 \quad l \in \mathcal{L}
\]

\[
\sum_{l \in \mathcal{L}} x_{cd} = |\mathcal{F}|
\]

\[
\sum_{l \in \mathcal{L}} x_{cd} = \alpha_c \quad c \in \mathcal{C}
\]

\[
x_{cd} \in \{0, 1\} \quad c \in \mathcal{C}, l \in \mathcal{L}
\]

where \( \alpha_c \) is a parameter that denotes the designated number of each facility type (the constraint (9) is optional).

III. ORDERED WEIGHTED AVERAGING

In the ordered weighted averaging aggregation of outcomes (OWA) \( y = (y_1, \ldots, y_m) \) the weights \( w = (w_1, w_2, \ldots, w_m) \) are assigned to the ordered values (i.e., to the smallest value,
the second smallest and so on) rather than to the specific criteria:

\[ A_w = \sum_{i=1}^{m} w_i \theta_i(y) \]  
(11)

where \( \theta_1(y), \theta_2(y), \ldots, \theta_m(y) = \Theta(y) \) is the ordering map \( R^m \rightarrow R^m \) with \( \theta_1(y) \leq \theta_2(y) \leq \ldots \leq \theta_m(y) \) and there exists a permutation \( \tau \) of set \( I \) such that \( \theta_i(y) = y_{\tau(i)} \) for \( i = 1, 2, \ldots, m \). The OWA operator provides a parameterized family of aggregation operators, which include many of the well-known operators such as the maximum, the minimum, the k-order statistics (including Conditional Value at Risk), the median and the arithmetic mean. The OWA satisfies the properties of strict monotonicity, impartiality and, in the case of monotonically increasing weights \( w_1 > w_2 > \ldots > w_{m-1} > w_m \), the property of equitability [21] (satisfies the principle of transfers – equitable transfer of an arbitrary small amount from the larger outcome to a smaller outcome results in a more preferred achievement vector). Every solution maximizing the OWA function is then an equitably efficient solution to the original multiple criteria problem. Moreover, for linear multiple criteria problems every equitably efficient solution based on a threshold value. In the general concept of threshold accepting allows choosing a worse candidate trajectory crosses the solution space by moving from one to the randomized search class of algorithms. The search reduces to the OWA aggregation.

For the facility layout problem (2)-(10) the final OWA aggregation of the outcomes \( p_i \) for all types of production facilities \( i \in C \) can be stated as the following LP model:

\[ \text{max} \sum_{k=1}^{|C|} k w'_k t_k = \sum_{k=1}^{|C|} w'_k d_{ck} \]  
(12)

subject to

\[ d_{ck} \geq t_k - o_c, \quad d_{ck} \geq 0 \quad k = 1, 2, \ldots, |C|, \quad c \in C \]  
(13)

\[ o \in O \]  
(14)

where coefficients \( w'_k \) are defined as \( w'_m = w_m \) and \( w'_i = w_i - w_{i+1} \) for \( i = 1, 2, \ldots, m-1 \), \( o = [o_c]_{c \in C} \) and \( O \) is a feasible set of production output vectors defined by (3)-(10).

The weighted ordered weighted averaging (OWA) aggregation is a generalization of the OWA aggregation, that allows assigning importance weights to specific criteria [25]. Those weights could express, for example, relative importance of different facility types. The weights assigned to ordered values will be further called preferential weights.

Let \( p = (p_1, \ldots, p_m) \) be an \( m \)-dimensional vector of importance weights such that \( p_i \geq 0 \) for \( i = 1, \ldots, m \) and \( \sum_{i=1}^{m} p_i = 1 \). The corresponding Weighted OWA aggregation of vector \( y \) is defined [11] as follows:

\[ A_{w,p} = \sum_{i=1}^{m} w_i \tau_i(y) \]  
(15)

with

\[ \omega = w^\ast (\sum_{k \leq i} p_{\tau(k)}) - w^\ast (\sum_{k < i} p_{\tau(k)}) \]  
(16)

where \( w^\ast \) is an increasing function interpolating points \( (i/m, \sum_{k \leq i} w_k) \) together with the point \( (0, 0) \) and \( \tau \) representing the ordering permutation for \( y \) (i.e. \( y_{\tau(i)} = \theta(y) \)). Moreover, function \( w^\ast \) is required to be a straight line when the points can be interpolated in this way. We assume the piecewise linear interpolation function \( w^\ast \) which is the simplest form of the required interpolation.

Note, that the piecewise linear functions may be built with various number of breakpoints, not necessarily equal to number of criteria \( m \) [25]. Thus, any nonlinear function can be well approximated by a piecewise linear function with appropriate number of breakpoints. Therefore, we will consider weights vectors \( w \) of dimension \( n \) not necessarily equal to \( m \). It is even possible to define a generalized WOWA aggregation where the preferential weights \( w_k \) are allocated to an arbitrarily defined grid of ordered outcomes defined by quantile breakpoints (see [25] and references therein).

As shown in [25], maximization of an equitable WOWA aggregation with decreasing preferential weights \( w_1 \geq w_2 \geq \ldots \geq w_n \) may be implemented as the LP expansion of the original problem. In the case of the facility layout problem (2)-(10), this can be stated as follows:

\[ \text{max} \sum_{k=1}^{n} w'_k \left[ \frac{k}{n} t_k - \sum_{c \in C} p_c d_{ck} \right] \]  
(17)

subject to

\[ d_{ck} \geq t_k - o_c, \quad d_{ck} \geq 0 \quad k = 1, 2, \ldots, n, \quad c \in C \]  
(18)

\[ o \in O \]  
(19)

If the importance weights are equal \( p_c = 1/|C| \), the model reduces to the OWA aggregation.

IV. ALGORITHMS

A. List-based threshold accepting

List-based threshold accepting algorithm (LBTA) [19] is an extent of threshold accepting meta-heuristic, which belongs to the randomized search class of algorithms. The search trajectory crosses the solution space by moving from one solution to a random neighbor of that solution, and so on. Unlike the greedy local search methods which consist of choosing a better solution from the neighborhood of the current solution until such can be found (hill climbing), the threshold accepting allows choosing a worse candidate solution based on a threshold value. In the general concept of the threshold accepting algorithm it is assumed that a set of decreasing threshold values is given before the computation or an initial threshold value and a decrease schedule is specified.
The rate at which the values decrease controls the trade-off between diversification (associated with large threshold values) and intensification (small threshold values) of the search. It is immensely difficult to predict how the algorithm will behave when a certain decrease rate is applied for a given problem without running the actual computation. It is also very common that the algorithm with the same parameters works better for some problem instances and significantly worse for others. These reflections led to the list-based threshold accepting approach, instead of a predefined set of values, a list is dynamically created during a presolve phase of the algorithm. The list, which in a way contains knowledge about the search space of the underlying problem, is then used to solve it.

1) Creating the list of threshold values: The first phase of the algorithm consists of gathering information about the search space of the problem that is to be solved. From an initial solution a neighbor solution is created using a move function (perturbation operator) chosen at random from a predefined set of functions. If the candidate solution is better than the current one, it is accepted and becomes the current solution. Otherwise, a threshold value is calculated as a relative change between the two solutions:

\[ \Delta = \frac{(C(s_2) - C(s_1))}{C(s_1)} \]  

(20)

and added to the list, where \( C(s_i) \) is the objective function value of the solution \( s_i \in S \), and \( S \) is a set of all feasible solutions. For this formula to work, it is silently assumed that \( C : S \to \mathbb{R}_+ \cup \{0\} \). This procedure is repeated until the specified size of the list is reached. For the algorithm overview see Algorithm 1.

2) Optimization procedure: The second phase of the algorithm is the main optimization routine, in which a solution to the problem is found. The algorithm itself is very similar to that of the previous phase. We start from an initial solution, create new solution from the neighborhood of current one using one of the move function, and compare both solutions.

If the candidate solution is better, it becomes the current one. Otherwise a relative change is calculated. To this point algorithms in both phases are identical. The difference in the optimization procedure is that we compare the threshold value with the largest value from the list. If the new threshold value is larger, then the new solution is discarded. Otherwise, the new threshold value replaces the value from the list, and the candidate solution is accepted to next iteration. The best solution found during the optimization process is considered final.

The list-based threshold accepting algorithm also incorporates early termination mechanism: after a (specified) number of candidate solutions is subsequently discarded, the optimization is stopped, and the best solution found so far is returned.

The optimization procedure of the list-based threshold accepting algorithm is shown in Algorithm 2.

B. Simulated annealing

The optimization process of the simulated annealing algorithm can be described in the following steps. At the start, an initial solution is required. Then, repeatedly, a candidate solution is randomly chosen from the neighborhood of the current solution. If the candidate solution is the same or better than the current one, it is accepted and replaces the current solution. Even if the generated solution is worse than the current one, it still has a chance to be accepted with, so called, acceptance probability. This probability is a function of difference between objective value of the current and

---

Algorithm 1 Creating the list of threshold values

Require: Initial solution \( s_1 \), list size \( S \), set of move operators \( m \in \mathcal{M} \)

1: \( i \leftarrow 0 \)
2: while \( i < N \) do
3: \( m \leftarrow \text{random}(M) \)
4: \( s_2 \leftarrow m(s_1) \)
5: if \( C(s_1) \leq C(s_2) \) then
6: \( \Delta \leftarrow \frac{(C(s_2) - C(s_1))}{C(s_1)} \)
7: \( \text{list} \leftarrow \text{list} \cup \{\Delta\} \)
8: \( i \leftarrow i + 1 \)
9: else
10: \( s_1 \leftarrow s_2 \)
11: end if
12: end while
13: return \text{list}

---

Algorithm 2 LBTA optimization procedure

Require: Initial solution \( s_1 \), thresholds list \( L \), set of move operators \( m \in \mathcal{M} \)

1: \( i \leftarrow 0 \)
2: \( s^* \leftarrow s_1 \)
3: while \( i \leq N \) do
4: \( m \leftarrow \text{random}(M) \)
5: \( s_2 \leftarrow m(s_1) \)
6: \( i \leftarrow i + 1 \)
7: if \( C(s_2) \leq C(s_1) \) then
8: if \( C(s_2) \leq C(s^*) \) then
9: \( s^* \leftarrow s_2 \)
10: end if
11: \( s_1 \leftarrow s_2 \)
12: \( i \leftarrow 0 \)
13: else
14: \( \Delta_{\text{new}} \leftarrow \frac{(C(s_2) - C(s_1))}{C(s_1)} \)
15: if \( \Delta_{\text{new}} \leq \max(\text{list}) \) then
16: \( \text{list} \leftarrow \text{list} \setminus \{\max(\text{list})\} \)
17: \( \text{list} \leftarrow \text{list} \cup \{\Delta_{\text{new}}\} \)
18: \( s_1 \leftarrow s_2 \)
19: \( i \leftarrow 0 \)
20: end if
21: end if
22: end while
23: return \text{list}
Algorithm 3 Simulated Annealing

Require: Initial solution $s_1$

1: $s^* \leftarrow s_1$
2: for $i = 1$ to $N$ do
3:  for $t = 1$ to $N_{\text{const}}$ do
4:  $s_2 \leftarrow \text{perturbate}(s_1)$
5:  $\delta \leftarrow C(s_2) - C(s_1)$
6:  if $\delta \leq 0$ or $e^{-\delta/kT} > \text{random}(0, 1)$ then
7:    $s_1 \leftarrow s_2$
8:  end if
9:  if $C(s_2) < C(s^*)$ then
10:    $s^* \leftarrow s_2$
11: end if
12: $\tau \leftarrow \tau \times \alpha$
13: end for
14: end for
15: return $s^*$

the candidate solution and depends on a control parameter taken from the thermodynamics, called temperature. The temperature is decreased after a number of iterations, and the process continues as described above. The optimization is stopped either after a maximum number of iterations or when a minimum temperature is reached. The best solution found during the annealing process is considered final.

For the algorithm overview see Algorithm 3.

In order to apply the simulated annealing algorithm to the facility layout problems, the annealing process must be adapted and the parameters adjusted appropriately. Similarly to the threshold decrease rate in LBTA, the temperature decrease (also known as the cooling process) in simulated annealing consists of decreasing the temperature by a so called reduce factor. The parameters associated with this mechanism are:

1) Initial temperature.
2) Function of temperature decrease in consecutive iterations.
3) The number of iterations at each temperature (Metropolis equilibrium).
4) Minimum temperature at which the algorithm terminates or alternatively the maximum number of iterations as the stopping criterion.

Let $\tau$ be the temperature and $\alpha$ be the reduce factor. Then the annealing scheme can be represented as the following recursive function:

$$\tau^{i+1} = \alpha \times \tau^i,$$

(21)

where $i$ is the number of current iteration in which the cooling schedule takes place.

Second building block of SA that has to be customized is the acceptance probability function, which determines whether to accept or reject candidate solution that is worse than the current one. The most widely used function is:

$$p(\delta, \tau) = e^{-\delta/k\tau},$$

(22)

where $\delta = E(s_2) - E(s_1)$ is the difference between the objective value (denoted by $E$) of the candidate ($s_2$) and the current solution ($s_1$), and $k$ is the Boltzmann constant found by:

$$k = \frac{\delta^0}{\log \frac{p^0}{p^1}},$$

(23)

where $\delta^0$ is an estimated difference between objective values of two solutions, $p^0$ is the initial value of the acceptance probability and $\tau^0$ is the initial temperature. Notice that we use decimal logarithm rather than natural, which is most widely seen in the literature and, rather than average, we use minimal difference between solutions.

For the overview of the parameters applied in the facility layout problem, see Table I.

C. Neighborhood function

The most problem-specific mechanism of both the SA and the LBTA algorithm that always needs a different approach and implementation is the procedure of generating a candidate solution from the neighborhood of the current one, which is called a perturbation scheme, transition operation/operator or a move function. Although there are many ways to accomplish this task, we have examined the following techniques:

1) Interchange two adjacent processing facilities.
2) Interchange two processing facilities at random locations.
3) Move a single processing facility to an adjacent, empty location.
4) Change type of the facility.
5) Move a mine from current resource deposit to another deposit that is not occupied.

In order to generate a new solution, the LBTA algorithm applies one of the aforementioned operators chosen at random to the current solution. SA on the other hand uses only one, compound operator (a combination of operators which together allow to make a transition from initial to any feasible solution) during the whole optimization procedure.

D. Implementation details

1) Zero elements: In the first phase of the list-based threshold accepting algorithm the list is populated with values of relative change between two solutions $\Delta \geq 0$. After careful consideration, we believe that including zeros in the list is a misconception. In the actual optimization procedure, i.e. the second phase, the threshold value is computed only if the new solution is worse than the current one, which means that the
calculated relative change will always have a positive value ($\Delta_{\text{new}} > 0$). The new threshold value is compared with the largest value from the list ($T_{\text{hmax}}$). Thus, we can distinguish three cases:

1. $T_{\text{hmax}} = 0$: since thresholds are non-negative from definition, in this case the list contains all zero elements and it will not change throughout the whole procedure ($T_{\text{hmax}}$ is constant). Comparing a positive threshold value $\Delta_{\text{new}}$ against zero yields in discarding the candidate solution. The conclusions are as follows:
   a) it does not matter how many zeros are in the list, the effective size of the list is equal to one,
   b) the algorithm is reduced to hill climbing algorithm that accepts candidate solutions which are at least as good as the current one.

2. $T_{\text{hmax}} > 0$ and $\Delta_{\text{new}} < T_{\text{hmax}}$: the largest (positive) threshold value from the list $T_{\text{hmax}}$ is replaced by a smaller (positive) threshold value $\Delta_{\text{new}}$. The number of zero elements in the list remains the same throughout the whole procedure and therefore is completely irrelevant to the optimization process. The effective list size is equal to the number of positive elements.

3. $T_{\text{hmax}} > 0$ and $\Delta_{\text{new}} \geq T_{\text{hmax}}$: the new solution is discarded and the list remains unchanged.

The main idea behind the list is to control the diversification and intensification of the search process. In the early stage of the search the algorithm should allow to cover as much solution space as possible, which means that the thresholds in the list are expected to be large enough to make that happen. In the middle stage, the algorithm should slowly stop fostering the diversification and begin to foster the intensification of the search. In the end stage, the intensification should be the strongest, i.e. the list is supposed to contain smaller and smaller threshold values, which induces discarding of worse solution candidates. In consequence, the algorithm is converging to a local or possibly even a global optimum.

2) Stopping criterion: Even though equipped with an early-termination mechanism, the LBTA algorithm does not have a solution space independent stopping criterion. If the number of subsequently discarded worse solutions is set too high, the algorithm will run for an unacceptable long time (it has been observed during preliminary tests). Hence, we propose to use a global counter of iterations so that when a limit is reached, the algorithm will terminate gracefully.

V. NUMERICAL EXPERIMENTS

The numerical experiments were performed on a number of randomly generated different size problems. Each instance is defined by the number of locations $|L|$, which in turn determines the number of facilities: $|F| = |L|/2$, and the number of resource deposits: $|R| = |L|/5$ (the number of resource deposits of each type are equal or differ by one). However, the following settings were the same for every instance, regardless of the problem size:

1. the number of types of processing facilities $|T| = 2$,
2. the number of types of auxiliary facilities $|V| = 2$,
3. the number of types of mines/resources $|U| = 2$.
4. the extra production output depending on adjacent facilities is defined for pairs of processing facility type $t_i$ and auxiliary facility type $v_j$: $O_{t_i,v_j}^F = 0.4$, $i = 1, 2$ and for one pair of processing facility types: $O_{t_1,t_2}^F = 0.2$ (the relationship is not symmetrical).
5. the extra production output depending on adjacent resource deposits is defined for pairs of processing facility type $t_i$ and resource deposit type $u_j$: $O_{t_i,u_j}^R = 0.5$, $i = 1, 2$.
6. the total basic production output is constant, and is randomly distributed among the (basic) production output of processing facilities and mines.

The algorithm of random distribution of total number of facilities among the facilities of each type, and distribution of total basic production output among the basic production output of different types of processing facilities and mines has been based on bisecting technique described in [26]. For the overview see Algorithm 4.

For the WOWA aggregation operator we have chosen already examined weights generation methodology ([27]): all the weights, except two, are strictly decreasing numbers with the step 0.1, while the two selected weights ($k = \lfloor n/3 \rfloor$ and $k = \lceil 2n/3 \rceil$) differ from the previous ones by 0.5.

After preliminary tests, based on the objective value and iteration number at which the best solution was found, we have arrived at the list size of 2000, for which the LBTA algorithm works at peak performance.

The algorithms were implemented in Java, and all the experiments were performed on a 3.1 GHz processor. The results are the average of 30 tries for each instance.

We have examined two situations: when the number of each type of facility is given (constraint (9)) – see Table II, and when only the total number of facilities is specified – the results are presented in Table III.

Both algorithms produced similar results in terms of both the solution quality (mean value and standard deviation) and computation time. For instances with fixed number of each facility type, SA has smaller standard deviation, but when it comes to instances with fixed total number of facilities, it is the other way around.

Algorithm 4 Random distribution algorithm

Require: Number of elements $N$, value to distribute $v$

1. list ← $v$
2. for $i = 1$ to $N$ do
3. $x_0 \leftarrow \max$(list)
4. list $\leftarrow$ list $\setminus \{x_0\}$
5. $x_1 \leftarrow \text{random}(x_0)$
6. $x_2 \leftarrow x_0 - x_1$
7. list $\leftarrow$ list $\cup \{x_1\} \cup \{x_2\}$
8. end for
9. list $\leftarrow$ shuffle(list)
10. return list
VI. CONCLUSION

We are not convinced that one algorithm supersedes the other, which only means that both heuristics are equally good and can be successfully applied to difficult, combinatorial problems, like the one considered in this paper.

By considering only the idea behind the algorithm, we find the LBTA meta-heuristic a little bit more appealing than SA because of the concept of the list. The list holds the key to control the optimization process. The larger the list, the longer the diversification stage will last, because there will be more threshold values to replace and higher probability of that happening. On the other hand, the smaller the list, the stronger the intensification, which in some cases can be more desired (e.g. when the algorithm cannot find a good solution within the given number of iterations). This gives the unique possibility to the algorithm designer to control the whole optimization process with just one parameter.

REFERENCES


### TABLE III
TABLE III
LAYOUT PROBLEMS WITH THE TOTAL NUMBER OF FACILITIES GIVEN

<p>| | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>mean objective value</td>
<td>standard deviation</td>
<td>time(s)</td>
<td>mean objective value</td>
<td>standard deviation</td>
<td>time(s)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100 50 20</td>
<td>26406</td>
<td>41.5</td>
<td>2.298</td>
<td>26409</td>
<td>44.0</td>
<td>2.417</td>
</tr>
<tr>
<td>100 50 20</td>
<td>23237</td>
<td>34.5</td>
<td>2.346</td>
<td>23235</td>
<td>27.3</td>
<td>2.200</td>
</tr>
<tr>
<td>100 50 20</td>
<td>25111</td>
<td>32.6</td>
<td>2.344</td>
<td>25126</td>
<td>25.2</td>
<td>2.373</td>
</tr>
<tr>
<td>100 50 20</td>
<td>26617</td>
<td>15.6</td>
<td>2.325</td>
<td>26599</td>
<td>40.2</td>
<td>2.397</td>
</tr>
<tr>
<td>100 50 20</td>
<td>23024</td>
<td>41.2</td>
<td>2.286</td>
<td>23030</td>
<td>37.7</td>
<td>2.382</td>
</tr>
<tr>
<td>144 72 29</td>
<td>38084</td>
<td>42.7</td>
<td>3.007</td>
<td>38120</td>
<td>41.0</td>
<td>3.032</td>
</tr>
<tr>
<td>144 72 29</td>
<td>33482</td>
<td>23.6</td>
<td>2.969</td>
<td>33462</td>
<td>24.7</td>
<td>3.055</td>
</tr>
<tr>
<td>144 72 29</td>
<td>34542</td>
<td>76.6</td>
<td>2.867</td>
<td>34490</td>
<td>92.8</td>
<td>3.178</td>
</tr>
<tr>
<td>144 72 29</td>
<td>38675</td>
<td>56.3</td>
<td>2.877</td>
<td>38742</td>
<td>51.4</td>
<td>3.153</td>
</tr>
<tr>
<td>162 98 39</td>
<td>51694</td>
<td>40.5</td>
<td>3.686</td>
<td>51748</td>
<td>51.0</td>
<td>3.742</td>
</tr>
<tr>
<td>162 98 39</td>
<td>50454</td>
<td>51.9</td>
<td>3.689</td>
<td>50509</td>
<td>39.9</td>
<td>3.803</td>
</tr>
<tr>
<td>162 98 39</td>
<td>52764</td>
<td>206.0</td>
<td>3.670</td>
<td>52714</td>
<td>207.3</td>
<td>3.912</td>
</tr>
<tr>
<td>162 98 39</td>
<td>54205</td>
<td>64.0</td>
<td>3.538</td>
<td>54234</td>
<td>93.3</td>
<td>3.604</td>
</tr>
<tr>
<td>256 128 51</td>
<td>68487</td>
<td>202.1</td>
<td>4.755</td>
<td>68456</td>
<td>227.9</td>
<td>4.827</td>
</tr>
<tr>
<td>256 128 51</td>
<td>67708</td>
<td>49.7</td>
<td>4.753</td>
<td>67779</td>
<td>71.7</td>
<td>4.611</td>
</tr>
<tr>
<td>256 128 51</td>
<td>92840</td>
<td>173.7</td>
<td>4.752</td>
<td>93035</td>
<td>204.4</td>
<td>4.838</td>
</tr>
<tr>
<td>256 128 51</td>
<td>70398</td>
<td>71.8</td>
<td>4.533</td>
<td>70678</td>
<td>108.1</td>
<td>4.586</td>
</tr>
<tr>
<td>256 128 51</td>
<td>56229</td>
<td>137.2</td>
<td>4.802</td>
<td>56245</td>
<td>143.4</td>
<td>4.821</td>
</tr>
<tr>
<td>256 128 51</td>
<td>80166</td>
<td>110.4</td>
<td>5.564</td>
<td>80175</td>
<td>162.5</td>
<td>5.531</td>
</tr>
<tr>
<td>256 128 51</td>
<td>77472</td>
<td>102.0</td>
<td>5.551</td>
<td>77480</td>
<td>118.2</td>
<td>5.476</td>
</tr>
<tr>
<td>256 128 51</td>
<td>69985</td>
<td>51.4</td>
<td>5.562</td>
<td>70020</td>
<td>68.7</td>
<td>5.572</td>
</tr>
<tr>
<td>256 128 51</td>
<td>90832</td>
<td>148.8</td>
<td>5.537</td>
<td>90801</td>
<td>192.5</td>
<td>5.578</td>
</tr>
<tr>
<td>256 128 51</td>
<td>88273</td>
<td>185.5</td>
<td>5.412</td>
<td>88452</td>
<td>195.7</td>
<td>5.418</td>
</tr>
<tr>
<td>400 200 80</td>
<td>146217</td>
<td>195.3</td>
<td>6.952</td>
<td>146485</td>
<td>299.3</td>
<td>6.992</td>
</tr>
<tr>
<td>400 200 80</td>
<td>132636</td>
<td>273.7</td>
<td>7.096</td>
<td>132663</td>
<td>326.2</td>
<td>7.105</td>
</tr>
<tr>
<td>400 200 80</td>
<td>124096</td>
<td>227.0</td>
<td>7.042</td>
<td>124082</td>
<td>402.6</td>
<td>7.063</td>
</tr>
<tr>
<td>400 200 80</td>
<td>98076</td>
<td>155.2</td>
<td>6.243</td>
<td>98079</td>
<td>147.8</td>
<td>6.246</td>
</tr>
<tr>
<td>400 200 80</td>
<td>86521</td>
<td>165.1</td>
<td>6.532</td>
<td>86574</td>
<td>94.7</td>
<td>6.648</td>
</tr>
</tbody>
</table>
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Abstract—In many areas of application it is important to estimate unknown model parameters in order to model precisely the underlying dynamics of a physical system. In recent years, Sequential Monte Carlo (SMC) methods have become a very popular tool for Bayesian parameter estimation. In this case, the problem of finding the best parameters configuration comes to the optimization issue which is to determine the best fit. In this paper, the application of this approach to the classical global optimization problem is described. We consider the situation when optimized functions are dynamical i.e. the global extremum is changing in time. For this purpose, we adapt two dimensional Ackley and four-dimensional Wood functions. Our aim is to find the most probable localization of the extremum in each time with the use of the Bayesian approach joined with the Markov Chain Monte Carlo (MCMC) and SMC algorithms. We propose a mechanism for dynamic tuning of the proposal distribution in SMC. The approach is based on the Metropolis-Hastings algorithm, combined with a resampling mechanism to achieve better results. We have examined different version of the proposed SMC and MCMC algorithms in terms of effectiveness to estimate the probabilistic distributions. The effect is demonstrated using two benchmark optimization problems. Computed results show that the proposed mechanisms can significantly improve optimization results compared to standard MCMC.

I. INTRODUCTION

Consider the general optimization problem (OP) designed with a time aspect i.e. the global extremum is changing its position with time (see e.g. Fig. 1). Suppose that various possibilities for a OP are defined by some parameters $\phi \in \Phi$, where $\Phi$ denotes the bounded space of parameters. As far as we have uncertainty connected with the best parameters configuration which provides optimum, we can express it in a form of a probability density function $P(\phi|D)$. $P(\phi)$ is the prior probability function that we can estimate based on the available information $D$ [1]. Moreover, if new data $D$, related to the behavior of the optimization function, become available, it can be used for updating the prior distribution of searched parameters value $P(\phi)$ using Bayes theorem. This way we can obtain the posterior distribution $P(\phi|D)$ i.e. the distribution updated by the new information. In design optimization algorithms, the goal is to find the optimal values of the parameters set that minimizes (maximizes) the considered function. We consider that effectiveness of searching for the function extremum in subsequent time step can be increased by taking advantage from the information about the location of extremum in previous stages.

Previously, we have applied the methodology combining Bayesian inference with Markov Chain Monte Carlo (MCMC) methods to the problem of the contaminant source localization based only on the substance concentrations registered by distributed sensors network ([2] and [3]).

In this paper, we propose the application of the Sequential Monte Carlo (SMC) methods combined with the Bayesian inference to the global optimization problem. We present the possibility to connect MCMC and SMC to provide additional benefit in the process of event reconstruction. Proposed algorithms were tested on two benchmark functions where optimum was moving with time.

II. OPTIMIZATION ALGORITHM THEORETICAL PRELIMINARIES

A. Bayesian inference

A good introduction to Bayesian theory can be found in [4] and [5]. Bayes’ theorem, as applied to optimization problem:

$$P(\phi|D) = \frac{P(D|\phi)P(\phi)}{P(D)} \quad (1)$$

where $\phi$ represents possible configuration of optimization function parameters and $D$ is the value of the optimized function at given point.

For our problem, Bayes’ theorem describes the conditional probability $P(\phi|D)$ of optimum parameters (configurations of variables $\phi$) given observed value of function under consideration ($D$). This conditional probability $P(\phi|D)$ is also known as the posterior distribution and is related to the probability of the $D$ conforming to a given parameters configuration $P(D|\phi)$, and to the possible model configurations $P(\phi)$, before updating by new information $D$. The probability $P(D|\phi)$, for fixed $D$, is called the likelihood function, while $P(\phi)$ is the prior distribution. $P(D)$ is the marginal distribution of $D$ and is called prior predictive distribution. $P(D)$ serves as a scaling factor and is this case is equal 1. So, in our case the
Bayes theorem can be written as follows:

\[ P(\phi|D) \propto P(D|\phi)P(\phi) \tag{2} \]

To estimate the unknown function’s optimum parameters \( \phi \) using (2), the posterior distribution \( P(D|\phi) \) must be sampled. \( P(D|\phi) \) quantifies the likelihood of a set of measurements \( D \) given the function’s optimum parameters \( \phi \).

We use a sampling procedure with the Metropolis-Hasting algorithm to obtain the posterior distribution \( P(\phi|D) \). This way we completely replace the Bayesian formulation with a stochastic sampling procedure to explore the optimized function parameters’ space and to obtain a probability distribution for the optimum location.

B. The likelihood function

A measure indicating the quality of the current state of Markov chain is expressed in terms of a likelihood function. This function is proportional to considered global optimization function \( H(.) \):

\[ \ln[P(D|\phi)] = \ln[\lambda(\phi)] \propto H(\phi) \tag{3} \]

After calculating value of the likelihood function for the proposed state its acceptance is performed as follows:

\[ \frac{\ln(\lambda_{\text{prop}})}{\ln(\lambda)} \geq U(0,1) \tag{4} \]

where \( \lambda_{\text{prop}} \) is the likelihood value of the proposal state, \( \lambda \) is the previous likelihood value, and \( U(0,1) \) is a random number generated from a uniform distribution in the interval \([0,1]\).

It is important to note that condition (4) is more likely to be satisfied if the likelihood of the proposal is only slightly lower than the previous likelihood value. It gives a chance to choose even a little “worse” state, because the probability of acceptance depends directly on the quality of proposed state.

C. Posterior distribution

The posterior probability distribution (2) is computed directly from the resulting samples defined by the algorithm described below and is estimated with

\[ P(\phi|D) \equiv \hat{\pi}^N(\phi) = \frac{1}{N} \sum_{i=1}^{N} \delta(\phi_i - \phi). \tag{5} \]

\( P(\phi|D) \) represents the probability of a particular parameters configuration \( \phi \). Equation (5) is a sum over the entire samples set of length \( N \) of all the sampled values \( \phi_i \). Thus \( \delta(\phi_i - \phi) = 1 \) when \( \phi_i = \phi \) and 0 otherwise. Consequently, if a Markov chain spends several iterations at the same location value of \( P(\phi|D) \) increases through the summation (increasing the probability for those optimum parameters).

D. Sequential Monte Carlo

Sequential Monte Carlo (SMC) is designed to sample from dynamic posterior distributions. The SMC methods are easy to parallelize - the different Monte Carlo proposals can be generated and evaluated in parallel. A good introduction to SMC is present in [6], [7], [8].

E. Sequential importance resampling

Sequential importance resampling (SIR) is a sequential version of importance sampling (IS) and combines IS with resampling procedure [9]. At the center of the SMC approach in our case is the generation of a weighted sample using IS method. IS uses a proposal distribution \( q(.) \), that is close to target distribution \( \pi(.) \) and from which it is easy to generate samples. The basic methodology is given below.

1) Generate a sample of size \( N \) from the proposal distribution \( q(\phi) \):

\[ \phi(i) \sim q(\phi), \; i = 1, ..., N \tag{6} \]

2) Compute the importance weights:

\[ w(\phi(i)) \propto \frac{\pi(\phi(i))}{q(\phi(i))}, \; i = 1, ..., N \tag{7} \]

and define

\[ w(\phi(i)) = \frac{\hat{w}(\phi(i))}{\sum_{j=1}^{N} \hat{w}(\phi(j))} \tag{8} \]

3) The distribution \( \pi(.) \) is then approximated by

\[ \hat{\pi}^N(\phi) \equiv \frac{1}{N} \sum_{i=1}^{N} w(\phi(i)) \delta(\phi_i - \phi) \tag{9} \]

which places the probability mass \( w(\phi(1)), ..., w(\phi(N)) \) on the support points \( \phi(1), ..., \phi(N) \).

Hence, the weights would be proportional to the value of likelihood. In our case to calculate the weight we use of the following formula, which is related to the likelihood function (3):

\[ \hat{w}(\phi(i)) \propto \frac{1}{\ln[\lambda(\phi(i))]}, \; i = 1, ..., N \tag{10} \]

Resampling is used to avoid the situation when almost all (except only a few) of the importance weights are close to zero (problem of degeneracy of the algorithm). Basic idea of resampling methods is to eliminate samples which have small normalized importance weights and to concentrate upon samples with large weights. So:

1) for \( i = 1, ..., N \) are chosen samples with indexes \( k(i) \) distributed according to the discrete distribution with \( N \) elements satisfying

\[ P(k(i) = l) = w(\phi(i)) \tag{11} \]

for \( l = 1, ..., N \),

2) then for \( i = 1, ..., N \) for samples \( M_{k(i)} \) are assigned the weights

\[ w(\phi_{k(i)}) = \frac{1}{N}. \tag{12} \]

A sufficient number of draws is called Effective Sample Size (ESS) and is equal:

\[ \hat{N}_{\text{eff}} = \frac{1}{\sum_{i=1}^{N} w(\phi(i))^2}. \tag{13} \]
where $w(\phi(i))$ are normalized weights. If all weights are equal $1/N$ then effective sample size is $N$. In the contrast to a situation where all weights $= 0$, except for one weight $= 1$, effective sample size is equal $1$.

$F$. MCMC prior to SMC

The SMC algorithm needs some set of samples to be initialized. An ideal way to generate this initial sample is using MCMC data from first $K$ iterations in all time steps. The resulting equally weighted MCMC set of samples can then be passed on to SMC for processing in the subsequent iteration.

First, the scanning algorithm starts from the randomly chosen values of parameters $\phi$ (i.e. first we start from the "flat" priori). This assumption reflects lack of knowledge about the function optimum parameters. For the actual state $\phi$ likelihood function $\lambda$ is calculated. Then we apply random walk procedure "moving" our Markov chain to the new position. Precisely, we change each model $\phi$ parameter by the value draw from the Gaussian distribution with the zero mean and variance $\sigma^2$ each parameter. Standard deviations for sampling parameters are determined by the problem’s domain size and refined with a trial and error procedure to ensure that the Markov chains had access to realistic ranges with minimal occurrences of stuck problem. Problem of stuck in chains can occur when the standard deviations chosen for the next iteration lead to a large number of rejected samples, causing that the chain remains in a given position for many iterations.

For the proposal state the likelihood function $\lambda_{prop}$ is again estimated. We compare this two values $\lambda$ and $\lambda_{prop}$ according to (4). If comparison is more favorable than the previous chain location, the proposal is accepted (Markov chain "moves" to the new location). If the comparison is "worse", new state is not immediately rejected. Random variable from binomial distribution is used to decide whether or not to accept the new state of chain. After $K$ iteration we pass all the samples (from all $m$ chains) to the sequential procedure. We compute importance weights by (10) and normalize them. Next we use roulette procedure to draw $N$ samples from the set generated by Markov Chain.

This random component is important because it prevents the chain from becoming trapped in a local minimum. The pseudo code for one time step of the algorithm is given below.

One of the important aspects of stochastic procedure of calculating the posterior distribution is choosing burn-in phase. The burn-in factor represents the number of samples needed at the beginning for the Markov chain to actually reach the search state where it is sampling from the target distribution.

Statistical convergence (to the posterior distribution) is monitored by computing between-chains variance and within-chain variance [4]. If there are $m$ Markov chains of length $N$, then we can compute between-chain variance $B$ with

$$B = \frac{N}{m - 1} \sum_{j=1}^{m} (\bar{\phi} - \bar{\phi})^2$$  \hspace{1cm} (14)

where $\bar{\phi}$ is the average value along each Markov and $\bar{\phi}$ is the average of the values from all Markov chains. The within-chain variance $W$ is

$$W = \frac{1}{m} \sum_{i=1}^{m} s_i^2$$  \hspace{1cm} (15)

where

$$s_i^2 = \frac{1}{N - 1} \sum_{i=1}^{N} (\phi_{ij} - \bar{\phi})^2$$  \hspace{1cm} (16)

The convergence parameter $R$ is then computed as

$$R = \frac{\text{var}(\phi)}{W}$$  \hspace{1cm} (17)

where $\text{var}(\phi)$ is estimate variance of $\phi$ and is computed as

$$\text{var}(\phi) = \frac{N - 1}{N} W + \frac{1}{N} B.$$  \hspace{1cm} (18)

In this paper, we consider the following variants of scanning algorithms:

1) **Classic MCMC**

In this algorithm, the parameter space scan in each time step $t$ is independent from the previous ones. So, in this case we don’t use information from past calculations. Classic MCMC don’t use sequential mechanism.

2) **SMC via Maximal Weights**

As the first location of Markov chain $\phi_0^t$ it select the set of $\phi$ parameters for which weight in previous time step procedure was the highest. So, for $t > 1$:

$$\phi_0^t \sim \arg \langle \phi \in \{\phi_0^{t-1}, \ldots, \phi_n^{t-1}\} \rangle \max \{w(\phi_{i}^{t-1})\}$$  \hspace{1cm} (19)

With this approach, we always start with the best values found so far.

3) **SMC via Rejuvenation and Extension**

In contrast to SMC via Maximal Weights this algorithm as the first location of Markov chain $\phi_0^t$ at the time $t > 1$ chooses the set of parameters $\phi$ selected randomly from previous realization of resampling procedure in $t - 1$ with use of the uniform distribution:

$$\phi_0^t \sim U(\phi_0^{t-1}, \phi_1^{t-1}, \ldots, \phi_n^{t-1})$$  \hspace{1cm} (20)

a uniform distribution $\{1, \ldots, n\}$

Applying the new knowledge (new measurements) the current chain is "extended" starting from selected position with use of the new information in the likelihood function calculation.

III. ALGORITHMS RESULTS FOR SELECTED OPTIMIZATION PROBLEM

A. Two-dimensional (2D) Ackley function

We have benchmark the proposed global optimization algorithms with use of the 2D version of Ackley function Fig. 2.
The proposed optimization algorithms are designed to search for the optimum of the dynamical functions. To achieve the dynamical nature of the process described by the considered function we have ascribe the displacement of the optimum in 10 subsequent time steps. The assumed trajectory of the searched function optimum is presented in Fig. 1.

Based on the dynamical Ackley function we would like to compare the performance of two described in previous chapter SMC algorithms (i.e. SMC via Maximal Weights and SMC via Rejuvenation and Extension) in compare with a well-known stochastic simulation method i.e. classic MCMC. Since we are interested in runtime of all algorithms for optimization problems we use exactly the same parameters. The number of iteration for each algorithm is equal $K = 2000$. This number was chosen based on the numerical experiments as the number of iteration needed to reach convergence for each sampled dimension ($R \approx 1$) Fig. 3. The same way we tuned the rest of the algorithm parameters which adequately are equal: number of chains $M=10$; burn-in factor=500.

Fig. 5, and 6 presents the probability distributions of $x$ and $y$ optimum parameters in each time step for classic MCMC algorithm. Fig. 7 and 8 presents the same results for SMC via Maximal Weights and Figs. 10 and 11 for SMC via Rejuvenation and Extension, respectively. The target value of search optimum parameters are denoted by vertical lines. One can see that for the 2D Ackley dynamical function all algorithms successfully generate samples in the vicinity of the optimal solution. If we look carefully we can denote the difference of its probability values for the search parameters $x$ and $y$. Moreover, the posteriori distributions of MCMC algorithm are much flatter than for SMC algorithms. For SMC via Maximal Weights and SMC via Rejuvenation and Extension the maximum value of the probability distribution $x$ and $y$ is close to $0.05$ while for MCMC it is $\approx 0.027$.

In both SMC algorithms transmission of the information in subsequent time steps about "fleeing minimum" effect enlarge the concentration of the samples around the target optimum. Resampling mechanism can be seen in Fig. 4 and Fig. 9. Fig. 4 presents the traces of the Markov chains for classic MCMC and Fig. 9 for SMC via Rejuvenation and Extension in the last time step. One can see that MCMC algorithm consider samples spread out far from the the searched optimum values, at the same time the SMC method in subsequent time steps choose samples close to the target value, which results in the increase of its probability.
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Fig. 5. Posterior distribution of x parameter in subsequent time steps for MCMC algorithm. Vertical line represents the target value of x.

Fig. 6. Posterior distribution of y parameter in subsequent time steps for MCMC algorithm. Vertical line represents the target value of y.

Fig. 7. Posterior distribution of x parameter in subsequent time steps for SMC via Maximal Weights. Vertical line represents the target value of x.

Fig. 8. Posterior distribution of y parameter in subsequent time steps for SMC via Maximal Weights. Vertical line represents the target value of y.

Fig. 9. Scatter plot of samples in the x,y space. The global minimum is marked by diamond. The samples came from results of SMC via Rejuvenation and Extension.

Fig. 10. Posterior distribution of x parameter in subsequent time steps for SMC via Rejuvenation and Extension. Vertical line represents the target value of x.

B. Optimization problem - 4D Wood function

The previous example showed that the SMC algorithms give an input to the value of the probability of the searched optimum parameters (the probability is doubled). However, the classic MCMC also reached the target value of optimum. We would like to check if the proposed algorithms increase their efficiency in the case of the multidimensional space.

To test the effectiveness of SMC for optimization problem...
with higher dimensions, we consider the four-dimensional (4D) Wood function in our second benchmark test:

\[ H_2(x_1, x_2, x_3, x_4) = 100(x_1^2 - x_2)^2 + (x_1 - 1)^2 + (x_3 - 1)^2 + 90(x_2^2 - x_4)^2 + 10.1((x_2 - 1)^2 + (x_4 - 1)^2) + 19.8(x_2 - 1)(x_4 - 1) \]  

(22)

In this test we also assume that the optimum initial value \( x = (1, 1, 1, 1) \) moves in 6 subsequent time steps reaching at last \( x = (3.84, 6.89, 3.84, 6.89) \). In this test for all considered algorithms we take: number of iteration \( K = 20000 \), number of chains \( M = 10 \); burn-in factor = 2000.

Figs. 12-22 presents the marginal probability distributions for all four optimum parameters of the considered 4D Wood dynamical function. The target minimum location in each dimension is marked by the vertical red line. One can see that for the 4D Wood function efficiency of the classic MCMC is decreased. This method do not mark the target value of \( x_2 \) and \( x_4 \) parameters as the values with the highest probability (Figs. 13, 15). At the same time the results obtained from the two SMC algorithms are better than the MCMC algorithm. However, one can note that the SMC via Rejuvenation and Extension algorithm seems to be more efficient than SMC via Maximal Weights. The reason is that the SMC via Maximal Weights results for parameter \( x_2 \) (Fig. 17) are a bit worse than obtained from SMC via Rejuvenation and Extension (Fig. 21). Moreover, the SMC via Rejuvenation and Extension denotes the target values of the \( x_1, x_3 \) and \( x_4 \) parameter with higher probabilities than SMC via Maximal Weights.

It is worth to mention that SMC via Maximal Weights, SMC via Rejuvenation and Extension use the probability distributions obtained based on information from previous time steps to update the probability distributions with use of the new information. This causes a significant increase in convergence of the algorithm to the target location of the function’s optimum in the subsequent time steps. This methodology makes these algorithms more effective for optimization of multidimensional dynamical functions than classic MCMC.
Fig. 15. Posterior distribution of $x_4$ parameter in subsequent time steps for MCMC. Vertical line represents the target value of $x_4$.

Fig. 16. Posterior distribution of $x_1$ parameter in subsequent time steps for SMC via Maximal Weights. Vertical line represents the target value of $x_1$.

Fig. 17. Posterior distribution of $x_2$ parameter in subsequent time steps for SMC via Maximal Weights. Vertical line represents the target value of $x_2$.

Fig. 18. Posterior distribution of $x_3$ parameter in subsequent time steps for SMC via Maximal Weights. Vertical line represents the target value of $x_3$.

Fig. 19. Posterior distribution of $x_4$ parameter in subsequent time steps for SMC via Maximal Weights. Vertical line represents the target value of $x_4$.

Fig. 20. Posterior distribution of $x_1$ parameter in subsequent time steps for SMC via Rejuvenation and Extension. Vertical line represents the target value of $x_1$. 
IV. Conclusion

We have presented a methodology to solve the global optimization problem of dynamical functions with use of the Bayesian approach joined with SMC algorithms. The presented method combines Bayesian inference with SMC sampling and produces posterior probability distributions of the searches extremum’s parameters. We have examined two version of the SMC algorithms i.e. SMC via Maximal Weights, SMC via Rejuvenation and Extension and compare its efficiency to estimate the probabilistic distributions of optimum parameters for 2D and 4D optimization functions. We compared the effectiveness of the proposed SMC algorithms with classic MCMC and have shown the advantage of the SMC algorithms that in different ways use the probability distributions of possible optimum parameters obtained basing on samples generated in previous time steps. We have shown that efficiency of proposed SMC algorithms increases with increasing the dimension of the optimized dynamical function. We conclude that proposed methodology joining the Bayesian inference with SMC algorithms is effective for optimization of multidimensional dynamical functions.
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Abstract—In this paper, an investigation of the influence of the population size on the genetic algorithm (GA) performance for a model parameter identification problem, is considered. The mathematical model of an E. coli fed-batch cultivation process is studied. The three model parameters – maximum specific growth rate (µmax), saturation constant (kS) and yield coefficient (Ys/X) are estimated using different population sizes. Population sizes between 5 and 200 chromosomes in the population are tested with constant number of generations. In order to obtain meaningful information about the influence of the population size a considerable number of independent runs of the GA are performed. The observed results show that the optimal population size is 100 chromosomes for 200 generations. In this case accurate model parameters values are obtained in reasonable computational time. Further increase of the population size, above 100 chromosomes, does not improve the solution accuracy. Moreover, the computational time is increased significantly.

I. INTRODUCTION

METAHEURISTICS, such as genetic algorithms (GA), are widely used to solve various optimization problems. The GA are highly relevant for industrial applications, because they are capable of handling problems with non-linear constraints, multiple objectives, and dynamic components – properties that frequently appear in the real-world problems [15]. Since their introduction and subsequent popularization [16], the GA have been frequently used as an alternative optimization tool to the conventional methods and have been successfully applied in a variety of areas, and still find increasing acceptance [1], [3], [7], [11], [23], [28], [29].

The metaheuristic algorithms require of setting the values of several algorithm components and parameters. These parameters values have great impact on performance and efficacy of the algorithm [13], [22], [30], [14]. Therefore, it is important to investigate the algorithm parameters influence on the performance of the developed metaheuristic algorithms. The aim is to find the optimal parameters values for the considered optimization problem. The optimal values for the parameters depend mainly on i) the problem; ii) the instance of the problem to deal with and iii) the computational time that will be spend in solving the problem. Usually in the algorithm parameters tuning a compromise between solution quality and search time should be done.

For the parameter setting of metaheuristics, several automated approaches exist. These methods use i) a single step of parameter tuning (prior to the practical use of the algorithm), or parameter control (self adaptation to the problem being optimized) [19]. Parameter control is well suited when one wants good average performances across diverse problems, but the needed computation overhead leads to less efficiency on specific problems, compared to parameter tuning [9]. Best known parameter tuning techniques are racing [8], sequential parameter optimization [5] and meta-parameter setting (sometimes referred as meta-algorithm [5]).

Population sizing has been one of the important topics to consider in evolutionary computation [2], [12], [31]. Various results about the appropriate population size can be found in the literature[25], [27]. Researchers usually argue that a “small” population size could guide the algorithm to poor solutions [17], [24], [31] and that a “large” population size could make the algorithm expend more computation time in finding a solution [17], [20], [21]. Due to significant influence of population size to the solution quality and search time [27] a more thorough research should be done for this GA parameter.

The main goal of this research is to carry out investigation of the influence of one of the key GA parameters – population size (number of chromosomes) – on the algorithm performance for identification of a cultivation process model. Parameter identification of non-linear cultivation process models is a hard combinatorial optimization problem for which exact algorithms or traditional numerical methods do not work efficiently. A non-linear mathematical model of fed-batch cultivation process of the most important host organism for recombinant protein production — bacteria Escherichia coli – is considered [27].

The paper is organized as follows. The problem formulation is given in Section 2. The numerical results and a discussion
are presented in Section 3. Conclusion remarks are done in Section 4.

II. PROBLEM FORMULATION

A. E. coli Fed-batch Cultivation Model

Application of the general state space dynamical model [6] to the E. coli cultivation fed-batch process leads to the following nonlinear differential equation system [27]:

\[
\frac{dX}{dt} = \mu_{\text{max}} \frac{S}{k_S + S} X - \frac{F_i}{V} X \\
\frac{dS}{dt} = -\frac{1}{Y_{S/X}} \mu_{\text{max}} \frac{S}{k_S + S} X + \frac{F_i}{V} (S_{in} - S) \\
\frac{dV}{dt} = F_i
\]

(1) (2) (3)

where \( X \) is the biomass concentration, [g/l]; \( S \) is the substrate concentration, [g/l]; \( F_i \) is the feeding rate, [l/h]; \( V \) is the bioreactor volume, [l]; \( S_{in} \) is the substrate concentration in the feeding solution, [g/l]; \( \mu_{\text{max}} \) is the maximum value of the specific growth rate, \([h^{-1}]\); \( k_S \) is the saturation constant, [g/l]; \( Y_{S/X} \) is the yield coefficient, [-].

The initial process conditions are [4]:
- \( t_0 = 6.68 \text{ h} \),
- \( X(t_0) = 1.25 \text{ g/l} \) and \( S(t_0) = 0.8 \text{ g/l} \),
- \( S_{in} = 100 \text{ g/l} \).

For the considered non-linear mathematical model of E. coli fed-batch cultivation process the parameters that should be identified are:
- maximum specific growth rate \( (\mu_{\text{max}}) \),
- saturation constant \( (k_S) \),
- yield coefficient \( (Y_{S/X}) \).

B. Genetic Algorithm

GA was developed to model adaptation processes mainly operating on binary strings and using a recombination operator with mutation as a background operator. The GA maintains a population of chromosomes, \( P(t) = x_1, \ldots, x_n \) for generation \( t \). Each chromosome represents a potential solution to the problem and is implemented as some data structure \( S \). Each solution is evaluated to give some measure of its “fitness”. Fitness of a chromosome is assigned proportionally to the value of the objective function of the chromosomes. Then, a new population \( (\text{generation} \ t + 1) \) is formed by selecting more fit chromosomes (selection step). Some members of the new population undergo transformations by means of “genetic” operators to form new solution. There are unary transformations \( m_i \) (mutation type), which create new chromosomes by a small change in a single chromosome \( (m_i : S \rightarrow S) \), and higher order transformations \( c_j \) (crossover type), which create new chromosomes by combining parts from several chromosomes \( (c_j : S \times \ldots \times S \rightarrow S) \). After some number of generations the algorithm converges – it is expected that the best chromosome represents a near-optimum (reasonable) solution. The combined effect of selection, crossover and mutation gives so-called reproductive scheme growth equation [15]:

\[
\xi(S, t + 1) \geq \xi(S, t) \cdot \text{eval}(S, t) \cdot \frac{\delta(S)}{m - 1} - \sigma(S) \cdot p_m
\]

The structure of the herewith used GA is shown by the pseudocode below (Figure 1).

```
begin
i = 0
Initial population \( P(0) \)
Evaluate \( P(0) \)
while (not done) do
\( \text{test for termination criterion} \)
begin
\( i = i + 1 \)
Select \( P(i) \) from \( P(i - 1) \)
Recombine \( P(i) \)
Mutate \( P(i) \)
Evaluate \( P(i) \)
end
end
```

Fig. 1. Pseudocode for GA

Three model parameters are represented in the chromosome – \( \mu_{\text{max}}, k_S \) and \( Y_{S/X} \). The following upper and lower bounds of the model parameters are considered [29]:

\[ 0 < \mu_{\text{max}} < 0.7, \]
\[ 0 < k_S < 1, \]
\[ 0 < Y_{S/X} < 30. \]

Roulette wheel, developed by Holland [16] is the herewith used selection method. The probability, \( P_i \), for each chromosome is defined by:

\[
P[\text{Individual } i \text{ is chosen}] = \frac{F_i}{\sum_{j=1}^{\text{PopSize}} F_j}, \quad (4)
\]

where \( F_i \) equals the fitness of chromosome \( i \) and \( \text{PopSize} \) is the population size.

To reproduce the chromosomes simple crossover and binary mutation according to [29] are applied. In proposed genetic algorithm fitness-based reinsertion (selection of offspring) is used.

For the considered here model parameter identification, the type of the basic operators in GA are as follows [29]:
- encoding – binary,
- fitness function – linear ranking,
- selection function – roulette wheel selection,
- crossover function – simple crossover,
- mutation function – binary mutation,
- reinsertion – fitness-based.
The values of GA parameters are [29]:
- generation gap, \( g_{gap} = 0.97 \),
- crossover probability, \( x_{ovr} = 0.75 \),
- mutation probability, \( m_{utrl} = 0.01 \),
- maximum number of generations, \( max_{gen} = 200 \).

C. Optimization Criterion

In practical view, modelling studies are performed to identify simple and easy-to-use models that are suitable to support the engineering tasks of process optimization and, especially of control. The most appropriate model must satisfy the following conditions:

(i) the model structure should be able to represent the measured data in a proper manner;
(ii) the model structure should be as simple as possible compatible with the first requirement.

The optimization criterion is a certain factor, whose value defines the quality of an estimated set of parameters. To evaluate the mismatch between experimental and model predicted data the Least Square Regression is used.

The objective consists of adjusting the parameters \( (\mu_{max}, k_S, \text{and } Y_{S/X}) \) of the non-linear mathematical model function (Eq. (1) – Eq. (3)) to best fit a data set. A simple data set consists of \( n \) points (data pairs) \((x_i, y_i), i = 1, 2, \ldots, n\), where \( x_i \) is an independent variable and \( y_i \) is a dependent variable whose value is found by observation. The model function has the form \( f(x, \beta) \), where the \( m \) adjustable parameters are held in the vector \( \beta, \beta = [\mu_{max}, k_S, Y_{S/X}] \). The goal is to find the parameter values for the model which “best” fits the data. The least squares method finds its optimum when the sum \( S \) of squared residuals:

\[
S = \sum_{i=1}^{n} r_i^2
\]

is a minimum. A residual is defined as the difference between the actual value of the dependent variable and the value predicted by the model. A data point may consist of more than one independent variable. For example, when fitting a plane to a set of height measurements, the plane is a function of two independent variables, \( x \) and \( z \), say. In the most general case there may be one or more independent variables and one or more dependent variables at each data point.

\[
r_i = y_i - f(x_i, \beta),
\]

III. Numerical Results and Discussion

All computations are performed using a PC/Intel Core i5-2320 CPU @ 3.00GHz, 8 GB Memory (RAM), Windows 7 (64 bit) operating system and Matlab 7.5 environment.

A series of numerical experiments are performed to evaluate the influence of the population size in GAs on the accuracy of the obtained solution. Using mathematical model of the \( E. \ coli \) cultivation process (Eq. (1) – Eq. (3)) the model parameters – maximum specific growth rate \( (\mu_{max}) \), saturation constant \( (k_S) \) and yield coefficient \( (Y_{S/X}) \) – are estimated. For

<table>
<thead>
<tr>
<th>Population size</th>
<th>Average</th>
<th>Best</th>
<th>Worst</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>4.9457</td>
<td>4.2552</td>
<td>5.6008</td>
</tr>
<tr>
<td>10</td>
<td>6.0039</td>
<td>5.6316</td>
<td>6.3648</td>
</tr>
<tr>
<td>20</td>
<td>7.6482</td>
<td>7.0008</td>
<td>7.9561</td>
</tr>
<tr>
<td>30</td>
<td>11.1111</td>
<td>10.8263</td>
<td>11.3129</td>
</tr>
<tr>
<td>40</td>
<td>12.9824</td>
<td>12.9957</td>
<td>13.3537</td>
</tr>
<tr>
<td>50</td>
<td>14.9087</td>
<td>14.3899</td>
<td>15.5377</td>
</tr>
<tr>
<td>60</td>
<td>17.2166</td>
<td>16.5141</td>
<td>20.3113</td>
</tr>
<tr>
<td>70</td>
<td>19.7601</td>
<td>19.1725</td>
<td>20.0617</td>
</tr>
<tr>
<td>80</td>
<td>22.1880</td>
<td>21.7153</td>
<td>22.6669</td>
</tr>
<tr>
<td>90</td>
<td>24.3414</td>
<td>23.9150</td>
<td>24.8198</td>
</tr>
<tr>
<td>100</td>
<td>26.8644</td>
<td>26.4890</td>
<td>27.8306</td>
</tr>
<tr>
<td>110</td>
<td>29.7057</td>
<td>29.1787</td>
<td>30.2642</td>
</tr>
<tr>
<td>150</td>
<td>39.7273</td>
<td>39.1407</td>
<td>40.3882</td>
</tr>
<tr>
<td>200</td>
<td>52.4782</td>
<td>51.3087</td>
<td>53.8952</td>
</tr>
</tbody>
</table>

The identification procedures consistently different population sizes (from 5 to 200 chromosomes in the population) are used. The number of generations is fixed to 200. Because of the stochastic characteristics of the applied GA series of 30 runs for each population size are performed.

In the Table I, obtained average, best and worst objective function values for considered population sizes, are presented. The results observed for computational time are listed in Table II.

The numerical experiments show that increasing the size of the population of 5 to 100 chromosomes significantly improves the resulting value of the objective function (average results) – from 6.1200 to 4.5406 (see Table I). The further increase in the size of population (more than 100 chromosomes) does not lead to more accurate results. The subsequent increase in the population size leads only to an increase in computational time without improving the value of the objective function (average results) – from 26.8644 s (100 chromosomes) to 52.4782 s (200 chromosomes) vs. \( S = 4.5406 \) to \( S = 4.5453 \) (see Table II).
For better interpretation the obtained numerical results are graphically visualized in the next figures. On Figure 2 the objective function values, obtained during the 30 GA runs for 5, 10, 20 and 30 chromosomes in the population, are shown. The graphical results show that the GA could not find accurate solution using small population size – 5 or 10 chromosomes. It is need at least 20 chromosomes in population for achieving a better solution. On Figure 3 the objective function values, obtained during the 30 algorithm runs for 100, 110, 150 and 200 chromosomes in the population, are shown. Here, it could be seen that using large population size (110, 150 or 200 chromosomes) did not result in an improvement of the objective function values. The ANOVA test is applied and the values of the objective function for population size equal and more than 100 are statistically equal. Moreover, as can be seen from Figure 5 increasing the population size result in an acceleration of computational time. When the population size increases it leads to increase of the needed computational resources like time and memory which can be a problem for large-scale tests. Therefore we can conclude that populations with 100 individuals is optimal with respect to the value of the objective function and the needed computational resources.

All numerical experiments for the influence of the population size on the objective function value and on the computational time are summarized in Figure 4 and Figure 5. It can be concluded that for the considered here non-linear cultivation model parameter identification problem the optimal population size is 100 chromosomes in the population (for 200 generations).

In the Table III the best parameter values ($\mu_{\text{max}}, k_S$ and $Y_{S/X}$), obtained using GA with 100 chromosomes in the population, are presented. According to [10], [18], [32] the values of the estimated model parameters are in admissible boundaries.

**IV. CONCLUSION**

A good selection of the GA parameters improve both computation time and solution accuracy. Finding good parameter values is not a trivial task and requires human expertise as
TABLE III

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>μmax, [1/h]</td>
<td>0.4881</td>
</tr>
<tr>
<td>kS, [g/l]</td>
<td>0.0120</td>
</tr>
<tr>
<td>YS/X, [-]</td>
<td>2.0193</td>
</tr>
</tbody>
</table>

well as time. In this paper, the influence of the one of key GA parameters (population size) on the GA performance, is studied. As a test problem, the E. coli fed-batch cultivation model parameter identification, is considered. The three model parameters (maximum specific growth rate (μmax), saturation constant (ks) and yield coefficient (YS/X)) are identified. For a fixed number of the generations (200) different population sizes of the GA are explored. The numerical experiments are started with 5 chromosomes in the population and consistently increased to 200 chromosomes. The obtained results show that the optimal population size, for the considered here case study, is 100 chromosomes. Thus, accurate model parameters values are obtained with reasonable computational efforts. The use of smaller populations result in lower accuracy of the solution, obtained for a smaller computational time. The further increase of the population size increases the accuracy of solution. This effect is observed to a population size of 100 chromosomes. The use of larger populations does not improve the solution accuracy and only increase the needed computational resources.
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Abstract—In this paper we present a Column Generation approach to the Quadratic Traveling Salesman Problem. Given a graph and a function that maps every pair of edges to a cost, the problem consists in finding a cycle that visits every vertex exactly once and such that the sum of the costs over all pairs of consecutive edges of the cycle is minimum. We propose a Linear Programming formulation that has a variable for each cycle in the graph. Since the number of cycles is exponential in the graph size, we solve our formulation via column generation. Computational results on some set of instances used in the literature show that our approach is promising. As it obtains a lower bound close to the optimal solutions for all instances.

I. INTRODUCTION

THE TRAVELING SALESMAN PROBLEM (TSP) is one of the most studied optimization problems. Given an undirected graph $G = (V, E)$ with costs $c_e, e \in E$, the problem consists in finding a cycle $C$ that visits each vertex in $V$ exactly once, and such that the sum of the costs $c_e$ of each edge in $C$ is minimum. In its most common form, the TSP has a linear cost function.

In this paper we study a variant of the TSP that has a quadratic cost function, the so-called Quadratic TSP (QTSP). The input of this problem is an undirected (or directed) graph $G = (V, E)$ and a cost function $r : E \times E \rightarrow \mathbb{R}^+$ that maps every pair of edges (or arcs) to a non-negative cost. The QTSP consists in finding a cycle $C$ of minimum cost that visits every vertex of $G$ exactly once. This problem is NP-hard [4]. We distinguish between Asymmetric QTSP and Symmetric QTSP, depending on the fact that the direction of the cycle matters.

The QTSP was introduced with an application to bioinformatics [4] and also has application in robotics and telecommunications. The QTSP can be viewed as a generalization of the Reload Cost TSP (RTSP) introduced in [1]. In the RTSP, one is given a graph whose every edge is assigned a color and there is a reload cost when passing through a node on two edges that have different colors.

The QTSP has been tackled in [4] with heuristic algorithms based on well-known heuristics for the TSP, with an ad-hoc branch-and-bound solver, and with a branch-and-cut approach based on a linearization of a 0-1 Quadratic Programming formulation of the problem. In [2] and [3], a polyhedral study is used to develop a branch-and-cut algorithm for symmetric and asymmetric QTSP respectively that are the current state-of-the-art for QTSP.

In this paper we present a Linear Programming formulation of the QTSP with an exponential number of variables that is solved via Column Generation (CG). The basic idea is to have a variable for each cycle of $G$. This yields a pricing subproblem that consists in finding a cycle of minimum quadratic cost. We formulated the pricing subproblem as a 0-1 Quadratic Program, which is linearized and solved with standard techniques. We resort to stabilization techniques to overcome the tailing-off effect of CG approach.

In Section II we present mathematical formulations and some linearized models for the symmetric QTSP and the asymmetric QTSP. In Section III we present our Linear Programming formulation of the problem. In Section IV we solve the LP model presented in Section III by a column-generation technique and present different formulations of the pricing subproblems for both the symmetric and the asymmetric cases. Computational results are discussed in Section V.

II. THE QUADRATIC TRAVELING SALESMAN PROBLEM

In this section we present mathematical formulations for both symmetric QTSP (SQTSP) and asymmetric QTSP (AQTSP). We denote the edge incident with vertices $i$ and $j$ as $(i, j)$ in the symmetric case while in the asymmetric case the arc from vertex $i$ to vertex $j$ is denoted as $(i, j)$.

A. The Symmetric QTSP and a Linearized formulation

Consider a complete undirected graph $G$ on a vertex set $V = \{1, 2, \ldots, n\}$ and let $r : E \times E \rightarrow \mathbb{R}^+$ be a cost function that maps a pair of edges to a non-negative cost. The cost of a subgraph in $G$ is equal to the sum of the costs of the pairs of edges incident in the same vertex. The SQTSP seeks a tour (i.e., a cycle passing through each vertex exactly once) of minimum cost. We define the binary variable $x_{ij}$ that is equal to 1 if edge $(i, j)$ belongs to the minimum cost tour,
and 0 otherwise. The SQTSP can be modeled as a linear integer programming (ILP) problem as follows:

\[
\begin{align*}
\min & \quad \sum_{(i,j) \in E} \sum_{(j,k) \in E} r_{ijk} x_{ij} x_{jk} \\
\text{s.t.} & \quad \sum_{j \in \{i,j\} \in E} x_{ij} = 2 \quad \forall i \in V \\
& \quad \sum_{(i,j) \in E} x_{ij} \leq |S| - 1 \quad \forall 0 \neq S \subset V \\
& \quad x_{ij} \in \{0, 1\} \quad \forall \langle i, j \rangle \in E.
\end{align*}
\]  

The objective function is straightforward and considers all costs between edges incident on the same vertices. Constraints (2) ensure that each vertex has degree two in the tour, and constraints (3) ensure that no subtour is formed among the subsets of vertices.

A simple linear relaxation of (1)-(4) can be obtained by replacing the term \( x_{ij} x_{jk} \) with a binary variable \( u_{ijk} \) subject to the following constraints:

\[
\begin{align*}
u_{ijk} \leq x_{ij}, & \quad u_{ijk} \leq x_{jk}, \quad \text{and} \quad u_{ijk} \geq x_{ij} + x_{jk} - 1.
\end{align*}
\]

Motivated by the desire to develop a linearized formulation, we reformulate the SQTSP by creating a new graph \( \hat{G} = (\hat{V}, \hat{E}) \), called the Gadget graph, as follows:

- For each edge in the graph \( G \), create two nodes \((i, j)\) and \((j, i)\) and add them to \( \hat{V} \).
- For each node \( i \in V \) in \( G \), define a super node \( S_i = \{ (i, j) : j = 1, 2, \ldots, n, j \neq i \} \). This is only an aggregation of nodes of \( V \).
- For any \( i, j, k \in \hat{V} \), create an edge between each two nodes \((i, j)\) and \((i, k)\) in the super node \( S_i \) and assign the weight \( r_{ijk} \) to it.
- For any \( i, j \in V \), create an edge between each two nodes \((i, j)\) and \((j, i)\) in super node \( S_i \) and \( S_j \) respectively and assign null weight to it.

In Figure 1 we present an example of a graph \( G \) and the corresponding Gadget graph \( \hat{G} \).

By introducing the decision variables \( u_{ijk} \) to indicate whether edge \( \{i, j\} \) in super node \( S_i \) is selected or not in the optimal solution, we can rewrite the SQTSP on graph \( G \) as the following integer linear problem on the graph \( \hat{G} \):

\[
\begin{align*}
\min & \quad \sum_{i \in \hat{V}} \sum_{j,k \in \hat{V}, \{i,j\} \in E} r_{ijk} u_{ijk} \\
\text{s.t.} & \quad \sum_{j,k \in \hat{V}, \{i,j\} \in E} u_{ijk} = \sum_{j,k \in \hat{V}, \{j,k\} \in E} u_{ijk} = 1 \quad \forall i \in \hat{V} \\
& \quad \sum_{j \neq k} u_{ijk} = 0 \quad \forall \langle i, j \rangle \in \hat{V} \\
& \quad \sum_{i \in S, j \in S, \{i,j\} \in E} u_{ijk} \leq |S| - 1 \quad S \subset \hat{V} \\
& \quad u_{ijk} \in \{0, 1\} \quad \forall \{\langle i, j \rangle, \langle i, k \rangle\} \in \hat{E}.
\end{align*}
\]

Constraints (6) guarantee that within every super node we select exactly one edge, constraints (7) indicate that the number of the edges incident on node \( (i, j) \) is equal to the number of incident edges on node \( (j, i) \), and constraints (8) are the subtour elimination constraints. Note that in terms of feasible solutions in the Gadget graph, a tour is called feasible if it is simple and passes through each super node \( S_i \) by visiting exactly one edge of \( S_i \). In the example shown in Figure 1, the bold lines illustrate a feasible tour (a subtour of \( \hat{G} \)) corresponding to the feasible tour \( \{1, 2, 5, 4, 3, 1\} \) in the original graph \( G \).

An alternative model in the case of reload costs spanning tree was studied in [10], where it is assumed that the triangle inequality holds for reload costs at each node of the graph.

B. The Asymmetric QTSP and Linearized formulation

Suppose that the given graph \( G \) is a complete directed graph on the vertex set \( V = \{1, 2, \ldots, n\} \), and let \( r : E \times E \rightarrow \mathbb{R}^+ \) be a cost function that maps every pair of arcs to a non-negative integer cost. The Asymmetric QTSP (AQTSP) can be modeled as follows:

\[
\begin{align*}
\min & \quad \sum_{(i,j) \in E} \sum_{(j,k) \in E} r_{ijk} x_{ij} x_{jk} \\
\text{s.t.} & \quad \sum_{(i,j) \in E} x_{ij} = 1 \quad \forall i \in V \\
& \quad \sum_{(i,j) \in E} x_{ij} = 1 \quad \forall j \in V \\
& \quad \sum_{i \in S, \sum_{(i,j) \in E}} x_{ij} \geq 1 \quad S \subset V \\
& \quad x_{ij} \in \{0, 1\} \quad \forall \langle i, j \rangle \in E,
\end{align*}
\]

where the binary variable \( x_{ij} \) is equal to 1 if the arc \((i, j)\) belongs to the minimum cost tour. Constraints (11) and (12) force to select a single outgoing arc and a single incoming arc for each node, respectively, and constraints (13) are the well known subtour elimination constraints.

In order to linearize the model, we follow the idea of constructing an auxiliary graph as in the symmetric case. We
call this auxiliary graph the extended graph and denote it as \( G \). For each arc \((i, j)\) in the graph \( G \) we create a node \((i, j)\) in \( G \), a link between each two nodes \((i, j)\) and \((j, k)\) in \( G \) and assign a weight \( r_{ijk} \) to each edge \((i, j, (j, k))\) in \( G \). If in \( G \) we partition the set of nodes into \( n \) clusters \( \mathcal{V}_1, \mathcal{V}_2, \ldots, \mathcal{V}_n \) such that \( \mathcal{V}_i = \{(i, j) : j = 1, 2, \ldots, n, j \neq i\} \) for \( i = 1, 2, \ldots, n \), then all arcs are defined between nodes \((i, j)\) and \((j, k)\) from different clusters such that \( r_{ijk} > 0 \); therefore there are no intra-set arcs.

Proposition 2.1: Any feasible tour in \( G \) corresponds to a tour in \( G \) that goes through each cluster exactly once. Figure 2 represents the extended graph, \( \mathcal{K}_4 \), of a directed complete graph, \( K_4 \). The bold lines illustrate a feasible tour.

Definition 2.1: Given a directed graph \( G = (V, E) \) and a partition \( \{\mathcal{V}_i : i = 1, \ldots, k\} \) of the set \( V \) such that \( \bigcap_{i=1}^k \mathcal{V}_i = \emptyset \) and \( \bigcup_{i=1}^k \mathcal{V}_i = V \), the Asymmetric Generalized TSP (AGTSP) can be stated as the problem of finding a feasible cycle \( T \subset E \) which includes exactly one node from each cluster \( \mathcal{V}_i \), \( i = 1, \ldots, k \), and whose global cost \( \sum_{e \in T} r_e \) is minimum. Therefore the AGTSP involves two related decisions: (i) choosing a node subset \( S \subset V \) such that \( |S \cap \mathcal{V}_i| = 1 \) for all \( i = 1, 2, \ldots, n \) and (ii) finding a minimum cost Hamiltonian cycle in the subgraph of \( G \) induced by \( S \).

Corollary 2.2: Solving the AQTSP on graph \( G \) is equivalent to solving the AGTSP on \( G \).

Using Corollary 2.2, instead of solving the original AQTSP one can solve an AGTSP on graph \( G \) which is again NP-hard, as it can be reduced to an Asymmetric TSP [8], [9].

We can formulate an integer linear programming model for the AGTSP. Variables \( u_{ijk} \) indicate whether arc \((i, j, (j, k))\) is selected or not in the optimal solution, and variables \( y_{ij} \) indicate whether node \((i, j)\) is visited or not. The problem is displayed as follows:

**GTSP1:**

\[
\begin{align*}
\min & \quad \sum_{(i, j, (j, k)) \in E} r_{ijk} u_{ijk} \\
\text{s.t.} & \quad \sum_{j \in V : (j, i) \in E} y_{ij} = 1 \quad \forall i \in V \\
& \quad \sum_{k \in V : (k, j) \in E} u_{ijk} = y_{ij} \quad \forall (i, j) \in \overline{V} \\
& \quad \sum_{k \in V : (k, j) \in E} u_{kij} = y_{ij} \quad \forall (i, j) \in \overline{V} \\
& \quad \sum_{i \in S} \sum_{j \notin S} \sum_{k \in V : (i, j) \in \mathcal{V}_i, (j, k) \in \mathcal{V}_j} u_{ijk} \geq 1 \quad S \subset V \\
& \quad u_{ijk} \in \{0, 1\} \quad \forall ((i, j), (j, k)) \in E \\
& \quad y_{ij} \in \{0, 1\} \quad \forall (i, j) \in \overline{V}.
\end{align*}
\]

Constraint (16) guarantees that from every cluster we select exactly one node. Constraints (17) and (18) require a solution to include exactly one of the arcs entering and exactly one of the arcs leaving the node \((i, j)\) if this node is visited. Finally, constraint (19) eliminates all subtours.

Note that relaxing the integrality requirement on the variables \( u_{ijk} \) for all \((i, j, (j, k)) \in E\) does not have any effect on problem GTSP1.

By eliminating variables \( y_{ij} \) we can write the problem as follows:

**GTSP2:**

\[
\begin{align*}
\min & \quad \sum_{(i, j, (j, k)) \in E} r_{ijk} u_{ijk} \\
\text{s.t.} & \quad \sum_{j \in V} \sum_{k \in V : ((i, j), (j, k)) \in E} u_{ijk} = 1 \quad \forall i \in V \\
& \quad \sum_{k \in V : (k, j) \in E} \sum_{(k, i) \in E} u_{kij} = 1 \quad \forall i \in V \\
& \quad \sum_{k \in V : (k, j) \in E} u_{kij} = 0 \quad \forall (i, j) \in \overline{V} \\
& \quad \sum_{i \in S} \sum_{j \notin S} \sum_{k \in V : (i, j) \in \mathcal{V}_i, (j, k) \in \mathcal{V}_j} u_{ijk} \geq 1 \quad S \subset V \\
& \quad u_{ijk} \in \{0, 1\} \quad \forall ((i, j), (j, k)) \in E \\
& \quad y_{ij} \in \{0, 1\} \quad \forall (i, j) \in \overline{V}.
\end{align*}
\]

Constraint (23) requires a solution to include exactly one of the arcs entering a cluster, while constraint (24) requires a solution to include exactly one of the arcs leaving a cluster. Constraint (25) is equivalent to network flow conservation constraints and ensure that a solution tour is uninterrupted and continuous.

Theorem 2.3: Constraints (23) in problem GTSP2 are redundant and can be removed from the model.

Proof: Suppose \( u^* \) is a feasible solution for problem GTSP2 after removing constraint (23) and define, for each \( i \in V \),

\[
\epsilon_i = \sum_{j \in V} \sum_{(i, j, (j, k)) \in E} u^*_{ijk}.
\]

We show that \( \epsilon_i = 1 \) for all \( i \in V \).

Consider cluster \( \mathcal{V}_s \). Then constraint (24) is satisfied for
cluster $\mathcal{V}_s$ by $u^*$, i.e.,
$$
\sum_{k \in \mathcal{V}} \sum_{j \in \mathcal{V}} u^*_{k,sj} = 1.
$$
Therefore there exists a node $(s,t) \in \mathcal{V}_s$ with in-degree one
in the tour, while the in-degree of all other nodes in cluster $\mathcal{V}_s$ is zero. Hence by (25) the out-degree of node $(s,t)$ must
be equal to one while the out-degree of all the other nodes in the
same cluster must be zero.

As a consequence of Theorem 2.3 GTSP2 simplifies as follows:

$\text{GTSP3: } \min \sum_{(i,j),(j,k) \in \mathcal{E}} r_{ijk}u_{ijk}$

s.t. (24), (25), (26).

III. CYCLE REFORMULATION OF QTSP

In this section we present a new formulation of the QTSP
which is based on a cycle generation approach in the given
graph. Let $C$ be a cycle of $G$ represented by the set of
edges (arcs) that appear in the cycle. The cost of cycle $C$
is $r(C) = \sum_{i,j,k} r_{ijk}$, i.e. the sum of the costs
of the pairs of consecutive edges (arcs) contained in the cycle.
Let $C$ and $\mathcal{T}$ denote the collection of all cycles and all tours
of $G$, respectively. Clearly, we have that $\mathcal{T} \subseteq C$, and hence
$$
\min_{C \in \mathcal{C}} c(C) \leq \min_{T \in \mathcal{T}} c(T).
$$

Following the approach of Held and Karp to the TSP [6],
we add a penalty $\pi_i$ to every vertex $i$ in $V$, and denote by
$\pi(C) = \sum_{i \in C} \pi_i$. Let us consider a new cost function defined
as follows: $d(C) = c(C) + \pi(C)$. Let $T^*$ denote an optimal
tour of $G$, i.e. $c(T^*) = \min_{T \in \mathcal{T}} c(T)$. Then, the following
relations hold:
$$
\min_{C \in \mathcal{C}} d(C) = \min_{C \in \mathcal{C}} \{ c(C) + \sum_{i \in C} \pi_i \} \leq d(T^*) = c(T^*) + \sum_{i \in V} \pi_i
$$
$$
\min_{C \in \mathcal{C}} \{ c(C) - \sum_{i \in V \setminus C} \pi_i \} \leq c(T^*).\tag{30}
$$

For any vector of penalty terms $\pi$ we get a lower bound.
However, we are interested in finding $\pi$ that maximizes the
lower bound:
$$
\max_{\pi \in \mathbb{R}^n} \min_{C \in \mathcal{C}} \{ c(C) - \sum_{i \in V \setminus C} \pi_i \}.\tag{31}
$$
We describe an LP equivalent to (29) by introducing a variable
$z$ as follows:

$\text{P: } \max \quad z$

s.t. $z + \sum_{i \in V \setminus C} \pi_i \leq c(C) \quad \forall C \in \mathcal{C}$

$z, \pi \ \text{unrestricted.}$

Let $\lambda_C$ be the dual multiplier of constraint (31). The dual
of problem P is called master problem and has the following
form:

$\text{D1: } \min \sum_{C \in \mathcal{C}} c(C)\lambda_C$

s.t. $\sum_{C \in \mathcal{C}, i \in C} \lambda_C = 0 \quad \forall i \in V$

$\sum_{C \in \mathcal{C}} \lambda_C = 1$

$\lambda_C \geq 0 \quad \forall C \in \mathcal{C}.$

Since all multipliers in (34) are non-negative, and, in each
iteration of a column generation approach, exactly one column
is generated (as we explain in Section IV), an optimal solution
to the problem must satisfy $\lambda_C^* = 1$ for some $C^* \in \mathcal{C}$
and $\lambda_C^* = 0$ for all $C \in (\mathcal{C} \setminus \mathcal{C}^*)$. It follows that the cycle $C^*$
(single or multiple) is optimal and $c(C^*)$ provides a lower
bound for the original QTSP.

By subtracting each constraint (34) from (35) and removing
(35) from D1, one can find a relaxation of the problem D1 as
follows:

$\text{D2: } \min \sum_{C \in \mathcal{C}} c(C)\lambda_C$

s.t. $\sum_{C \in \mathcal{C}, i \in C} \lambda_C = 0 \quad \forall i \in V$

$\lambda_C = 1 \quad \forall C \in \mathcal{C}.$

Problem D2 seeks a minimum-weight “combination of cycles”
such that each vertex appears, on average, in one cycle.

IV. COLUMN GENERATION APPROACH

In this section we develop a column generation approach
to solve problems D1 and D2. Since the number of cycles
in $C$ is exponential with respect to the number of vertices, we
first consider a restricted version of the master problem (RMP)
with a feasible subset of cycles, $\hat{C} \subseteq C$. Note that the subset $\hat{C}$
for problem D1 must include at least one tour, while an initial
set $\hat{C}$ for problem D2 must satisfy constraints (38). Let us first
start with problem D1 and suppose that $\pi = (\pi_1, \pi_2, \ldots, \pi_n)$
and $z$ are the dual variables corresponding to constraints (34)
and (35) respectively. The reduced cost of the variable $\lambda_C$
for each $C \in \mathcal{C}$ is $\tilde{r}(C) = r(C) - (\pi(C))' - z$, where
$(\pi(C))' = \sum_{i \in C} \pi_i$. A column to enter the basis can be
found by computing a minimum cost cycle with respect to $r_{ijk} + \pi_j$
for each $(i,j) \in E, (j,k) \in E$. Let $\tilde{r}(C^p) = \min_{C \in \mathcal{C}} \tilde{r}(C)$. If
$\tilde{r}(C^p) \geq 0$ then the current solution is optimal. Otherwise we
select column $C^p$ to enter the basis.

**Theorem 4.1:** If the column $C^p$ to enter the basis

Corresponds to a tour, then it is an optimal tour.

**Proof:** Consider any cycle $C$. Since column $C^p$
is the selected column to enter the basis we have
$$
\tilde{r}(C^p) = r(C^p) - (\pi(C^p))' - z \leq r(C) - (\pi(C))' - z.\quad (40)
$$
If cycle $C$ is also a tour, then $r(C^p) \leq r(C)$.

Note that for problem D2, the reduced cost of the variable
$\lambda_C$ for each $C \in \mathcal{C}$ is modified to:
$$
\tilde{r}(C) = r(C) - \pi(C).\quad (41)
$$
A. Pricing subproblems

A column to enter the basis can be found by computing a minimum cost cycle in the original graph \( G \) with respect to \( r_{ijk} + \pi_j \). Looking for a cycle having minimum negative cost with respect to a quadratic objective is itself an interesting combinatorial optimization problem, which is NP-hard [5]. In this section we explain how to update the linearized models, presented in Section II, to solve the pricing problems. In order to define a suitable model for the pricing subproblem of the restricted master problem D1, we consider the SQTSP and AQTS separately.

a) Symmetric case: Consider the pricing problem of D1 in the symmetric case. As we mention in Section II-A, instead of looking for a cycle in the original graph one can easily find a cycle in the \( \text{Gadget} \) graph; i.e., finding a negative reduced cost of problem D1 is the same as finding a negative cost feasible cycle in the \( \text{Gadget} \) graph. Defining a binary variable \( w_i \) to indicate whether the super node \( S_i \) is on the cycle or not, the minimum negative cost cycle is then found by solving the following problem:

\[
\begin{align*}
\min & \quad \sum_{i \in V} \sum_{\{i,j\},\{i,k\} \in S_i} r_{ijk}u_{ijk} - \sum_{i \in V} \pi_i(1 - w_i) - z \\
\text{s.t.} & \quad \sum_{\{i,j\},\{i,k\} \in S_i} u_{ijk} = w_i \quad \forall i \in V \\
& \quad (7) - (9) \\
& \quad w_i \in \{0,1\} \quad \forall i \in V.
\end{align*}
\]

(42)

Considering the definition of the \( w \) variables, one can obtain an equivalent formulation for the pricing problem by replacing constraint (42) with the so-called resource constraint

\[
\sum_{\{i,j\},\{i,k\} \in S_i} u_{ijk} \leq 1 \quad \forall i \in V
\]

removing the variables \( w \) from the model. Also, it should be observed that by forcing the solution of the pricing problem to be a cycle with negative cost one can easily remove the constraint (8) from the pricing model. Therefore, finding a cycle with negative reduced cost is simply a matter of finding a path between each node of the \( \text{Gadget} \) graph and itself with a negative cost which satisfies the resource constraint. Since the dual variables \( \pi \) are defined on each super node of the \( \text{Gadget} \) graph, the problem of finding a negative reduced cost cycle can be formulated as resource-constrained elementary shortest path problem in the extended graph.

The solution of the subproblems provides either a certificate of optimality of the current solutions \( (\lambda, \pi, z) \) or a new column \( C^p \) that will be added to the master problem. It is worth point out that solving the subproblem to optimality is only needed to prove optimality of the current primal and dual solutions; one can stop solving the subproblem whenever a negative reduced cost column is found [16]. This happens because adding this column to \( \mathcal{C} \) ensures that the new dual solution \( (\pi, z) \) will be different, and therefore the termination of the algorithm.

b) Asymmetric case: In the asymmetric case, finding a negative reduced cost directed cycle for problem D1 is equivalent to solving the modified version of the GTSP1 or GTSP3 explained in Section II-B. Here we provide a version of the latter so that the resulting problem gives the most negative directed cycle.

\[
\begin{align*}
\min & \quad \sum_{\{i,j\},\{i,k\} \in \tilde{E}} r_{ijk}u_{ijk} - \sum_{i \in V} \pi_i(1 - t_i) - z \\
\text{s.t.} & \quad \sum_{k \in V} \sum_{j \in V} u_{kj} = t_i \quad \forall i \in V \\
& \quad (20), (25), (24) \\
& \quad t_i \in \{0,1\} \quad \forall i \in V.
\end{align*}
\]

(43)

The binary variable \( t_i \) is equal to 1 if cluster \( i \) is visited, otherwise it is zero. Following the same process as the symmetric case, one can obtain an equivalent formulation based on resource-constrained elementary shortest path problem in the extended graph.

The solution of the subproblems provides either a certificate of optimality of the current solutions \( (\lambda, \pi, z) \) or a new column \( C^p \) that will be added to the master problem. It is worth point out that solving the subproblem to optimality is only needed to prove optimality of the current primal and dual solutions; one can stop solving the subproblem whenever a negative reduced cost column is found [16]. This happens because adding this column to \( \mathcal{C} \) ensures that the new dual solution \( (\pi, z) \) will be different, and therefore the termination of the algorithm.

B. Stabilized column generation

Column generation methods usually suffer from slow convergence to the optimal solution. Primal degeneracy, dual degeneracy and instability in the behavior of dual variables are well known to cause slow convergence and tailing off effects to column generation procedures [11], [12].

To control the dual variables during the solution process, we use the stabilized column generation approach proposed in [15]. This approach combines the box step method [14] with a
kind of descent method proposed in [13]. The box step method introduces a box around the previous dual vector and modifies the master problem such that the feasible dual space is limited to the area defined by these boxes, while the latter tries to adapt the master problem so that the distance separating a dual solution from the previous optimal dual solution is linearly penalized.

In order to present the idea, let us rewrite the restricted version of the master problem D1, for \( \mathcal{C} \in \mathcal{C} \), as the following model:

\[
\text{RD1: } \min \sum_{C \in \mathcal{C}} c(C)\lambda_C \quad (51)
\]

\[
\text{s.t. } \sum_{C \in \mathcal{C} \in \overline{\mathcal{C}}} \lambda_C \geq 1 \quad \forall i \in V \quad (52)
\]

\[
\text{(35), (36).}
\]

Note that since the set partitioning constraints allow negative dual values which can be problematic for the sub-problem, we used a relaxed version of the problem as the first step of the stabilization approach.

Consider the dual variables \( \pi \) associated with the constraints (52) and bound each \( \pi_i \) in the interval \([\delta^-_i, \delta^+_i]\). These bounds are first given as parameters to the model and then automatically updated during the process. The dual variable \( \pi_i \) can take values outside the given bounds, but the dual objective is then penalized by \( \varepsilon_i^- (\delta^-_i - \pi_i) \) if \( \pi_i < \delta^-_i \) and by \( \varepsilon_i^+ (\delta^+_i - \pi_i) \) if \( \pi_i > \delta^+_i \). The dual of the problem RD1 then becomes:

\[
\text{SP: } \max \sum_{i \in V} \pi_i - \varepsilon_i^- w_i^- - \varepsilon_i^+ w_i^+ \quad (53)
\]

\[
\text{s.t. } \sum_{C \in \mathcal{C}} \pi_i \leq c(C) \quad \forall C \in \mathcal{C} \quad (54)
\]

\[
\pi_i + w_i^- \geq \delta_i^- \quad \forall i \in V \quad (55)
\]

\[
\pi_i - w_i^+ \leq \delta_i^+ \quad \forall i \in V \quad (56)
\]

\[
\pi, w^- , w^+ \geq 0, \; z \text{ unrestricted.} \quad (57)
\]

The primal of the stabilized restricted master problem, and hence the dual of SP, is:

\[
\text{SD1: } \min \sum_{C \in \mathcal{C}} c(C)\lambda_C + \sum_{i \in V} -\delta_i^- \mu_i^- + \delta_i^+ \mu_i^+ \quad (58)
\]

\[
\text{s.t. } \sum_{C \in \mathcal{C} \in \overline{\mathcal{C}}} \lambda_C = 1 \quad \forall i \in V \quad (59)
\]

\[
\mu_i^- \leq \varepsilon_i^- \quad \forall i \in V \quad (60)
\]

\[
\mu_i^+ \leq \varepsilon_i^+ \quad \forall i \in V \quad (61)
\]

\[
\lambda, \mu^-, \mu^+ \geq 0. \quad (62)
\]

This method is referred to as BoxPen stabilization since the bounds \((\delta^-, \delta^+)\) on the original dual variables \( \pi \) can be represented by a bounding box containing the current dual solution. Note that the stabilized version of the problem D2 is the same as SD1 without the convexity constraint (60) and is called SD2. In order to use the stabilized models efficiently, one must initialize and update the parameters correctly. With desire to reduce the dual variables’ variations, select \([\delta^-, \delta^+]\) to form a small box containing the current dual solution, and solve the problem SD1 (SD2). At the first iteration, when no solution is available to the problem, the dual variables \( \pi \) can be simply estimated. If the new \( \pi \) lies in the box \([\delta^-, \delta^+]\), reduce its width and augment the penalty given by \( \varepsilon^- \) and \( \varepsilon^+ \). Otherwise, enlarge the box and decrease the penalty. The update could be performed in each iteration, or alternatively, each time a dual solution of currently best value is obtained.

In Section V we discuss more about the updating process.

V. COMPUTATIONAL EXPERIMENTS

In this section we present our computational experiments on a class of randomly generated instances with size rating from \( n = 5 \) to \( n = 25 \) introduced in [4]. All instances consist of complete graphs with \( n \) vertices and \( m = n(n-1)/2 \) edges. The cost function \( r : E \times E \rightarrow \mathbb{R}_+^n \) for both symmetric and asymmetric instances is defined as an integer number which is chosen from the set \( \{0, 1, \ldots, 10000\} \) uniformly for all \((i, j), (j, k) \in E\) such that \( i \neq k \) and set to infinity for all \((i, j), (j, i) \in E\). We used the AMPL modeling language [17] with GUROBI 5.0.0 [18] as linear solver for the RMP and as a mixed integer linear solver for the pricing problem on an Intel Core i5-2410M CPU with 2.30 GHz and 6 GB RAM in single processor mode.

A. Stabilization

We implemented the stabilized column generation approach using different sets of initial values. In the following we present the results of some preliminary experiments whose purpose was to initialize and update the parameters for both SD1 and SD2.

For the problem SD1, we initialized \( \delta^- \) and \( \delta^+ \) at -1000 and 1000 respectively. The vector parameter \( \varepsilon^- \) and \( \varepsilon^+ \) were selected as -5 and 5 respectively and were kept fixed throughout the solution process. We updated the parameter \((\delta^-, \delta^+)\) from \((-1000, 1000)\) to \((\pi - 100, \pi + 100)\) (\( \pi \) is the current dual solution), only if the column returned by the subproblem had a non-negative reduced cost and \((\mu^-, \mu^+) \neq (0, 0)\). The stopping criteria of the stabilized column generation algorithm is \( r(C) \geq 0 \) and \((\mu^-, \mu^+) = (0, 0)\).

In order to find potentially good initial values of \((\delta^-, \delta^+)\) for problem SD2, we first solved the problem D2 with a feasible subset of cycles. By using the dual variables \( \pi \) of problem D2, we initialized \((\delta^-, \delta^+)\) with \((\pi - 10, \pi + 10)\). The vector parameter \( \varepsilon^- \) and \( \varepsilon^+ \) were initially set to 0.0001. If the subproblem is able to find negative reduced cost cycle, then the values of \( \varepsilon^- \) and \( \varepsilon^+ \) were increased by 10%. However, when there was no more such column and \((\mu^-, \mu^+) \neq (0, 0)\), the values of \( \varepsilon^- \) and \( \varepsilon^+ \) were decreased by dividing each one by 100 and the parameter \((\delta^-, \delta^+)\) were updated to \((\pi - 100, \pi + 100)\), where \( \pi \) is the current dual solution of the SD2. The stopping criteria of the stabilized column generation algorithm is the same as case of problem SD1.
In order to show the effectiveness of stabilization, we compare the computational time of column generation to its stabilized version on two instances of different dimensions in Table I. Each row of the table reports the average computational time over ten instances of the same size. CG1 and CG2 stand for Column Generation approach to the problem SD1 and SD2 respectively. SCG1 and SCG2 are for the stabilized version of the CG1 and CG2 respectively. The results show that stabilization is effective for both symmetric and asymmetric instances.

### B. Lower bound Computation

As we mentioned in Section III, a solution of the pricing problem, which may contain a single or multiple cycles, is optimal for the master problem RD1 if it covers all the nodes $i \in V$. Since looking for a single cycle in the pricing problem requires some kind of subtour elimination constraint, we restrict the search to find a cycle (single or multiple) with negative cost. In other words, we allow subtours in the optimal solution of the original QTSP, which is in fact a relaxation of the problem. Therefore, when no more new columns can be priced out, a solution of the master problem RD1 gives a lower bound on the original problem. Note that the optimal value of the problem RD2 always gives a lower bound on the original problem, regardless of the solution being a single cycle or multiple ones.

In Table II we present computational results of the lower bounding schemes for both the symmetric and the asymmetric QTSPs. Each row of the tables reports the average results over ten instances of the same size. The problem size is found in the first column of the table. The second column shows the average optimal values (opt) of the 10 instances for each dimension. We compare three different average lower bounds (LB) on the optimal objective values, their computing time (time), number of iterations (iter), and the average gap. The first lower bound LB(LP) in column three is the lower bound obtained with the linear relaxation of problem (5) – (9) and the linear relaxation of problem GTSP3 for the SQTSP and the AQTSP respectively. The computation time of the LP relaxation is less than two seconds for all instances; therefore we did not mention it in the table. The second lower bound is obtained via the Stabilized Column Generation approach to the problem SD2 (SCG2); and the third lower bound is obtained via the Stabilized Column Generation approach to the problem SD1 (SCG1). Columns four to seven and columns eight to eleven represent the optimal value, computation time, number of iterations needed to identify the optimal solution and the gap. The formula we used to compute these gaps is $(opt - LB(SCG))/(opt - LB(LP))$, where opt and LB() stand for the optimal value and the lower bound, respectively. We can see in this table that the bounds obtained by SCG1 outperforms the other two in all instances and are close to the optimal values in both the SQTSP and the AQTSP. Also the lower bound obtained by SCG2 is indeed better than the one obtained with LP relaxation except for the instances of dimension five, for which the LP relaxation gives on average a tighter bound. On average the ratio of gap between the lower bound obtained by SCG2 and the optimal solution, and the gap between the lower bound obtained by linear relaxation and the optimal solution for the symmetric instances is 0.72, while this ratio for the asymmetric instances is 0.73. As we see, on average, the improvement of lower bound by applying the SCG2 for both symmetric and the asymmetric cases is almost the same, while the computational time for the asymmetric instances is more than the computational time for the symmetric ones.

According to Table II, applying SCG1 yields a considerable improvement of the lower bounds in both the symmetric and the asymmetric cases, i.e., on average the ratio of gap between the lower bound obtained by SCG1 and the optimal solution over the gap between the lower bound obtained by linear relaxation and the optimal solution for the symmetric instances is 0.09, and for the asymmetric instances is 0.20. These gaps show the improvement of lower bounds in both the symmetric and asymmetric cases in compare to the SCG2. Also it should be noted that the improvement of the lower bounds and also the computational time in the symmetric case is more attractive than in the asymmetric case.

### VI. Conclusions

In this paper we first proposed two different linearization models to the SQTSP and the AQTSP. We also presented a different cycle formulation for the QTSP (in general) and solved the resulting LP problem by Column Generation approach. We have shown how the linearized formulations can be applied to finding the negative reduced cost in the pricing problem. To overcome the problems of instability in the behavior of dual variables of the presented master problem, we used a stabilized column generation approach. Our experiments show that our column generation approach outperforms the LP relaxation of the QTSP in both the symmetric and the asymmetric cases. The main goal of this paper is to show the advantage of column generation and the weakness of the LP relaxation in finding a good lower bound for the QTSP.
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TABLE II
C OMPARISON OF THREE DIFFERENT LOWER BONDING APPROACHES
SCG2

SCG1

size

Opt.

LB(LP )

LB

time

iter

Gap

LB

time

iter

Gap

Symmetric:
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

14922.2
12217.5
14648.6
15055.7
14562.2
15018.6
13819.6
14719.4
13174.3
13548.7
12531.0
13426.1
13022.5
12388.6
12697.5
13246.0
12699.4
12032.2
12378.4
11871.1
11673.5

13839.5
11817.1
13200.4
12544.1
11909.4
11939.9
10367.8
10896.2
9826.6
9823.7
9354.7
9065.7
9324.8
8522.8
8630.6
8797.3
8352.0
8078.2
8123.9
7996.5
7494.2

13606.3
11816.2
13747.9
12623.9
12710.7
13104.5
11175.9
12036.6
10954.4
11089.7
10697.8
10253.3
10420.6
9831.7
10036.8
10092.8
9868.1
9519.4
9376.2
9250.5
8717.8

0.62
0.53
0.85
1.12
1.91
1.77
1.75
3.15
4.90
9.34
12.38
13.24
18.55
22.35
29.98
33.34
45.71
50.81
53.98
65.78
81.18

6
7
11
14
16
18
17
21
23
25
28
26
30
34
39
40
45
47
46
51
54

1.21
0.99
0.62
0.96
0.73
0.62
0.76
0.70
0.66
0.66
0.57
0.72
0.70
0.66
0.65
0.70
0.65
0.63
0.70
0.67
0.70

14922.2
12160.4
14356.5
14542.6
14225.7
14718.7
12958.9
13740.2
12705.5
12974.4
12219.3
12573.4
12735.9
12137.6
12394.9
12491.8
12260.4
11859.1
11911.7
11480.9
11187.1

3.89
3.35
3.51
4.06
4.12
4.86
6.37
7.96
12.11
13.83
14.20
20.56
27.35
28.38
45.92
60.70
75.16
98.45
154.01
203.40
172.77

65
43
41
43
37
45
33
31
32
32
25
28
32
29
34
35
34
32
37
41
28

0.0
0.14
0.20
0.20
0.12
0.09
0.24
0.25
0.14
0.15
0.09
0.19
0.07
0.06
0.07
0.16
0.10
0.04
0.10
0.10
0.11

Asymmetric:
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

12372.2
11883.1
13204.9
13363.4
13063.2
12921.5
12997.5
11434.8
12171.5
11838.3
12428.8
12135.7
11832.2
11662.2
12095.9
11802.8
11288.2
11741.0
11549.7
11239.1
11434.8

10758.2
10291.6
10486.3
10116.3
9610.1
9427.1
8965.8
8723.3
8421.6
8182.7
8094.6
7726.8
7241.3
7380.9
7264.6
6951.1
6948.5
6906.8
6821.3
6580.4
6663.1

11126.8
10596.9
11369.9
11194.4
10546.5
10461.9
9891.20
9682.4
9608.1
9005.6
9564.7
8764.6
8682.7
8544.8
8560.4
8200.1
8140.5
7950.1
7688.3
7716.1
7785.6

1.80
1.79
1.95
2.08
2.52
3.26
4.41
5.79
8.55
9.95
16.83
16.64
21.69
24.40
31.22
34.92
51.44
51.61
59.05
84.03
105.36

46
38
42
38
37
33
34
29
33
37
35
35
35
36
38
37
40
43
45
43
44

0.77
0.80
0.67
0.66
0.72
0.70
0.77
0.64
0.68
0.77
0.66
0.76
0.68
0.72
0.73
0.74
0.72
0.78
0.81
0.75
0.76

12373.2
10684.6
12746.3
12878.5
12135.1
12500.8
12089.9
10897.9
11584.3
10635.6
11748.8
11119.8
10094.7
11104.6
11207.8
11162.4
10819.1
10517.2
10549.3
10180.1
10422.3

2.10
1.51
2.98
3.24
5.24
7.35
11.99
10.87
21.11
20.66
37.05
47.34
60.02
119.24
157.51
271.81
435.246
480.15
671.15
877.83
1698.31

56
37
55
45
48
43
49
35
41
38
45
51
50
59
57
63
58
58
68
69
70

0.0
0.75
0.16
0.14
0.26
0.12
0.22
0.19
0.15
0.32
0.15
0.23
0.37
0.13
0.18
0.13
0.10
0.25
0.21
0.22
0.21
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Abstract—The paper presents a concept and the outline of the implementation of a hybrid approach to modeling and solving constrained problems. Two environments of mathematical programming (MP) and logic programming (LP) were integrated. The strengths of integer programming (IP) and constraint logic programming (CLP), in which constraints are treated in a different way and different methods are implemented, were combined to use the strengths of both. The proposed approach is particularly important for the decision models with an objective function and many discrete decision variables added up in multiple constraints.

To validate the proposed approach, two illustrative examples are presented and solved. The first example is the authors’ original model of cost optimization in the supply chain with multimodal transportation. The second one is the two-echelon variant of the well-known Capacitated Vehicle Routing Problem, 2E-CVRP.

I. INTRODUCTION

The vast majority of models [1]–[4] of decision support and/or optimization in manufacturing, distribution, supply chain management, etc., have been formulated as the mixed integer linear programming (MILP) or integer programming (IP) problems and solved using the operations research (OR) methods. Their structures are similar and proceed from the principles and requirements of mathematical programming. The constraint-based environments have the advantage over traditional methods of mathematical modeling in that they work with a much broader variety of interrelated constraints (resource, time, technological, and financial) and allow producing “natural” solutions for highly combinatorial problems.

A. Constraint-based environments

We strongly believe that the constraint-based environment [5]–[7] offers a very good framework for representing the knowledge and information needed for the decision support. The central issue for a constraint-based environment is a constraint satisfaction problem. Constraint satisfaction problems (CSPs) are the mathematical problems defined as a set of elements whose state must satisfy a number of constraints. CSPs represent the entities in a problem as a homogeneous collection of finite constraints over variables, which are solved using constraint satisfaction methods. CSPs are the subject of intense study in both artificial intelligence and operations research, since the regularity in their formulation provides a common basis for analyzing and solving the problems of many unrelated families [5]. Formally, a constraint satisfaction problem is defined as a triple \((X,D,C)\), where \(X\) is a set of variables, \(D\) is a domain of values, and \(C\) is a set of constraints. Every constraint is in turn a pair \((t,R)\) (usually represented as a matrix), where \(t\) is an \(n\)-tuple of variables and \(R\) is an \(n\)-ary relation on \(D\). An evaluation of the variables is a function from the set of variables to the domain of values, \(v:X\rightarrow D\). An evaluation \(v\) satisfies constraint \((t,R)\) if \((v(x_1),...,v(x_n))\in R\). A solution is an evaluation that satisfies all constraints.

Constraint satisfaction problems on finite domains are typically solved using a form of search. The most widely used techniques include variants of backtracking, constraint propagation, and local search. Constraint propagation embeds any reasoning that consists in explicitly forbidding values or combinations of values for some variables of a problem because a given subset of its constraints cannot be satisfied otherwise [26].

CSPs are frequently used in constraint programming. Constraint programming is the use of constraints as a programming language to encode and solve problems.

Constraint logic programming (CLP) is a form of constraint programming (CP), in which logic programming is extended to include concepts from constraint satisfaction. A constraint logic program is a logic program that contains constraints in the body of clauses. Constraints can also be present in the goal. These environments are declarative.

The declarative approach and the use of logic programming provide incomparably greater possibilities for decision problems modeling than the pervasive approach based on mathematical programming.

B. Paper contents

In this paper we focus on the problem of modeling and solving decision problems using the novel hybrid approach. Having combined the strengths of MILP and CP/CLP (II, III), we developed the environment that ensures the better and easier way of problem modeling and implementation and that provides the more effective search solution (IV).
order to verify the proposed approach, two illustrative examples are presented (V).

II. MOTIVATION

Based on [1]–[4], and our previous work [6], [8]–[12], we observed some advantages and disadvantages of these environments.

An integrated approach of constraint programming (CP) and mixed integer programming (MIP) can help to solve optimization problems that are intractable with either of the two methods alone [13]–[16]. Although operations research (OR) and constraint programming (CP) have different roots, the links between the two environments have grown stronger in recent years.

Both MIP/MILP/IP and finite domain CP/CLP involve variables and constraints. However, the types of the variables and constraints that are used, and the way the constraints are solved, are different in the two approaches [16].

MILP relies completely on linear equations and inequalities in integer variables, i.e., there are only two types of constraints: linear arithmetic (linear equations or inequalities) and integrity (stating that the variables have to take their values in the integer numbers). In finite domain CP/CLP, the constraint language is richer. In addition to linear equations and inequalities, there are various other constraints: disequalities, nonlinear, symbolic (alldifferent, disjunctive, cumulative etc).

The motivation behind this work was to create a hybrid approach for supply chain modeling and optimization instead of using integer programming or constraint programming separately. We developed the hybrid framework for modeling and optimization of supply chain problems. In both MILP/MIP and CP/CLP, there is a group of constraints that can be solved with ease and a group of constraints that are difficult to solve. The easily solved constraints in MILP/MIP are linear equations and inequalities over rational numbers.

Integrity constraints are difficult to solve using mathematical programming methods and often the real problems of MIP / MILP make them NP-hard.

In CP/CLP, domain constraints with integers and equations between two variables are easy to solve. The system of such constraints can be solved over integer variables in polynomial time. The inequalities between two variables, general linear constraints (more than two variables), and symbolic constraints are difficult to solve, which makes real problems in CP/CLP NP-hard. This type of constraints reduces the strength of constraint propagation. As a result, CP/CLP is incapable of finding even the first feasible solution.

It follows from the above that what is difficult to solve in one environment can be easy to solve in the other.

The motivation was to offer the most effective tools for model–specific constraints and solution efficiency.

III. STATE OF THE ART

As mentioned in Chapter I, the vast majority of decision-making models for the problems of production, logistics, supply chain are formulated in the form of mathematical programming (MIP, MILP, IP).

Due to the structure of these models (summing of discrete decision variables in the constraints and the objective function) and a large number of discrete decision variables (integer and binary) they can only be applied to small problems. Another disadvantage is that only linear constraints can be used. In practice, the issues related to the production, distribution and supply chain constraints are often logical, nonlinear, etc. For these reasons the problem was formulated in a new way,

In our approach to modeling and optimization of constrained search problems we proposed the optimization environment, where:

- knowledge related to the problem can be expressed as linear and logical constraints (implementing all types of constraints of the previous MILP/MIP models [10]–[14] and introducing new types of constraints (logical, nonlinear, symbolic etc.));
- the optimization model solved using the proposed framework can be formulated as a pure model of MILP/MIP or of CP/CLP, or it can also be a hybrid model;
- the problem is modeled in CP/CLP, which is far more flexible than MIP/MILP/IP;
- the novel method of constraint propagation is introduced (obtained by transforming the optimization model to explore its structure);
- constrained domains of decision variables, new constraints and values for some variables are transferred from CP/CLP into MILP/MIP;
- the efficiency of finding solutions to the problems of larger sizes is increased.

As a result, we obtained the more effective search solution for a certain class of decision and optimization constrained problems.

IV. HYBRID SOLUTION ENVIRONMENT

Both environments have advantages and disadvantages. Environments based on the constraints such as CLPs are declarative and ensure a very simple modeling of decision problems, even those with poor structures if any. The problem is described by a set of logical predicates. The constraints can be of different types (linear, non-linear, logical, binary, etc.). The CLP does not require any search algorithms. This feature is characteristic of all declarative backgrounds, in which modeling of the problem is also a solution, just as it is in Prolog, SQL, etc. The CLP seems perfect for modeling and solving any decision problem.

In OR numerous models of decision-making have been developed and tested, particularly in the area of decision optimization. Constantly improved methods and mathematical programming algorithms, such as the simplex algorithm,
branch and bound, branch-and-cost [20] etc., have become classics now.

The proposed method’s strength lies in high efficiency of optimization algorithms and a substantial number of tested models. The decision problems we deal with in this paper, very common in manufacturing, logistics, supply chain, etc., have a number of decision variables, including binary and integer ones, which are aggregated in the constraints.

Traditional methods when used alone to solve complex problems provide unsatisfactory results. This is related directly to different treatment of variables and constraints in those approaches (II). The proposed hybrid approach, a composition of methods as described in Chapter III offers the optimal system for specific contexts.

A. Architecture and Implementation of Hybrid Solution Environment

This Hybrid Solution Environment (HSE) consists of MIP/MILP/CLP/ Hybrid models and Hybrid Solution Framework (HSE) to solve them (Fig. 1). The concept of this framework with its phases (P1 .. P5, G1 .. G3) is presented in Fig. 2.

From a variety of tools for the implementation of the CP/CLP in HSE, ECLiPSe software [21] was selected. ECLiPSe is an open-source software system for the cost-effective development and deployment of constraint programming applications. Environment for the implementation of MILP/MIP/IP in HSE was LINGO by LINDO Systems. LINGO Optimization Modeling Software is a powerful tool for building and solving mathematical optimization models [22].

### TABLE I
**DESCRIPTION OF PHASES**

<table>
<thead>
<tr>
<th>Phase</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>Implementation of decision model</td>
<td>The implementation of the model in CLP, the term representation of the problem in the form of predicates.</td>
</tr>
<tr>
<td>P2</td>
<td>Transformation of implemented model for better constraint propagation (optional)</td>
<td>The transformation of the original problem aimed at extending the scope of constraint propagation. The transformation uses the structure of the problem. The most common effect is a change in the representation of the problem by reducing the number of decision variables, and the introduction of additional constraints and variables, changing the nature of the variables, etc.</td>
</tr>
<tr>
<td>P3</td>
<td>Constraint propagation</td>
<td>Constraint propagation for the model. Constraint propagation is one of the basic methods of CLP. As a result, the variable domains are narrowed, and in some cases, the values of variables are set, or even the solution can be found.</td>
</tr>
<tr>
<td>G1</td>
<td>Generation of MILP/MIP/IP model</td>
<td>Generation of the model for mathematical programming. Generation performed automatically using CLP predicate. The resulting model is in a format accepted by the system LINGO.</td>
</tr>
<tr>
<td>G2</td>
<td>Generation of additional constraints (optional)</td>
<td>Generation of additional constraints on the basis of the results obtained in step P3</td>
</tr>
<tr>
<td>G3</td>
<td>Generation domains of decision variables and other values</td>
<td>Generation of domains for different decision variables and other parameters based on the propagation of constraints. Transmission of this information in the form of fixed value of certain variables and/or additional constraints to the MP.</td>
</tr>
<tr>
<td>P4</td>
<td>Merging MILP/MIP/IP model</td>
<td>Merging files generated during the phases G1, G2, G3 into one file. It is a model file format in LINGO system.</td>
</tr>
<tr>
<td>P5</td>
<td>Solving MILP/MIP/IP model</td>
<td>The solution model from the previous stage by LINGO. Generation of the report with the results and parameters of the solution.</td>
</tr>
</tbody>
</table>
ECL/PS® software is the environmental leader in HSE. ECL/PS® was used to implement the following phases of the framework: P1, P2, P3, G1, G2, G3 (Fig. 2, Table I). The transformed files of the model were transferred from ECL/PS® to LINGO where they were merged (P4). Then the complete model was solved using LINGO efficient solvers (P5). Constraint propagation (phase–P3) greatly affected the efficiency of the solution. Therefore phase P2 was introduced. During this phase, the transformation was performed using the structure and properties of the model. This is an optional phase that depends on the modeled problem. The details of this phase will be presented in one of the illustrative examples in Chapter V (cost optimization of supply chain).

V. ILLUSTRATIVE EXAMPLES

The proposed HSE environment was verified and tested for two illustrative examples. The first example is the authors’ original model of cost optimization of supply chain with multimodal transport (section A). The second is a 2E-CVRP model (section B). It is the known benchmark of a very large number of sets/instances of data and their solutions.

A. Cost optimization of supply chain with multimodal transport

A detailed description of the cost optimization of supply chain models, their constraints, parameters and decision variables etc. are presented in [17] and Table II.

During the first stage, the model was formulated as a MILP problem [9], [10], [17] in order to test the proposed environment (Fig. 1,2) against the classical integer-programming environment [22]. The next step involved the implementation and solving of the hybrid model. Indices, parameters and decision variables in the models together with their descriptions are provided in Table II. The simplified structure of the supply chain network for this model, composed of producers, distributors and customers is presented in Fig.3.

![Fig. 3 The simplified structure of the supply chain network](image)

The proposed models are the cost models that take into account three other types of parameters, i.e., the spatial parameters (area/volume occupied by the product, distributor capacity and capacity of transport unit), time (duration of delivery of product from manufacturer to distributor and from distributor to customer, etc.), etc. are presented in [17] and Table II.

### TABLE II

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>k</td>
<td>product type (k=1..O)</td>
</tr>
<tr>
<td>j</td>
<td>delivery point/customer/city (j=1..M)</td>
</tr>
<tr>
<td>i</td>
<td>manufacturer/factory (i=1..N)</td>
</tr>
<tr>
<td>s</td>
<td>distributor/distribution center (s=1..E)</td>
</tr>
<tr>
<td>d</td>
<td>mode of transport (d=1..L)</td>
</tr>
<tr>
<td>N</td>
<td>number of manufacturers/factories</td>
</tr>
<tr>
<td>M</td>
<td>number of delivery points/customers</td>
</tr>
<tr>
<td>E</td>
<td>number of distributors</td>
</tr>
<tr>
<td>O</td>
<td>number of product types</td>
</tr>
<tr>
<td>L</td>
<td>number of mode of transport</td>
</tr>
</tbody>
</table>

#### Input parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fk</td>
<td>the fixed cost of distributor/distribution center s</td>
</tr>
<tr>
<td>Pi</td>
<td>the area/volume occupied by product k</td>
</tr>
<tr>
<td>Vi</td>
<td>distributor s maximum capacity/volume</td>
</tr>
<tr>
<td>Wki</td>
<td>production capacity at factory i for product k</td>
</tr>
<tr>
<td>Cki</td>
<td>the cost of product k at factory i</td>
</tr>
<tr>
<td>Rk</td>
<td>if distributor s can deliver product k then Rk=1, otherwise Rk=0</td>
</tr>
<tr>
<td>Tpi</td>
<td>the time needed for distributor s to prepare the shipment of product k</td>
</tr>
<tr>
<td>TCj</td>
<td>the cut-off time of delivery to the delivery point/customer j of product k</td>
</tr>
<tr>
<td>Zik</td>
<td>customer demand/order j for product k</td>
</tr>
<tr>
<td>Zd</td>
<td>the number of transport units using mode of transport d</td>
</tr>
<tr>
<td>Pc</td>
<td>the capacity of transport unit using mode of transport d</td>
</tr>
<tr>
<td>Tfc</td>
<td>the time of delivery from distributor to customer</td>
</tr>
<tr>
<td>K1isd</td>
<td>the variable cost of delivery of product k from manufacturer i to distributor s using mode of transport d</td>
</tr>
<tr>
<td>R1isd</td>
<td>if manufacturer i can deliver to distributor s using mode of transport d then R1isd=1, otherwise R1isd=0</td>
</tr>
<tr>
<td>Aisd</td>
<td>the fixed cost of delivery from manufacturer i to distributor s using mode of transport d</td>
</tr>
<tr>
<td>Koid</td>
<td>the total cost of delivery from manufacturer i to distributor s using mode of transport d</td>
</tr>
<tr>
<td>Tmisd</td>
<td>the time of delivery from distributor s to customer j using mode of transport d</td>
</tr>
<tr>
<td>K2jsd</td>
<td>the variable cost of delivery of product k from distributor s to customer j using mode of transport d</td>
</tr>
<tr>
<td>R2jsd</td>
<td>if distributor s can deliver to customer j using mode of transport d then R2jsd=1, otherwise R2jsd=0</td>
</tr>
<tr>
<td>Gisd</td>
<td>the fixed cost of delivery from distributor s to customer j using mode of transport d</td>
</tr>
<tr>
<td>Kogisd</td>
<td>the total cost of delivery from distributor s to customer j using mode of transport d</td>
</tr>
<tr>
<td>Odisd</td>
<td>the environmental cost of using mode of transport d</td>
</tr>
</tbody>
</table>

#### Decision variables

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xik</td>
<td>delivery quantity of product k from manufacturer i to distributor s using mode of transport d</td>
</tr>
<tr>
<td>Xisd</td>
<td>if delivery is from manufacturer i to distributor s using mode of transport d then Xisd=1, otherwise Xisd=0</td>
</tr>
<tr>
<td>Xisd</td>
<td>the number of courses from manufacturer i to distributor s using mode of transport d</td>
</tr>
<tr>
<td>Yik</td>
<td>delivery quantity of product k from distributor s to customer j using mode of transport d</td>
</tr>
<tr>
<td>Yisd</td>
<td>if delivery is from distributor s to customer j using mode of transport d then Yisd=1, otherwise Yisd=0</td>
</tr>
<tr>
<td>Yisd</td>
<td>the number of courses from distributor s to customer j using mode of transport d</td>
</tr>
<tr>
<td>Tc</td>
<td>if distributor s participates in deliveries, then Tc=1, otherwise Tc=0</td>
</tr>
</tbody>
</table>

CW Arbitrarily large constant
livery and service by distributor, etc.) and the transport mode.

The main assumptions made for the construction of these models were as follows:

- the shared information process in the supply chain consists of resources (capacity, versatility, costs), inventory (capacity, versatility, costs, time), production (capacity, versatility, costs), product (volume), transport (cost, mode, time), demand, etc;
- a part of the supply chain has the structure as in Fig. 3.;
- the transport is multimodal (several modes of transport, a limited number of means of transport for each mode);
- the environmental aspects of use of transport modes are taken into account;
- different products are combined in one batch of transport;
- the cost of supplies is presented in the form of a function (in this approach, linear function of fixed and variable costs);
- models have linear or linear and logical (hybrid model) constraints;
- logical constraints of hybrid model allow the distribution of exclusively one of two selected products in the distribution center and allow the production of exclusively one of two selected products in the factory.

Details of both mathematical models for cost optimization of supply chain are presented in [17].

Objective function

The objective function defines the aggregate costs of the entire chain and consists of five elements. The first element comprises the fixed costs associated with the operation of the distributor involved in the delivery (e.g. distribution center, warehouse, etc.). The second element corresponds to environmental costs of using various means of transport. Those costs are dependent on the number of courses of the given means of transport, and on the other hand, on the environmental levy, which in turn may depend on the use of fossil fuels and carbon-dioxide emissions.

The third component determines the cost of the delivery from the manufacturer to the distributor. Another component is responsible for the costs of the delivery from the distributor to the end user (the store, the individual client, etc.). The last component of the objective function determines the cost of manufacturing the product by the given manufacturer.

Formulating the objective function in this manner allows comprehensive cost optimization of various aspects of supply chain management. Each subset of the objective function with the same constrains provides a subset of the optimization area and makes it much easier to search for a solution.

Constraints

The model was based on constraints (2) . . . (24) Constraint (2) specifies that all deliveries of product $k$ produced by the manufacturer $i$ and delivered to all distributors $s$ using mode of transport $d$ do not exceed the manufacturer’s production capacity.

Constraint (3) covers all customer $j$ demands for product $k$ $(Z_{i,j})$ through the implementation of delivery by distributors $s$ (the values of decision variables $Y_{i,s,d}$). The flow balance of each distributor $s$ corresponds to constraint (4). The possibility of delivery is dependent on the distributor’s technical capabilities - constraint (5). Time constraint (6) ensures the terms of delivery are met. Constraints (7a), (7b), (8) guarantee deliveries with available transport taken into account.

The hybrid model was additionally enriched with logical constraints.

First logical constraint allows the distribution of exclusively one of the two selected products in the distribution center $s$. Second logical constraint allows the production of exclusively one of the two selected products in the factory $i$.

These constraints stem from technological, marketing, sales or safety restrictions. Therefore, some products cannot be distributed and/or produced together. The constraint can be re-used for different pairs of product $k$ and for some or all of the distribution centers $s$ and factories $i$. A logical constraint like this cannot be easily implemented in a MILP model.

Model transformation

Due to the nature of the decision problem (adding up decision variables and constraints involving a lot of variables), the constraint propagation efficiency decreases dramatically. Constraint propagation is one of the most important methods in CLP affecting the efficiency and effectiveness of the CLP and hybrid optimization environment (Fig. 1, Table I). For that reason, research into more efficient and more effective methods of constraint propagation was conducted. The results included different representation of the problem and the manner of its implementation.

The classical problem modeling in the CLP environment consists in building a set of predicates with parameters.

Each CLP predicate has a corresponding multi-dimensional vector representation. While modeling both problems, quantities $i$, $s$, $k$, $d$ and decision variable $X_{i,s,k,d}$ were vector parameters (Fig. 4a). As shown in Fig. 4b, for each vector there were 5 values to be determined, defining the size of the delivery, factories, distributors involved in the delivery and the mode of transport.

$$[Z_{n,P,M,D,F,T,u,T_0,q,X,T}]$$

Fig. 4a Representation of the problem in the classical approach-definition

$$[[z_{1,1,p,1,m_1,...,k_1,10_0},8],[z_{2,p,1,m_2,...,k_2,20_0,6},...]]$$

Fig. 4b Representation of the problem in the classical approach-the process of finding a solution

The process of finding the solution may consist in using the constraint propagation methods, variable labeling and the
backtracking mechanism. The numbers of parameters that must be specified/labeled in the given predicate/vector critically affect the quality of constraint propagation and the number of backtracks. In both models presented above, the classical problem representation included five parameters: \(i, s, k, d\) and \(X_{i,s,k,d}\). Considering the domain size of each parameter, the process was complex and time-consuming. In addition, the above representation (Fig. 4a, Fig. 4b) arising from the structure of the problem is the cause of many backtracks.

Our idea involved the transformation of the problem by changing its representation without changing the very problem. All permissible routes were first generated based on the fixed data and a set of orders, then the specific values of parameters \(i, s, k, d\) were assigned to each of the routes. In this way, only decision variables \(X_{i,s,k,d}\) (deliveries) had to be specified (Fig. 5). This transformation fundamentally improved the efficiency of the constraint propagation and reduced the number of backtracks. A route model is a name adopted for the models that underwent the transformation.

\[
\text{[name_1,f1,p1,c1,m1,s1,s1,5,12,100,...],} \\
\text{[name_2,f1,p1,c1,m1,s1,s2,6,14,100,...],} \\
\text{[name_3,f1,p1,c1,m1,s2,s1,6,22,100,...]} 
\]

Fig. 5 Representation of the problem in the novel approach- set of feasible routes

Symbols necessary to understand both the representation of the problem and their descriptions are presented in Table III.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Z_n)</td>
<td>order number</td>
</tr>
<tr>
<td>(P)</td>
<td>products, (P \in {p_1, p_2, \ldots, p_k})</td>
</tr>
<tr>
<td>(M)</td>
<td>customers, (M \in {m_1, m_2, \ldots, m_m})</td>
</tr>
<tr>
<td>(D)</td>
<td>distributors, (D \in {d_1, d_2, \ldots, d_D})</td>
</tr>
<tr>
<td>(F)</td>
<td>factories, (F \in {f_1, f_2, \ldots, f_F})</td>
</tr>
<tr>
<td>(Tu)</td>
<td>transport unit, (Tu \in {t_1, t_2, \ldots, t_T})</td>
</tr>
<tr>
<td>(T)</td>
<td>delivery time/period</td>
</tr>
<tr>
<td>(Oq)</td>
<td>order quantity</td>
</tr>
<tr>
<td>(X)</td>
<td>delivery quantity</td>
</tr>
<tr>
<td>Name_</td>
<td>routes name-number</td>
</tr>
</tbody>
</table>

**B. Two-Echelon Capacitated Vehicle Routing Problem**

The 2E-CVRP is proposed as a benchmark verifying the presented approach. The Two-Echelon Capacitated Vehicle Routing Problem (2E-CVRP) is an extension of the classical Capacitated Vehicle Routing Problem (CVRP) where the delivery depot-customers pass through intermediate depots (called satellites). As in CVRP, the goal is to deliver goods to customers with known demands, minimizing the total delivery cost in the respect of vehicle capacity constraints. Multi-echelon systems presented in the literature usually explicitly consider the routing problem at the last level of the transportation system, while a simplified routing problem is considered at higher levels [18], [19], [23].

In 2E-CVRP, the freight delivery from the depot to the customers is managed by shipping the freight through intermediate depots. Thus, the transportation network is decomposed into two levels (Fig. 6): the 1st level connecting the depot \((d)\) to intermediate depots \((s)\) and the 2nd one connecting the intermediate depots \((s)\) to the customers \((c)\). The objective is to minimize the total transportation cost of the vehicles involved in both levels. Constraints on the maximum capacity of the vehicles and the intermediate depots are considered, while the timing of the deliveries is ignored.

From a practical point of view, a 2E-CVRP system operates as follows (Fig. 6):

- freight arrives at an external zone, the depot, where it is consolidated into the 1st-level vehicles, unless it is already carried into a fully-loaded 1st-level vehicles;
- each 1st-level vehicle travels to a subset of satellites that will be determined by the model and then it will return to the depot;
- at a satellite, freight is transferred from 1st-level vehicles to 2nd-level vehicles.

The mathematical model (MILP) was taken from [17]. It required some adjustments and error corrections. Table IV shows the parameters and decision variables of 2E-CVRP. Figure 6 shows an example of the 2E-CVRP - transportation network.

**VI. NUMERICAL EXPERIMENTS**

**A. Cost optimization of supply chain with multimodal transport**

In order to verify and evaluate the proposed approach, many numerical experiments were performed. All the examples relate to the supply chain with two manufacturers.
TABLE IV
SUMMARY INDICES, PARAMETERS AND DECISION VARIABLES

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>αn</td>
<td>Number of satellites</td>
</tr>
<tr>
<td>αc</td>
<td>Number of customers</td>
</tr>
<tr>
<td>Vs</td>
<td>Deport</td>
</tr>
<tr>
<td>Vc</td>
<td>Set of satellites</td>
</tr>
<tr>
<td>Vr</td>
<td>Set of customers</td>
</tr>
</tbody>
</table>

Input parameters

m1 Number of the 1st-level satelites
m2 Number of the 2nd-level satelites
k1 Capacity of the vehicles for the 1st level
k2 Capacity of the vehicles for the 2nd level
d Demand required by customer i
ci Cost of the arc (i,j)
k Cost of loading/unloading operations of a unit of freight in satellite k

Decision variables

Xij Is an integer variable of the 1st-level routing and is equal to the number of 1st-level vehicles using arc (i,j).
Yij Is a binary variable of the 2nd-level routing and is equal to 1 if a 2nd-level vehicle makes a route starting from satellite k and goes from node i to node j and 0 otherwise.
Qij freight flow arc ij for the 1st-level
Q2ij freight arc ij where k represents the satellite where the freight is passing through.
zi Binary variable that is equal to 1 if the freight to be delivered to customer j is consolidated in satellite k and 0 otherwise

(i=1..2), three distributors (s=1..3), five customers (j=1..5), three modes of transport (d=1..3), and ten types of products (k=1..10). Other parameter values are shown in Appendix A1 [17].

The first series of experiments was designed to show the advantages of the hybrid approach used. The experiments began with six examples: E1, E2, E3, E4, E5, E6 for the problem formulated in MILP (V) [17]. Two approaches were used to implement the proposed model: mathematical programming (LINGO) and the hybrid approach (LINGO, Eclipse, transformation). The examples E1 .. E6 varied in terms of the number of orders (No). The set of all orders for calculation examples are given in Appendix A1.

The experiments were conducted to optimize examples E7, E8, which are implementations of the hybrid model (with logical constraints) in the hybrid approach. The implementation of logic constraints for the hybrid model was as follows: product k = 5 cannot be distributed with product k= 6; product k = 2 cannot be distributed with product k = 8, and these products cannot be produced together. The results in the form of the objective function, the computation time, the number of discrete decision variables and constraints are shown in Table V.

The analysis of the outcome indicates that the hybrid approach provided better results in terms of the time needed to find the solution in each case, and to obtain the optimal solution in some cases, which was impossible to do within the acceptable time limits using the traditional approaches.

### B. Two-Echelon Capacitated Vehicle Routing Problem

For the final validation of the proposed hybrid approach, the benchmark (2E-CVRP) was selected. 2E-CVRP, a well described and widely discussed problem, corresponded to the issues to which our hybrid approach was applied.

The instances for computational examples were built from the existing instances for CVRP [24] denoted as E-n13-k4. All the instance sets can be downloaded from the website [25]. The instance set was composed of 5 small-sized instances with 1 depot, 12 customers and 2 satellites. The full instance consisted of 66 small-sized instances because the two satellites were placed over twelve customers in all 66 possible ways (number of combinations: 2 out of 12).

All the instances had the same position for depot and customers, whose coordinates were the same as those of instance E-n13-k4. Small-sized instances differed in the choice of two customers who were also satellites (En13-k4-2 (1,3), En13-k4-6 (1,6), En13-k4-61 (9,10) etc.).

The analysis of the results for the benchmark instances demonstrates that the hybrid approach may be a superior approach to the classical mathematical programming. For all examples, the solutions were found 2-16 times faster than they are in the classical approach.

As the presented benchmark was formulated as a MILP problem, the HSF was tested for the solution efficiency. Owing to the hybrid approach the 2E-CVRP models can be extended over logical, nonlinear, and other constraints.
TABLE VI
THE RESULTS OF NUMERICAL EXAMPLES FOR BOTH APPROACHES

<table>
<thead>
<tr>
<th></th>
<th>MILP-LINGO</th>
<th>MILP-Hybrid</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( F_c )</td>
<td>( T )</td>
</tr>
<tr>
<td>En13-k4-2</td>
<td>286</td>
<td>40371</td>
</tr>
<tr>
<td>En13-k4-6</td>
<td>230</td>
<td>125</td>
</tr>
<tr>
<td>En13-k4-9</td>
<td>244</td>
<td>153</td>
</tr>
<tr>
<td>En13-k4-20</td>
<td>276</td>
<td>535</td>
</tr>
<tr>
<td>En13-k4-61</td>
<td>338</td>
<td>6648</td>
</tr>
</tbody>
</table>

\( F_c \) the optimal value of the objective function
\( T \) time of finding solution
\( V/C \) the number of integer variables/constraints
* \( \) the feasible value of the objective function after the time \( T \)

VII. CONCLUSION AND DISCUSSION ON POSSIBLE EXTENSION

The efficiency of the proposed approach is based on the reduction of the combinatorial problem and using the best properties of both environments. The hybrid approach (Table V, Table VI) makes it possible to find solutions better solutions in the shorter time.

In addition to solving larger problems faster, the proposed approach provides virtually unlimited modeling options. Therefore, the proposed solution is recommended for decision-making problems in the supply chain that has a similar structure to the presented model (V). This structure is characterized by the constraints and objective function in which the decision variables are added together. Further work will focus on running the optimization models with non-linear and logical constraints, multi-objective, uncertainty etc. in the hybrid optimization framework.
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APPENDIX A

TABLE I
THE SET OF ORDERS FOR COMPUTATIONAL EXAMPLES E1-E8

<table>
<thead>
<tr>
<th>Name</th>
<th>k</th>
<th>j</th>
<th>T_{ij}</th>
<th>Z_{ij}</th>
</tr>
</thead>
<tbody>
<tr>
<td>z 01</td>
<td>p1</td>
<td>m1</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>z 02</td>
<td>p2</td>
<td>m2</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>z 03</td>
<td>p3</td>
<td>m3</td>
<td>10</td>
<td>25</td>
</tr>
<tr>
<td>z 04</td>
<td>p4</td>
<td>m4</td>
<td>8</td>
<td>30</td>
</tr>
<tr>
<td>z 05</td>
<td>p5</td>
<td>m5</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>z 06</td>
<td>p6</td>
<td>m6</td>
<td>8</td>
<td>15</td>
</tr>
<tr>
<td>z 07</td>
<td>p7</td>
<td>m7</td>
<td>12</td>
<td>20</td>
</tr>
<tr>
<td>z 08</td>
<td>p8</td>
<td>m8</td>
<td>10</td>
<td>25</td>
</tr>
<tr>
<td>z 09</td>
<td>p9</td>
<td>m9</td>
<td>8</td>
<td>30</td>
</tr>
<tr>
<td>z 10</td>
<td>p10</td>
<td>m10</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>z 11</td>
<td>p1</td>
<td>m1</td>
<td>8</td>
<td>15</td>
</tr>
<tr>
<td>z 12</td>
<td>p2</td>
<td>m2</td>
<td>10</td>
<td>25</td>
</tr>
<tr>
<td>z 13</td>
<td>p3</td>
<td>m3</td>
<td>8</td>
<td>30</td>
</tr>
<tr>
<td>z 14</td>
<td>p4</td>
<td>m4</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>z 15</td>
<td>p5</td>
<td>m5</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>z 16</td>
<td>p6</td>
<td>m6</td>
<td>10</td>
<td>25</td>
</tr>
<tr>
<td>z 17</td>
<td>p7</td>
<td>m7</td>
<td>15</td>
<td>25</td>
</tr>
<tr>
<td>z 18</td>
<td>p8</td>
<td>m8</td>
<td>10</td>
<td>25</td>
</tr>
<tr>
<td>z 19</td>
<td>p9</td>
<td>m9</td>
<td>10</td>
<td>25</td>
</tr>
<tr>
<td>z 20</td>
<td>p10</td>
<td>m10</td>
<td>10</td>
<td>25</td>
</tr>
<tr>
<td>z 21</td>
<td>p1</td>
<td>m1</td>
<td>8</td>
<td>30</td>
</tr>
<tr>
<td>z 22</td>
<td>p2</td>
<td>m2</td>
<td>10</td>
<td>25</td>
</tr>
<tr>
<td>z 23</td>
<td>p3</td>
<td>m3</td>
<td>10</td>
<td>25</td>
</tr>
<tr>
<td>z 24</td>
<td>p4</td>
<td>m4</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>z 25</td>
<td>p5</td>
<td>m5</td>
<td>10</td>
<td>25</td>
</tr>
</tbody>
</table>
Biased Random Key Genetic Algorithm with Hybrid Decoding for Multi-objective Optimization

Panwadee Tangpattanakul
CNRS, LAAS
7 avenue du Colonel Roche and
Univ de Toulouse, LAAS
F-31400 Toulouse, France
Email: ptangpat@laas.fr

Nicolas Jozefowiez
CNRS, LAAS
7 avenue du Colonel Roche and
Univ de Toulouse, INSA, LAAS
F-31400 Toulouse, France
Email: njozefow@laas.fr

Pierre Lopez
CNRS, LAAS
7 avenue du Colonel Roche and
Univ de Toulouse, LAAS
F-31400 Toulouse, France
Email: lopez@laas.fr

Abstract—A biased random key genetic algorithm (BRKGA) is an efficient method for solving combinatorial optimization problems. It can be applied to solve both single-objective and multi-objective optimization problems. The BRKGA operates on a chromosome encoded as a key vector of real values between [0, 1]. Generally, the chromosome has to be decoded by using a single decoding method in order to obtain a feasible solution. This paper presents a hybrid decoding, which combines the operation of two single decoding methods. This hybrid decoding gives two feasible solutions from the decoding of one chromosome. Experiments are conducted on realistic instances, which concern acquisition scheduling of agile Earth observing satellites.

I. INTRODUCTION

This paper proposes a hybrid decoding to apply with a biased random key genetic algorithm (BRKGA) for solving multi-objective optimization problems. We experiment on instances of multi-user observation scheduling problem for agile Earth observing satellites (EOSs).

The biased random key genetic algorithm (BRKGA) was first presented in [1]. BRKGA combines the concept of random key and the principles of genetic algorithms. The random key vector represents one solution. In the process to apply BRKGA for solving combinatorial problems, there is a step, which depends on the considered problem. It is a decoding step, which is used to decode the random key chromosome to become a feasible solution. The efficient decoding method can obtain a good solution. Hence, the specification of the decoding step is an important issue for BRKGA.

BRKGA was used to solve combinatorial optimization problems in various domains (e.g., communication, transportation, scheduling) [3]. For example, BRKGA was applied to solve the fiber installation in an optical network optimization problem [4]. The objective function was to minimize the cost of the optical components necessary to operate the network. In [5], a resource-constrained project scheduling problem with makespan minimization was solved by BRKGA. Nevertheless, all these works address optimization problems involving a single objective function. This paper considers multi-objective optimization. Several real-world problems, e.g., in the area of engineering research and design, can be modeled as multi-objective optimization problems. When many objectives are considered, the search will not give a unique solution but a set of solutions. Hence, our idea for improving the efficiency of BRKGA for solving multi-objective optimization problems, is to combine the importance of its decoding step and the need of a non-unique solution of multi-objective optimization.

A hybrid decoding, which combines two single decoding methods, is proposed in this paper. A hybrid decoding can obtain more than one solution from the decoding of one chromosome. Two separate single-decoding and the hybrid decoding are experimented on the multi-user observation scheduling problem for agile Earth observing satellites.

The mission of Earth observing satellites (EOSs) is to obtain photographs of the Earth surface satisfying users’ requirements. When the ground station center receives the requests from users, it has to manage the requirements by selecting and scheduling a subset of photographs and transmit the schedule, which consists of a sequence of selected photographs, to the satellites. We consider an agile satellite, which has only one on-board camera that can move around three axes: roll, pitch, and yaw. The starting time of each photograph is not fixed; it can slide within a given visible time interval. The problem description of agile EOSs scheduling problem is presented in the ROADEF 2003 challenge [10]. This challenge required the scheduling solutions that maximize total profit of the acquired photographs for a single user and have to satisfy all physical constraints of agile EOSs. Algorithms based on simulated annealing [11] and tabu search [12] were particularly proposed for this challenge. In [13], multiple users have been considered. However, a single objective is considered.

The originality of our work also lies in the consideration of multi-user requests, but we need to optimize two objectives. The ground station center should maximize the total profit of the acquired photographs and simultaneously share fairly the satellite resources for all users by minimizing the maximum profit difference between users. In [9], we proposed a biased random-key genetic algorithm (BRKGA) with a single decoding method to solve this multi-objective optimization problem. BRKGA with a single decoding succeeded to obtain quite good solutions. However, the average value of the obtained hypervolumes and the range of the solutions should be improved.
For our study, the ROADEF 2003 instances of the observation scheduling problem for agile EOSs are modified in order to consider in case of multi-user requirements. Two possible shapes of area can be required: spot or polygon. The polygon is a big area that the camera cannot take instantaneously. Hence it has to be decomposed into several strips of rectangular shape with fixed width but variable length, as shown in Figure 1. Among two possible directions, one acquisition can be selected for each strip. Two types of photograph can be required: a mono photograph is taken only once, whereas a stereo photograph should be acquired twice in the same direction but from different angles.

The possible starting time interval for taking each acquisition is calculated, depending on the acquired direction, its earliest/latest visible time of the two extremities and the taking duration time of the strip. Moreover, adjacent selected acquisitions must also respect a sufficient transition time. It is a necessary time in order to move the camera from the ending point of the previous acquisition to the beginning point of the next acquisition. These imperative constraints have to be satisfied for finding the feasible solutions, which are the sequences of the selected acquisitions for being transmitted to the satellite. For each solution, the two objective function values can be calculated by using a piecewise linear function of gain $P(x)$ depending on the effective ratio $x$ of acquired area [10].

The population of the new generation is generated from the elite set and another solution from the current population. The second part is a set of other group of non-elite chromosomes. Then, the process to generate the population in the next generation begins.

The standard procedure for BRKGA can be found in [3]. We will now explain how BRKGA was adapted for multi-objective optimization [9]. We will focus on the selection phase, fitness computation, and population recombination.

A. Population generation for the next iteration

The population of the new generation is generated from three parts, as in Figure 3. The first part is an elite set, which contains $p_e$ preferred chromosomes. The second part is a set of $p_m$ chromosomes, which are generated to avoid the entrapment in a local optimum. These chromosomes are called mutant. They are randomly generated by the same methods, which is used to generate the initial population. The last part is filled by generating offspring from the crossover operation of the elite set and another solution from the current population. Each element in the offspring is obtained from the element of elite parent with the probability $p_c$. Otherwise, the element of offspring is copied from the non-elite parent. Hence, the size of crossover offspring set is equal to $p - p_e - p_m$. The recommended parameter value setting is displayed in Table I.
In [3], BRKGA is applied to solve optimization problems arising in several applications. However, all problems consider only one objective. In this work, we study BRKGA for solving a multi-objective optimization problem. The fitness of each chromosome must be taken into account for all objective functions. Algorithms for selecting the preferred chromosomes are needed.

B. Algorithm to select the preferred chromosomes in the context of a multi-objective optimization problem

Three strategies are proposed to select individuals.

1) Fast nondominated sorting and crowding distance assignment: Fast nondominated sorting and crowding distance assignment methods were proposed in the Nondominated Sorting Genetic Algorithm II (NSGA-II) [6]. In our work, the fast nondominated sorting method is used to find the nondominated solutions. If the number of nondominated solutions is more than the parameter setting value of maximum size of elite set, the crowding distance assignment method is applied to select some solutions from the nondominated set to become the elite set. Otherwise all nondominated solutions will become the elite set.

2) $\mathcal{F}$ metric selection evolutionary multi-objective optimization algorithm: $\mathcal{F}$ metric selection evolutionary multi-objective optimization algorithm (SMS-EMOA), which was proposed in [7], is applied to select some solutions in the current population to become the elite set. In our work, we use SMS-EMOA combining with the fast nondominated sorting from NSGA-II. The fast nondominated sorting is applied in order to find the nondominated solutions and SMS-EMOA compute the hypervolume as selection criterion for limiting the size of elite set. The hypervolume selection discards the solution, which obtains the least hypervolume in the set of nondominated solutions and the remaining solutions will become the elite set.

3) Indicator-based evolutionary algorithm based on the hypervolume concept: The use of an indicator based on the hypervolume concept was proposed in the Indicator-Based Evolutionary Algorithm (IBEA) [8]. The indicator based method is used to assign fitness values based on the hypervolume concept to the population members. Then, some solutions in the current population are selected to become elite set for the next population. The indicator based method performs binary tournaments for all solutions in the current population. The selection is implemented environmentally by removing the worst solution from the population and updating the fitness values of the remaining solutions. The worst solution is removed repeatedly until the number of remaining solutions satisfies the recommended size of elite set for BRKGA.

III. DECODING METHODS

In this section, the decoding methods, which are used for obtaining the solutions from the random key chromosomes, are described. A chromosome consists of several genes. Each gene represents one job, which needs to be scheduled. When the processes of genetic algorithm finish, the chromosome is decoded in order to obtain a sequence of jobs, which become the solution of the problem. In this decoding step, the sequence of jobs will be generated. The order to consider each job depends on the priority, which is computed from its associated gene value. The job, which has the highest priority, will be firstly considered to be assigned in a sequence. Then, the next jobs are considered according to the priority order. The considered job can be scheduled in the sequence, only if all constraints are satisfied. Three decoding methods for assigning the priority are studied in this paper. The three methods are:

A. Basic decoding (D1)

The first decoding method is a basic decoding: the priority is assigned by using directly the gene value:

$$\text{Priority}_j = \text{gene}_j \quad (1)$$

This decoding method was implemented in the context of multi-objective optimization in [9]. Albeit it gave quite good results, we are convinced that the results regarding average values and standard deviations of hypervolumes can be yet improved. Thus, we searched for an idea to apply some useful data of the problem for assisting the basic decoding.

B. Decoding of gene value and ideal priority combination (D2)

This decoding is presented in [5]. It considers the priority depending on the gene value, and also an ideal priority. For the concept of the ideal priority, the job, which has the earliest possible starting time, should be selected firstly and be scheduled at the beginning of the sequence. Hence the ideal priority gives a higher priority to select and schedule the job.
which has the earlier possible starting time. This ideal priority is the real value in the interval \([0, 1]\) which is given by

\[
\text{Priority}_j = \frac{L_L}{L_C} \times \left[ \frac{1}{2} \right] 
\]

where \(L_L\) is the longest length path from the beginning of job \(j\) to the end of the project and \(L_C\) is the length along the critical path of the project.

The factor that adjusts the priority to account for the gene values of the random key chromosome is given by \((1 + \text{gene}_j)/2\). Thus, the second decoding expression of each job \(j\) is

\[
\text{Priority}_j = \frac{L_L}{L_C} \times \left[ \frac{1 + \text{gene}_j}{2} \right] 
\]

This second decoding method was applied to solve the resource-constrained project scheduling problem with makespan minimization in [5]. In our paper, the second decoding will be implemented to the considered multi-objective optimization problem, which is the multi-user observation scheduling problem for agile Earth observing satellites. Hence, the second decoding expression of each acquisition \(j\) becomes:

\[
\text{Priority}_j = \frac{T_{\text{max}_j} - T_{\text{min}_j}}{T_{\text{max}_L}} \times \left[ \frac{1 + \text{gene}_j}{2} \right] 
\]

where \(T_{\text{max}_j}\) is the latest starting time of the last possible acquisition and \(T_{\text{min}_j}\) is the earliest starting time of acquisition \(j\).

The example of the ideal priority calculation of the second decoding method is shown in Figure 4. It is applied to the multi-user observation scheduling problem for agile Earth observing satellites, which needs to select and schedule four acquisitions, which are acquisitions a, b, c, and d. For this example, the sequence of the acquisitions according to the ideal priority, is b, c, d, and a.

C. Hybrid decoding (HD)

Finally, we propose the third decoding method which is the hybrid method. It combines together the first and the second decoding methods. This hybrid method obtains two solutions from one chromosome. When applying the hybrid decoding, the methods to manage the elite set, must be defined. Three methods are tested for selecting the elite set.

---

**Fig. 4.** Example of ideal priority calculation

**Table:**

<table>
<thead>
<tr>
<th>Acquisition</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ideal priority</td>
<td>(T_{\text{max}<em>a} - T</em>{\text{min}_a})</td>
<td>(T_{\text{max}<em>b} - T</em>{\text{min}_b})</td>
<td>(T_{\text{max}<em>c} - T</em>{\text{min}_c})</td>
<td>(T_{\text{max}<em>d} - T</em>{\text{min}_d})</td>
</tr>
</tbody>
</table>

---

1) **Elite set management - Method 1 (M1):** Both solutions, obtained by the two decodings, are compared by using the dominance relation in the Pareto sense. If a solution can dominate the other one, the dominant solution is selected to be stored in the set of solutions. Otherwise, one of the two solutions is selected randomly. The decoding process is repeated until all chromosomes in the population are decoded. When it finishes, the size of the solution set is equal to \(p\). Then, the \(p_e\) solutions are selected to become the elite set by using the same methods with only one decoding. The principle of elite set management - method 1 is shown in Figure 5.

2) **Elite set management - Method 2 (M2):** All chromosomes in the population are decoded by using the two decoding methods. Two solutions are obtained from the decoding of one chromosome. Both of them are stored in the solution set. Hence, the size of the solution set is equal to \(2p\), when all chromosomes from the current population are decoded. Then, the \(p_e\) solutions are selected from the solution set to become the elite set. The principle of elite set management - method 2 is shown in Figure 6.

3) **Elite set management - Method 3 (M3):** Each chromosome in the population is firstly decoded by using the priority equation of basic decoding, and the obtained solution is stored in the first solution set. Similarly, the same chromosome is decoded by using the priority equation of the decoding of gene value with ideal priority combination. Then, the obtained solution from this decoding is stored in the second solution set. When all chromosomes in the population are decoded and the solutions are stored into two solution sets, the selection
methods are applied to select $p_e$ solutions for becoming the elite set. Hence, the $p_e/2$ preferred solutions must be chosen from each solution set, as shown in Figure 7.

In the decoding step for solving the multi-user observation scheduling problem for agile Earth observing satellites, the priorities for selecting and scheduling each acquisition are computed depending on the decoding methods as previously presented. Then, the solution, which is the sequence of the selected acquisitions, can be generated. The imperative constraints are verified for each acquisition sequentially according to its priority. Each considered acquisition can be assigned in the sequence, only if the obtained sequence can satisfy all constraints. The flowchart of constraint verification and acquisition assignment is depicted in Figure 8. The example of one solution from the smallest size instance is shown in Figure 9. This instance consists of two strips. Hence the number of random key genes, which are associated with the acquisitions, equals to four. This example shows the solution, which is decoded from the basic decoding (the priority to select and schedule of each acquisition equals to its gene value). This decoding step is used to obtain the sequence of the selected acquisitions and the values of the two objective functions.

IV. COMPUTATIONAL RESULTS

The ROADEF 2003 challenge instances (Subset A) are modified for 4-user requirements. The format of instance names are changed to $a_b_c$, where $a$ is the number of requests, $b$ is the number of stereo requests, and $c$ is the number of strips.

For the proposed biased random-key genetic algorithm (BRKGA), parameter values of the algorithm were experimentally tuned for our work. The population size of BRKGA is set equal to the length of the random-key chromosome or twice the number of strips. The sizes of the three parts, which are generated to become the population in the next generation, are set in accordance with the recommended values in Table I. The size of the elite set is equal to the number of non-repeating schedules from the nondominated solutions, but it is not over $0.15p$. The size of mutant set is equal to $0.3p$. The probability of elite element inheritance for crossover operation is set to 0.6. In each iteration, the nondominated solutions are stored in an archive. If there is at least one solution from the current population that can dominate some solutions in the archive, the archive will be updated. Therefore, we use the number of iterations since the last archive improvement to be a stopping criterion. We opt for 50 iterations. Moreover, the computation time is used to be the second stopping criterion. It is adapted to the instance size. 50 runs per instance are tested. The hypervolumes of the approximate Pareto front are computed by using a reference point of 0 for the first objective (maximizing the total profit) and the maximum of the profit summations of each user for the second one (minimizing the profit summation).
Three elite selecting methods from three efficient algorithms: NSGA-II, SMS-EMOA, and IBEA, are applied to select some solutions to become the elite set. The set of testing instances consists of ten instances. However, the results of the smallest instance (instance 2_0_2) cannot be reached, when using the population size equal to the length of the chromosome or twice of number of strips, because the population size is too small for generating the new population from the three sets of chromosomes in BRKGA process. Hence, the results of nine instances will be presented in the experimental results.

Firstly, the three methods of elite set management for hybrid decoding (M1–M3) are tested. The results, which are obtained from each method, are compared. The hypervolume values of the approximate Pareto front are computed. The maximum value, the median value, the minimum value, and the interquartile range are displayed in box plot. The box plots and the average computation times associated with the mechanisms of NSGA-II, SMS-EMOA, and IBEA are reported in Figures 10, 11, and 12, respectively.

The results show that the three methods obtain similar solutions regarding the hypervolume values. Each method has advantages in different instances. However, M2 spends more computation time for the large instances, especially, when using the elite set selection method borrowed from IBEA. Furthermore, M3 spends more computation time for the small instances, particularly when using the elite set selection method borrowed from NSGA-II or SMS-EMOA. Therefore, in the sequel only method M1 will be kept to compare the results between the hybrid decoding (HD-M1) and the two single ones (D1 and D2).

Secondly, the three decoding methods (D1, D2, and HD) are tested and the obtained results are compared. The box plots from the three elite set selection methods, which borrowed from NSGA-II, SMS-EMOA, and IBEA, are reported in Figures 13, 14, and 15, respectively. The graph illustrates the box plots of the hypervolume values, and the average computation times are presented.

Most of the results show that the hybrid decoding obtains the results close to the best ones, when comparing the two single decodings. Indeed, it can preserve the advantages of the two single decodings for all instances. For example, in instance 12_2_26, the first decoding method obtains better results than the second one, thus the hybrid decoding obtains results similar to the first one. For instance 77_40_147, the hybrid decoding obtains results similar to the second decoding,
A biased random-key genetic algorithm or BRKGA is used for solving a multi-objective optimization problem. The BRKGA works on a chromosome encoded as a key vector. The chromosome consists of several genes, which are encoded by the real values in the interval $[0, 1]$. During each iteration of BRKGA, the chromosomes are decoded to obtain the feasible solutions. A hybrid decoding, which combines two single decodings, is proposed in this paper. Two solutions are obtained from the decoding of one chromosome, when using the hybrid decoding. Thus, the methods for elite set management have to be defined and three methods are tested.

The experiments are conducted on the multi-user observation scheduling problem for agile Earth observing satellites. The requests are required from multiple users. The objectives of this problem are to maximize the total profit and simultaneously minimize the maximum profit difference between users for ensure the sharing fairness. Three elite selecting methods, which are borrowed from NSGA-II, SMS-EMOA, and IBEA, are used for selecting a set of preferred solutions to become the elite set of the population. For the three elite selecting methods, the hypervolume values, which are obtained from two single decodings and the hybrid decoding, are compared. The hybrid decoding can preserve the advantages of the two single decodings, since it obtains results close to the best results of the two single decodings in reasonable computation times. Moreover, it can improve the standard deviation of the hypervolume values and avoid to entrap in local optima. Finally, the hybrid decoding is proper to be applied in BRKGA process for solving multi-objective optimization problems, which need several feasible solutions on the Pareto front.

V. CONCLUSIONS

which obtains better results than the first one. Thus, the hybrid decoding method is efficient for solving most of the instances. Compared with D1, it can reduce the range of hypervolume values. This means that the hybrid decoding can provide results with better standard deviations. Moreover, for some instances where the second decoding entraps in local optima, the hybrid decoding is able to reach the global optimum. Regarding the computation time, the hybrid decoding method spends longer time in each iteration, however it can obtain good solutions in a reasonable computation time, which is limited by the second stopping criterion of BRKGA process.
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Abstract—The rising costs and demand of electricity for high-performance computing systems pose difficult challenges to system administrators that are trying to simultaneously reduce operating costs and offer state-of-the-art performance. However, system performance and energy consumption are often conflicting objectives. Algorithms are necessary to help system administrators gain insight into this energy/performance tradeoff. Through the use of intelligent resource allocation techniques, system administrators can examine this tradeoff space to quantify how much a given performance level will cost in electricity, or see what kind of performance can be expected when given an energy budget. A novel algorithm is presented that efficiently computes tight lower bounds and high quality solutions for energy and makespan. These solutions are used to bound the Pareto front to easily trade-off energy and performance. These new algorithms are shown to be highly scalable in terms of solution quality and computation time compared to existing algorithms.

I. INTRODUCTION

The race for increased performance in high-performance computing (HPC) systems has resulted in a large increase in the power consumption of these systems [1]. This increase in power consumption can cause degradation in the electrical infrastructure that supports these facilities, as well as increase electricity costs for the operators [2]. The goals of HPC users conflict with the HPC operators in that the users’ goal is to finish their workload as quickly as possible. That is, the small energy consumption desired by the system operator and the high system performance desired by the users are conflicting objectives that require the sacrifice of one to improve the other. Balancing the performance needs of the users with energy costs proves difficult without tools designed to help a system administrator choose from among a set of solutions.

A set of efficient and scalable algorithms are proposed that can help system administrators quickly gain insight into the energy and performance trade-off of their HPC systems through the use of intelligent resource allocation. The algorithms proposed have very desirable run times and produce schedules that are closer to optimal as the problem size increases. As such, this approach is very well suited to large scale HPC systems.

The focus of our work is on a common scheduling problem where the users submit a set of independent tasks known as a bag of tasks [3]. The tasks will run on a dedicated set of interconnected machines. A task runs on only one machine and, likewise, a machine may only process one task at any one time. This class of scheduling problems is often referred to as static scheduling because the full bag of tasks is known a priori [4]. Task execution and power consumption are deterministic in this model. The HPC systems of primary interest have highly heterogeneous task run times, machines, and power consumption which are known as heterogeneous computing (HC) systems. Some machines in the HC systems are often special purpose machines that can perform specific tasks quickly, while other tasks might not be able to run at all on that hardware. Another cause of heterogeneity is differing computational requirements, input/output bottlenecks, or memory limitations, and therefore cannot take full advantage of the machine. The machines may further differ in the average power consumed for each task type. Machines may have different architectures, leading to vastly different power consumption characteristics. For instance, a task that runs on a GPU might consume less energy to complete, but often more power, than the same task run on a general purpose machine, due to the shorter execution time. We assume one objective is to minimize the maximum finishing time of all tasks, which is known as the makespan. The heterogeneity in execution time of the tasks provides the scheduler degrees of freedom to greatly improve the makespan over a naïve scheduling algorithm. Similarly the heterogeneity in the power consumption allows the schedulers to decrease the energy consumption.

The contributions of this paper are:

1) The formulation of an algorithm that efficiently computes tight lower bounds on the energy and makespan and quickly recovers near optimal feasible solutions.
2) Finding a high quality bi-objective Pareto front.
3) An evaluation of the scaling properties of the proposed algorithms.
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I. INTRODUCTION

The race for increased performance in high-performance computing (HPC) systems has resulted in a large increase in the power consumption of these systems [1]. This increase in power consumption can cause degradation in the electrical infrastructure that supports these facilities, as well as increase electricity costs for the operators [2]. The goals of HPC users conflict with the HPC operators in that the users’ goal is to finish their workload as quickly as possible. That is, the small energy consumption desired by the system operator and the high system performance desired by the users are conflicting objectives that require the sacrifice of one to improve the other. Balancing the performance needs of the users with energy costs proves difficult without tools designed to help a system administrator choose from among a set of solutions.

A set of efficient and scalable algorithms are proposed that can help system administrators quickly gain insight into the energy and performance trade-off of their HPC systems through the use of intelligent resource allocation. The algorithms proposed have very desirable run times and produce schedules that are closer to optimal as the problem size increases. As such, this approach is very well suited to large scale HPC systems.

The focus of our work is on a common scheduling problem where the users submit a set of independent tasks known as a bag of tasks [3]. The tasks will run on a dedicated set of interconnected machines. A task runs on only one machine and, likewise, a machine may only process one task at any one time. This class of scheduling problems is often referred to as static scheduling because the full bag of tasks is known a priori [4]. Task execution and power consumption are deterministic in this model. The HPC systems of primary interest have highly heterogeneous task run times, machines, and power consumption which are known as heterogeneous computing (HC) systems. Some machines in the HC systems are often special purpose machines that can perform specific tasks quickly, while other tasks might not be able to run at all on that hardware. Another cause of heterogeneity is differing computational requirements, input/output bottlenecks, or memory limitations, and therefore cannot take full advantage of the machine. The machines may further differ in the average power consumed for each task type. Machines may have different architectures, leading to vastly different power consumption characteristics. For instance, a task that runs on a GPU might consume less energy to complete, but often more power, than the same task run on a general purpose machine, due to the shorter execution time. We assume one objective is to minimize the maximum finishing time of all tasks, which is known as the makespan. The heterogeneity in execution time of the tasks provides the scheduler degrees of freedom to greatly improve the makespan over a naïve scheduling algorithm. Similarly the heterogeneity in the power consumption allows the schedulers to decrease the energy consumption.

The contributions of this paper are:

1) The formulation of an algorithm that efficiently computes tight lower bounds on the energy and makespan and quickly recovers near optimal feasible solutions.
2) Finding a high quality bi-objective Pareto front.
3) An evaluation of the scaling properties of the proposed algorithms.
4) The addition of idle power consumption to the formulation of the energy/makespan problem in [3].

The rest of this paper is as follows: first the lower bound on the objectives is described in Subsection II-B. Then algorithms are presented in Subsections II-C, II-D, and II-E that reconstruct a feasible schedule from the lower bound. In Subsection II-F, the complexity of the algorithm is analyzed. Algorithm scaling quality and runtime results are shown in Section III. Section IV shows how these bounds can be used with any scalarization technique to form a Pareto front. Section V compares these algorithms to the NSGA-II algorithm.

II. APPROXIMATION ALGORITHMS

A. Approach

The fundamental approach of this paper is to apply divisible load theory (DLT) [5] to ease the computational requirements of computing a lower bound solution on the energy and makespan. For the lower bound, a single task is allowed to be divided and scheduled onto any number of machines. After the lower bound on the energy and makespan is computed, a two phase algorithm is used to recover a feasible solution from the infeasible lower bound solution. The feasible solution serves as the upper bound on the optimal energy and makespan.

Often HC systems have groups of machines, usually purchased at the same time, that have identical or nearly identical performance and power characteristics. Even when every machine is different, the uncertainty in the system often allows one to model similar machines as groups of machines of the same type. A machine group is a collection of machines that have virtually indistinguishable performance and power properties with respect to the workload. Machines within a machine group may differ vastly in feature sets so long as the task performance and power consumption of the tasks under consideration are not affected. Tasks often exhibit natural groupings as well. Tasks of the same task type are often submitted many times to perform statistical simulations and other repetitive jobs. In fact, having groupings for tasks and for machines permits less profiling effort to estimate the run time and power consumption for each task on each machine.

Traditionally this static scheduling problem is posed as assigning all tasks to all machines. The classic formulation is not well suited for recovering a high quality feasible solution. The decision variables would be binary valued (assigned or not assigned) and rounding a real value from the lower bound to a binary value can change the objective significantly. Complicated rounding schemes are necessary to iteratively compute a suitable solution. Instead, the problem is posed as determining the number of tasks of each type to assign to each machine group. With this modification, decision variables will be large integers $\gg 1$, resulting in only a small error to the objective function when rounding to the nearest integer. This approximation holds well when the number of tasks assigned to each machine group is large. For this approximation, machine groups need not be large. In addition to easing the recovery of the integer solution, another benefit of this formulation is that it is much less computationally intensive due to solving the higher level assignment of tasks types to machine groups with DLT, before solving the fine grain assignment of individual tasks to machines. As such, this approach can be thought of as a hierarchical solution to the static scheduling problem.

B. Lower Bound

The lower bound is given by the solution to a linear bi-objective optimization (a.k.a. vector optimization) problem and is constructed as follows. Let there be $T$ task types and $M$ machine types. Let $T_i$ be the number of tasks of type $i$ and $M_j$ be the number of machines of type $j$. Let $x_{ij}$ be the number of tasks of type $i$ assigned to machine group $j$, where $x_{ij}$ is the primary decision variable in the optimization problem. Let $ETC$ be a $T \times M$ matrix where $ETC_{ij}$ is the estimated time to compute for task type $i$ on machine type $j$. Similarly let $APC$ be a $T \times M$ matrix where $APC_{ij}$ is the average power consumption for task type $i$ on machine type $j$. These matrices are frequently used in scheduling algorithms [4], [6]–[8].

The lower bound of the finishing time of a machine group is found by allowing tasks to be divided among all machines to ensure the minimal finishing time. With this conservative approximation all tasks in machine group $j$ finish at the same time, namely:

$$F_j = \frac{1}{M_j} \sum_i x_{ij}ETC_{ij}.$$  \hspace{1cm} (1)

Sums over $i$ always go from 1 to $T$ and sums over $j$ always go from 1 to $M$, thus the ranges are omitted. Given that $F_j$ is a lower bound on the finishing time for a machine group, the tightest lower bound on the makespan is:

$$MS_{LB} = \max_j F_j.$$  \hspace{1cm} (2)

Energy consumed by the bag of tasks is $\sum_i \sum_j x_{ij}APC_{ij}ETC_{ij}$. To incorporate idle power consumption, one must have a time duration for machines not running any tasks. In this model, the makespan is used for the time the machines’ power must be accumulated. Not all machines will finish executing tasks at the same time. All but the last machine(s) to finish will accumulate idle power. When no task is executing on machine $j$, the power consumption is given by the idle power consumption, $APC_{\emptyset j}$. The equation for the lower bound on the energy consumed, incorporating idle power, is given in:

$$E_{LB} = \sum_i \sum_j x_{ij}APC_{ij}ETC_{ij} + \sum_j M_jAPC_{\emptyset j}(MS_{LB} - F_j)$$

$$= \sum_i \sum_j x_{ij}ETC_{ij}(APC_{ij} - APC_{\emptyset j}) + \sum_j M_jAPC_{\emptyset j}MS_{LB}.$$  \hspace{1cm} (3)
where the second term in the first equation accounts for the idle power.

The resulting bi-objective optimization problem for the lower bound is:

\[
\begin{align*}
\text{minimize} & \quad (E_{\text{LB}})_{x_{ij},MS_{\text{LB}}} \\
\text{subject to:} & \quad \forall i \quad \sum_j x_{ij} = T_i \\
& \quad \forall j \quad F_j \leq MS_{\text{LB}} \\
& \quad \forall i,j \quad x_{ij} \geq 0
\end{align*}
\]

The objective of (4) is to minimize \(E_{\text{LB}}\) and \(MS_{\text{LB}}\), where \(x\) is the primary decision variable. \(MS_{\text{LB}}\) is an auxiliary decision variable necessary to model the objective function in (2). The first constraint ensures that all tasks in the bag are assigned to a machine group. The second constraint is the makespan constraint. Because the objective is to minimize makespan, the \(MS_{\text{LB}}\) variable will be equal to the maximum finishing time of all the machine groups. The third constraint ensures that there are no negative assignments in the solutions. This vector optimization problem can be solved to find a collection of optimal solutions. It is often solved by weighting the objective functions to form a linear programming (LP) problem. Methods to find a collection of solutions are presented in Section IV.

Ideally this vector optimization problem would be solved optimally with \(x_{ij} \in \mathbb{Z}_{\geq 0}\). However, for practical scheduling problems, finding the optimal integer solution is often not possible due to the high computational cost. Fortunately, efficient algorithms to produce high quality sub-optimal solutions exist.

C. Allocation Reconstruction

For infeasible solutions obtained from (4), an algorithm is necessary to recover from each a feasible solution or full allocation. Numerous approaches have been proposed in the literature for solving integer LP problems by first relaxing them to real-valued LP problems [9]. The approach here follows this common technique combined with computationally inexpensive techniques tailored to the particular optimization problem. The problem is broken up into two phases. The first phase rounds the solution while taking care to maintain feasibility of (4). The second phase assigns tasks to actual machines to build the full task allocation.

D. Rounding

Due to the nature of the problem, the optimal solution \(x^*\) often has few nonzero elements per row. Usually all the tasks of one type will be assigned to a small number of machine groups. In the original problem, tasks are not divisible so one needs to have an integer number of tasks to assign to a machine group. When all the tasks of a given task type are assigned to one machine group, that row of \(x\) has one nonzero value which is equal to \(T_i\), an integer. When tasks are split between machine groups, an algorithm is needed to compute an integer solution from this real-valued solution. The following algorithm finds \(\hat{x}_{ij} \in \mathbb{Z}_{\geq 0}\) such that it is near \(x^*_{ij}\) while maintaining the task assignment constraint. Algorithm 1 finds \(\hat{x}\) that minimizes \(\|\hat{x}_{ij} - x^*_{ij}\|_1\) for a given \(i\).

Algorithm 1 Round to the nearest integer solution while maintaining the constraints

1: \textbf{for } \(i = 1\) to \(T\) \textbf{do}
2: \quad \(n \leftarrow T_i - \sum_j |x^*_{ij}|\)
3: \quad \(f_j \leftarrow x^*_{ij} - |x^*_{ij}|\)
4: \quad Let set \(K\) be the indices of the \(n\) largest \(f_j\)
5: \quad \textbf{if } \(j \in K\) \textbf{then}
6: \quad \quad \(\hat{x}_{ij} \leftarrow |x^*_{ij}|\)
7: \quad \quad \textbf{else}
8: \quad \quad \(\hat{x}_{ij} \leftarrow x^*_{ij}\)
9: \quad \textbf{end if}
10: \textbf{end for}

Algorithm 1 operates on each row of \(x^*\) independently. The variable \(n\) is the number of assignments in a row that must be rounded up to satisfy the task assignment constraint. Let \(f_j\) be the fractional part of the number of tasks that must be assigned to machine \(j\). The algorithm simply rounds up those \(n\) assignments that have the largest fractional parts. Everything else is rounded down. The result is an integer solution \(\hat{x}\) that still assigns all tasks properly and is near to the original solution from the lower bound.

E. Local Assignment

The last phase in recovering a feasible assignment solution is to schedule the tasks already assigned to each machine group to actual machines within that group. This scheduling problem is much easier than the general case because all machines in a group are the same. This problem is formally known as the multiprocessor scheduling problem [10]. One must schedule a set of heterogeneous tasks on a set of identical machines. The longest processing time (LPT) algorithm is a very common algorithm for solving the multiprocessor scheduling problem [10]. Algorithm 2 uses the LPT algorithm to independently schedule each machine group.

Algorithm 2 Assign tasks to machines using LPT per machine group

1: \textbf{for } \(j = 1\) to \(M\) \textbf{do}
2: \quad Let \(z\) be an empty list
3: \quad \textbf{for } \(i = 1\) to \(T\) \textbf{do}
4: \quad \quad \(z \leftarrow \text{join}(z, \text{(task type } i \text{ replicated } \hat{x}_{ij} \text{ times}))\)
5: \quad \textbf{end for}
6: \quad \(y \leftarrow \text{sort} \_\text{descending by } \text{ETC}(z)\)
7: \quad \textbf{for } \(k = 1\) to \(\|y\|\) \textbf{do}
8: \quad \quad \text{Assign task } y_k \text{ to earliest ready time machine in group } j
9: \quad \textbf{end for}
10: \textbf{end for}

Each column of \(\hat{x}\) is processed independently. List \(z\) contains task type \(i\), \(\hat{x}_{ij}\) times. The tasks are then sorted
in descending order by execution time to find \( y \). Next the algorithm loops over \( y \) one element (task) at a time and assigns it to the machine that has the earliest ready time. The \textit{ready time} of a machine is the time at which all tasks assigned to it will complete. This heuristic packs the largest tasks first in a greedy manner. Algorithms exist that will produce a more optimal solution, but it will be shown that the effect of the sub-optimality of this algorithm on the overall performance of the systems considered is insignificant.

\textbf{F. Complexity Analysis}

The complexity analysis of this algorithm shows some desirable properties that are now discussed. One must solve a real-valued LP problem to compute the lower bound. Using the simplex algorithm to solve the LP problem yields exponential complexity (i.e. traversing all the vertices of the polytope) in the worst case; however the average case complexity for a very large class of problems is polynomial time. Recall that there are \( T \) task types and \( M \) machine types. The lower bound LP problem has \( T + M \) nontrivial constraints and \( TM + 1 \) variables. The average case complexity of computing the lower bound is \((T + M)^2(TM + 1)\). Next is the rounding algorithm. The outer loop iterates \( T \) times, and the rounding is dominated by the sorting of \( M \) items. Thus the complexity of Algorithm 1 is \( T(M \log M) \). The task assignment algorithm outer loop is run \( M \) times. Inside this loop there are two steps. The first step is sorting \( n_j = \sum x_{ij} \) items which takes \( n_j \log n_j \) time. The second step is a loop that iterates \( n_j \) times and must find the machine with the earliest ready time each iteration, which is a \( \log M_j \) time operation. The worst case complexity of Algorithm 2 is thus \( M \max_j (n_j \log n_j + n_j \log M_j) \).

The complexity of the overall algorithm to find both the lower bound and upper bound (full allocation) is driven by either the lower bound algorithm or the local assignment algorithm. Complexity of the lower bound and Algorithm 1 are independent of the number of tasks and machines. Those algorithms depend only on the number of task types and machine types. This is a very important property for large scale systems. Millions of tasks and machines can be handled easily so long as the machines can be reasonably placed in a small number of homogeneous groups and, likewise, tasks can be grouped by type. Only the upper bound’s complexity has a dependence on the number of tasks and machines. This phase is only necessary if a full allocation or schedule is required. Furthermore, Algorithm 2 can be trivially parallelized because each machine group is scheduled independently. The lower bound can be used to analyze much of the behavior of the system at less computational cost.

\textbf{III. SCALING RESULTS}

An important property of a scheduling algorithm is its ability to scale well as the size of the problem grows. Simulation experiments were carried out to quantify how the relative error and the computational cost of the algorithm scales. These experiments are used to validate the complexity analysis results from Section II-F. \textbf{ETC} and \textbf{APC} are needed to test the algorithms. \textbf{ETC} and \textbf{APC} are based on a set of five benchmarks executed over nine machine types [11]. Then the method found in [7] was used to construct larger \textbf{ETC} and \textbf{APC} matrices. Nominally there are 1100 tasks made up of 30 task types. There are 36 machines made up of nine machine types. A complete description of the systems and output from the algorithms are available in [12].

The number of tasks, task types, and machine types are swept independently to generate a family of figures. For this size system it is too expensive to solve for the optimal makespan but one can compare bounds on the makespan to gain insight into the algorithm. Each of the three parameter sweeps is computed by taking random subsets with replacement to handle the sweep variable. These results are averaged over 50 Monte Carlo trials. The experiments where performed on a mid-2009 MacBook Pro with a 2.5 GHz Intel Core 2 Duo processor. The code is written in Mathematica 9 and the LP solver uses the simplex method which forwards to the C++ COIN-OR CLP solver [13]. The scaling experiments all optimize makespan while ignoring the energy objective.

Fig. 1 shows the relative change in makespan as the number of tasks increase. The number of task types, machines, and machine types are held constant and are the same as the original nine machine system. The relative increase in makespan is shown from the lower bound (\( MSLB \)) to the makespan after rounding. Also shown is the increase in makespan from the integer solution to the full allocation. The relative increase in makespan from the lower bound to the upper bound or full allocation is also shown. The loss in quality of the makespan from the rounding algorithm is relatively low. Most of the increase in makespan is caused by Algorithm 2. However, Fig. 1 also shows that the relative increase in makespan diminishes as the number of tasks increase. This is because the approximation that tasks are divisible has less of an impact on the solution as the number of tasks increase.

The run time of the scheduler as a function of the number of tasks is shown in Fig. 2 to quantify computational efficiency of the various algorithms. The blue (bottom) portion of the graph is the time taken to compute the lower bound (solve the LP problem). The green (middle) portion is the time it takes to round the solution. Both of the computations required to compute the lower bound and the integer solution do not depend on the number of tasks. This corresponds to the results derived for the complexity of the algorithm. The red (top) portion of the figure shows the full allocation that seems to scale linearly with the number of tasks. Recall that the complexity of Algorithm 2 has a dependency on the number of tasks which is linear or log linear depending on the parameters.

Fig. 3 shows the same three curves as Fig. 1, however this time varying the number of task types. The number of tasks, machines, and machine types are held constant for this experiment. Fig. 3 shows that again the local assignment algorithm is causing most of the degradation in makespan. The relative error in makespan does not tend to zero because increasing the number of task types does not improve the quality of the approximation.
Fig. 1. Relative percent increase in makespan as a function of the total number of tasks: The quality of the solution improves as more tasks are used.

Fig. 2. Algorithm run time versus total number of tasks: Both the lower bound and the rounding algorithms are independent of the number of tasks. The local assignment, used to obtain the full allocation, is linearly dependent on the number of tasks.

Fig. 3. Relative percent increase in makespan as a function of the number of task types: Quality of the solutions are roughly independent of the number of task types.

Fig. 4. Algorithm run time as a function of number of task types: The complexity of the lower bound and rounding algorithms grows super linearly with the number of task types.

Fig. 5 shows the run time of the three phases. Here the lower bound has super linear dependence on the number of task types. According to the complexity analysis this should be cubic. The rounding algorithm seems to increase linearly, which corresponds to the analysis. The full allocation phase seems to be independent of the number of task types. This agrees with the analysis because the complexity is not a function of the number of task types $T$, but instead a function of the number of tasks $n_j$ assigned to a group, regardless of the type of task.

Fig. 5 shows the relative increase in makespan as the number of machine types varies. In the previous parameter sweeps, the number of tasks of a particular type may be zero if the random sampling selected that configuration. Allowing the number of machines in a machine group to be zero is more difficult due to (1) because some constraint coefficients will be $\infty$ in the linear programming problem. Practically, an $M_j = 0$ means that the $j^{th}$ column of $ETC$ and $APC$ should simply be removed and the solution should never assign a task to that group because it has no machines. To avoid this case altogether each machine group has to have at least one machine (so that there are no degenerate machine groups). Fig. 5 also shows that the quality of the rounding algorithm decreases as the number of machine groups increase. This is expected because there are less tasks to assign to each machine’s group making the approximation weaker. At 36 machine types there is one machine per group. There is only one solution to that scheduling problem (assign all tasks to the one machine), resulting in no increase in makespan in that phase.

Fig. 6 shows the run time as the number of machine types is increased. As expected, the lower bound grows roughly cubically. The rounding algorithm grows roughly linearly also as expected. The time spent scheduling for each group decreases because fewer tasks are scheduled to less machines as the number of machine types increases so it effectively has little dependence on the number of machine types.

Even though the performance of these polynomial time algorithms are desirable, there is some prior work on theoretical bounds that should be noted. In [14] it is proven that there exists no polynomial algorithm that can provably find a schedule that is less than 3/2 the optimal makespan, unless...
$P = NP$. Even though Figures 1-6 suggest that one can do better then 3/2, this is only the case on average. In the next section these algorithms are used to generate the Pareto fronts.

IV. PARETO FRONT GENERATION

Multi-objective optimization is challenging because there is usually no single solution that is superior to all others. Instead, there is a set of superior feasible solutions that are referred to as the non-dominated solutions [15]. Feasible solutions that are dominated are of little interest because one can always find a better solution in all objectives by picking a solution from the non-dominated set. Formally, a feasible solution $x$ dominates a feasible solution $y$ when:

\[ \forall i \ f_i(x) \leq f_i(y) \quad \exists i \ f_i(x) < f_i(y) \]  

where $f_i(\cdot)$ is the $i^{th}$ objective function. The non-dominated solutions, also known as outcomes, compose the Pareto front. Finding the Pareto front can be computationally expensive because it means solving variations of the optimization problem numerous times. Most algorithms use scalarization techniques to convert the multi-objective problem into a set of scalar optimization problems. Major approaches to scalarization include the hybrid method [16], elastic constraint method [16], Benson’s algorithm [17] [18], and Pascoletti-Serafini scalarization [19]. Pascoletti-Serafini scalarization is a generalization of many common approaches such as normal boundary intersection, $\epsilon$-constraint, and weighted sum. The focus of our work is on the weighted sum algorithm. The weighted sum algorithm can find all the non-dominated solutions for problems with a convex constraint set and convex objective functions [19]. Weighted sum is used for the linear convex problem in (4) thus all non-dominated solutions can be found. A known issue with the weighted sum algorithm is that it does not uniformly distribute the solutions along the Pareto front. The solutions are often clustered together, but this does not present a problem for our particular use case.

Finding the optimal schedule for makespan alone is NP-Hard in general [4], thus finding the optimal (true) Pareto front is NP-Hard as well. Computing tight upper and lower bounds on the Pareto front is still possible. Specifically, a lower bound on a Pareto front is a set of solutions for which no feasible solution dominates any of the solutions in this set. An upper bound on the Pareto front is a set of feasible solutions which do not dominate any Pareto optimal solutions.

A. Weighted Sum

The weighted sum algorithm simply forms the positive convex combination of the objectives and sweeps the weights to generate the Pareto front. The first phase is to compute the lower bound solution for energy and makespan independently of each other. Next $\Delta E_{LB}$, which is the difference between the maximum and minimum values of energy, is computed. Likewise, $\Delta MSLB$ is computed. The scalarized objective is:

\[ \min \frac{\alpha}{\Delta E_{LB}} E_{LB} + \frac{1 - \alpha}{\Delta MSLB} MSLB. \]  

A lower bound on the Pareto front can be generated by using several values of $\alpha \in [0,1]$. Weighted sums will produce duplicate solutions (i.e., $x$ is identical for neighboring values of $\alpha$). Duplicate solutions are removed to increase the efficiency of the subsequent algorithms. Each solution is rounded by Algorithm 1 to generate an intermediate Pareto front. Rounding often introduces many duplicates that can be safely removed. Each integer solution is converted to a full allocation with Algorithm 2 to create the upper bound on the Pareto front.

B. Non-dominated Sorting Genetic Algorithm II

NSGA-II [20] is an adaptation of the Genetic Algorithm (GA) optimized to find the Pareto front of a multi-objective optimization problem. Similar to all GAs, the NSGA-II uses mutation and crossover operations to evolve a population of chromosomes (solutions). Ideally this population improves from one generation to the next. Chromosomes with a low fitness are removed from the population. The NSGA-II algorithm modifies the fitness function to work well for discovering the Pareto front. In prior work [3], the mutation
and crossover operations were defined for this problem. The NSGA-II algorithm will be seeded in two ways in the following results. The first seeding method is to use the optimal minimum energy solution, sub-optimal minimum makespan solution (from the Min-Min Completion Time [4] algorithm), and a random population as the initial population. This is the original seeding method used in [3]. The second seeding method is to use the full allocations from Algorithm 2 as the initial population for the NSGA-II.

V. PARETO FRONT RESULTS

The system used for these experiments is the same as in Section III, unless stated otherwise. All 1100 tasks, 30 task types, 36 machines, and nine machines types are used as described in [8]; the complete description of the system and output data files from the new algorithm are available in [12]. The hardware used for running the NSGA-II experiments is a 2011 Sager NP7280 with an Intel Core i7 980 @ 3.33 Ghz. The NSGA-II code is implemented in C++.

Fig. 7 shows the Pareto fronts generated from the various algorithms without idle power consumption. The figure shows the actual solutions as markers that are connected by lines. The lower bound, integer, and full allocation are nearly indistinguishable at the lower portion of the plot. This means that the true Pareto front is tightly bounded even though it is unknown. The curve that is dominated by all other curves is the Pareto front generated by the NSGA-II using the first seeding method. The NSGA-II took hours to find that sub-optimal Pareto front. In contrast, the lower and upper bounds were found in ~10 seconds. The last Pareto front is the NSGA-II seeded with the full allocation. Seeding with the full allocation allows the NSGA-II to both converge to an improved Pareto front as well as decreasing the run time necessary to converge. The NSGA-II attempts to evenly distribute the solutions along the Pareto front and tries to find solutions that are in the convex regions as can be seen in Fig. 7. All the algorithms seem to perform well when minimizing energy alone because computing the optimal minimum energy solution is relatively easy. One simply assigns each task to the machine that requires the lowest energy to execute that task. Solving for the optimal makespan is difficult in practice. Fig. 7 shows that all the algorithms agree in the energy dimension, however in the makespan dimension there are significant distinctions in solution quality. Pareto fronts for other representative systems were also computed with similar results. The new algorithms produced better quality Pareto fronts in significantly less time.

Fig. 8 illustrates how the solutions progress through the three phases of the algorithm when there is no idle power consumption. The lowest line represents the lower bound on the Pareto front. Each orange arrow represents a solution as it is rounded. In every case, the makespan increases but the energy may increase or decrease. As \( x \) is rounded, machines will finish at different times increasing the makespan. Each blue arrow represents a solution that is being fully allocated. The energy in this case does not change because the local assignment algorithm does not move tasks across machine types thus the power consumption cannot change. The makespan increases are highly varying. The full allocation solution second to the right dominates the one on the far right. In this case the solution on the far right is taken out of the estimate of the Pareto front.

Fig. 9 shows the progression of the solutions with non-zero idle power. The idle power consumption is set to 10% of the mean power for each machine type, specifically \( \text{APC}_{ij} = \frac{10}{7} \sum_j \text{APC}_{ij} \). As the makespan increases, more machines will be idle for longer, so the idle energy increases. The local assignment phase now negatively affects the energy consumption because it will often have machines idle for some time.

Fig. 10 shows the effect of idle power on the Pareto front. The curves show the lower bound on the optimal Pareto front with different idle powers. The penalty for having a large makespan increases as the idle power increases. The optimal energy solutions now must have a shorter makespan to reduce energy usage. This causes the Pareto front to contract in the makespan dimension and shift to the right slightly.
Fig. 9. Progression of solutions from lower bound to integer to upper bound (10% idle power)

Fig. 10. Pareto front lower bounds when sweeping idle power: Idle power is swept from 5% increments as labelled on the figure. As idle power increases the reward for improving makespan also increases.

VI. CONCLUSIONS

A highly scalable scheduling algorithm for the energy and makespan bi-objective optimization problem was presented. The complexity of the algorithm to compute the lower bound on the Pareto front was shown to be independent of the number of tasks. The quality of the solution also improves as the size of the problem increases. These two properties make this algorithm perfectly suited for very large scale scheduling problems. Algorithms were also presented that allow one to efficiently recover feasible solutions. These feasible solutions serve as the upper bound on the Pareto front and can be used to seed other algorithms. This upper bound was compared to the solution found with the NSGA-II algorithm and shown to be superior in solution quality and algorithm run time. These algorithms allow the decision makers to more easily trade-off energy and makespan to reduce operating costs and improve efficiency of HPC systems.
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Abstract—In this paper, we consider the maximum flow problem on networks with non-linear transfer functions. We consider special types of transfer functions, which are particularly relevant for applications. For concave transfer functions, we reduce the NL-flow problem to the generalized flow problem and solve it using a polynomial-time approximation scheme. For convex, s-shaped and monotonically growing piecewise linear (PWL) transfer functions (the latter can always be divided into s-shaped segments), we present an equivalent network representation that allows us to build a MILP model with a better performance than if we were using standard MILP formulations of PWL functions. The latter requires additional variables and constraints to force the correct (depending on the amount of flow) linear segment of PWL functions to be taken. In our model, the correct segment in an s-shaped fragment is chosen automatically due to the network’s structure. For the case when transfer functions are non-linear, we provide an error estimation for the approximated solution.

I. INTRODUCTION

In this paper, we consider flows in networks with non-linear losses (NL-flow problem). We have a directed graph \( D = (V, A) \), where \( V \) is a set of vertices and \( A \) is a set of edges. The maximum flow that we can send through edge \( a \in A \) is bounded by the edge’s capacity \( u_a \in R \). Each edge \( a \) of graph \( D \) has a capacity \( f_a \) that defines how much flow arrives at the head of edge \( a \) (that is node \( w \)).

In the classical maximum flow problem, the goal is to send as much flow as possible from the source node(s) to the target node(s), taking capacity and flow conservation constraints into account. Transfer function \( F_a(f_a) \) defines the outgoing flow from edge \( a \) depending on the incoming flow \( f_a \) to edge \( a \), \( a \in A \). For the classical case, flow does not change while going through an edge, i.e. \( F_a(f_a) = f_a \). This problem is well-studied, see e.g. Korte and Vygen [4].

The generalized flow problem (GFP) is a step closer to the NL-flow problem. The goal of the generalized maximum flow problem is to maximize flow at the target node. In a generalized graph, flow changes its value while going through edges. Outgoing flow \( F_a(f_a) \) from edge \( a \) linearly depends on the incoming flow \( f_a \) to edge \( a \), \( a \in A \). Transfer functions corresponding to this type of flow are linear, i.e. \( F_a(f_a) = \gamma_a \cdot f_a \), where \( \gamma_a \) is the proportionality coefficient corresponding to edge \( a \). The GFP has already been studied by Onaga [6] and Truemper [9]. There are fully polynomial-time approximation schemes for GFP, see e.g. Fleischer and Wayne [2] and Oldham [5], and polynomial algorithms for GFP with assumptions about transfer coefficients, see Radzik [7] and Tardos and Wayne [8].

In this paper, we introduce flows with affine-linear transfer functions, i.e. \( F_a(f_a) = \gamma_a \cdot f_a + b_a \), where \( k_a \) and \( b_a \) are constants corresponding to edge \( a \), \( a \in A \). We call optimization problems that correspond to this type of flow, affine generalized flow problems (AGFP).

For non-linear PWL functions, there exist standard ways to present them in mixed-integer formulations (see Vielma et al. [10]). Our representation is more efficient than representations applied to the general type of PWL functions. Standard ways use extra variables to force the use of the right segment of the PWL functions. We modify the network in such a way that by flow maximizing, the right segment will be chosen automatically. This allows us to get a problem formulation of significantly reduced size. The main contribution of this paper is that for a wide range of applications, we propose a solution, which deals with large MILP formulations arising by modeling problems with non-linearities. We propose efficient formulations of the maximum flow problem for networks with transfer functions of special types.

The remainder of this paper is organized as follows. In Section II-C, we introduce the required definitions and terms. We describe how to build a residual network for flows with NL functions and provide flow decomposition theorem for flows with NL losses. In Section III, motivated by the applications areas, we distinguish three special types of transfer functions: concave, convex and s-shaped. In Section IV, we design an equivalent problem representation of the original instance for the considered types of transfer functions. We show that the optimal solution of the maximization problem for this problem representation and the optimal solution of the maximization problem for the original instance are the same. For the problem with concave transfer functions, we propose a fully polynomial-time approximation scheme. For convex and s-shaped transfer functions we replace edges with NL transfer functions by network structures, where transfer functions of the edges are affine-linear. In Section V, we introduce MILP models for AGFP. In Section VI, we evaluate our MILP model. In section VII we consider the case of non-PWL transfer functions and estimate the solution error,
which arises by approximating the original transfer functions by PWL functions. Section VIII completes our paper with the conclusions.

II. PRELIMINARIES

A. Problem Formulation

We can formulate the maximization problem for flows with NL as follows:

**Problem 1:**

\[
\text{Given } D = (V, A), u_a \forall a \in A, F_a \forall a \in A.
\]

Find an \( s - t \)-flow, that maximizes

\[
\sum_{a \in \delta^-(t)} F_a(f_a)
\]

subject to

\[
\sum_{a \in \delta^+(v)} f_a - \sum_{a \in \delta^-(v)} F_a(f_a) \leq 0, \forall v \in V \setminus \{s, t\} \tag{1}
\]

\[
0 \leq f_a \leq u_a, \forall a \in A. \tag{2}
\]

Equation (1) describes the flow conservation law, inequality (2) the edge capacity constraints. Here, we allow positive excess at nodes. This does not contradict flow maximization at the target node.

B. Assumptions

Inspired by the applications of the NL-flow models (see Section III for details), we make the following assumptions on the type of transfer functions. The considered transfer functions are loss functions (\( \gamma(f_a) \leq 1 \)). Increasing flow \( f_a \) entering to edge \( a \) increases the outgoing flow \( F_a(f_a) = \gamma(f_a) : f_a \). Thus, the transfer functions are strictly monotonically growing functions. The next natural assumption is \( F_a(0) = 0 \).

The considered networks have no flow generating-cycles. In the context of our applications, flow-generating cycles would refer to perpetual flow sources, which is not possible in practice.

C. Definitions

**Definition 1:** The transfer multiplier \( \gamma_a(f_a) : R_+ \rightarrow R_+ \) is a quotient of the edge’s transfer function \( F_a(f_a) \) and flow \( f_a \) entering the edge:

\[
\gamma_a(f_a) = \frac{F_a(f_a)}{f_a}, \text{ for } f_a \neq 0.
\]

If \( f_a = 0 \), \( \gamma_a(f_a) \) may be assigned an arbitrary number. Let’s assume for this paper that if \( f_a = 0 \), then \( \gamma_a(f_a) = 0 \).

\( \gamma_a(f_a) \) can be interpreted as the efficiency of sending flow \( f_a \) through edge \( a \).

**Definition 2:** A transfer function is called loss function (flow decreases) if the transfer multiplier corresponding to this function is less than or equal to one, i.e.

\[
\gamma_a(f_a) \leq 1 \forall f_a \in R_+.
\]

**Proposition 1:** The optimization problem on a graph with multiple source nodes and multiple target nodes can always be transferred to the optimization problem on a graph with one source node and one target node.

**Proof:** The solution of the flow maximization problem (also for flows with NL-losses) is not influenced by the following two operations.

- \( T \) is a set of the target nodes and \( S \) is a set of the source nodes.
- \( g_i \) is the flow at node \( i \). \( g_i = 0 \) for \( g_i < 0 \) for \( g_i \).

Using Proposition 1 without loss of generality, we assume that the graph \( D \) has only one target node and only one source node.

**Definition 3:** An \( s - t \)-flow is a flow from the supply nodes \( s \) to target nodes \( t \).

**Definition 4:** Let us call flow at node \( v \) the difference between flow outgoing from node \( v \) \( (\sum_{a \in \delta^+(v)} f_a) \) and flow incoming to node \( v \) \( (\sum_{a \in \delta^-(v)} F_a(f_a)) \), where \( \delta^+(v) := \{(w, v) \in A\} \) is a set of edges entering node \( v \) and \( \delta^-(v) := \{(v, u) \in A\} \) is a set of edges leaving node \( v \).

**Definition 5:** The affine-generalized network is the network, in which edges have transfer functions of type \( F_a(f_a) = f_a : k_a + b_a \).

**Definition 6:** A network flow distribution \( X : R_+^A \rightarrow R_+ \) defines for all edges \( a \in A \) partition coefficients \( x_a : A \rightarrow [0, 1] \), which denote the ratio of the flow leaving node \( v \) and the flow sent through edge \( a = (v, w) \), i.e.

\[
x_a = \begin{cases} 
0, & \text{if } \sum_{a \in \delta^+(v)} f_a = 0, \\
\frac{f_a}{\sum_{a \in \delta^+(v)} f_a}, & \text{otherwise.}
\end{cases}
\]

A feasible flow through the network \( f \) determines a flow distribution \( X \).

**Definition 7:** A flow distribution \( X \) (for the given supply) is feasible if the corresponding flow is feasible, i.e. the flow does not violate flow feasibility constraints (1) and (2).

**Lemma 1:** The flow at the source node together with the feasible flow distribution \( X \) uniquely determine the flow at each edge of the given graph.
D. Decomposition theorem for NL flows

Here, we introduce the decomposition theorem for flows with NL transfer functions. This theorem will be used in the proof of Theorem 3.

Definition 8: We define the residual capacity for flow function $f : V \rightarrow R_+$ as

$$u^R_a = u_a - f_a, \ a \in A,$$

$$u^R_{\alpha} = F_a(f_\alpha), \ \alpha \in \mathcal{A},$$

where $\mathcal{A}$ is a set of backward edges.

Definition 9: The residual function for backward edges can be found as:

$$F^R_\alpha(l) = f^*_\alpha - F^{-1}_a(f^*_\alpha) - l,$$

where $f^*_\alpha$ is the current flow on edge $a$, $l = f_\alpha$, we use notation $l$ for better observability.

Definition 10: The residual function for forward edges can be found as:

$$F^R_a(g) = F_a(g + f^*_a) - F_a(f^*_a),$$

where $f^*_a$ is the current flow on edge $a$, $g = f_a$, we use notation $g$ for better observability.

Theorem 1: For every feasible flow $f$ on a graph $D = (A, V)$, there exists a collection of $k \leq m = |A(D)|$ elementary residual flows $F = F(1), \ldots, F(k)$ such that $f_a = \sum_{i=1}^{k} F_a(i)$ for all $a \in A$. Elementary residual flows are residual flows on a path, on a unit-gain cycle, on a cycle-path, on a path-cycle or on a bicycle.

We omit the proof of the theorem, but give an example of decomposition.

Given graph G and flow on it, see Figure 1. We want to decompose the current flow to flow $F(1)$ (through path 1–2–3) and to flow $F(2)$ (through path 1–2–4) so that $f_a = \sum_{i=1}^{k} F_a(i)$. Consider the graph and flow $f = (10, 30, 70)$ on it. Calculate the residual transfer function and the residual capacities for backward edges using formulas 4 and 5. $F^R_{21}(f) = f_{12} - \sqrt{(f_{12})^2 - f}$, where $f_{12} = 10$.

$F^R_{32}(f) = \frac{1}{3}$, $F^R_{42}(f) = x$. $u^R_{21}(f) = 100$, $u^R_{32}(f) = 90$, $u^R_{42}(f) = 70$.

a is a part of the flow at the source node, that forms $F(1)$, b is a part of the flow at the source node, that forms $F(2)$, $a, b \in [0, 1]$, $a + b = 1$.

There are two ways to define $F(1)$ and $F(2)$ depending on the order of augmentation. Let us call the flow after the first augmentation $f(1)$, after the second augmentation $f(2)$.

1: We first augment $a \cdot f_{12}$ units of flow along path 1–2–3 and then $b \cdot f_{12}$ units of flow along path 1–2–4. Augment the flow along path 4–2–1 by $F_{24}(f_{24})$ units. $F_{24}(f_{24}) = u_{1-2-4} = 70$. After augmenting, $f_{24}(1) = 0$, $f_{12}(1) = 10 - F^R_{21}(F^R_{12}(70)) = 10 - 10 + \sqrt{10^2} = 70 = \sqrt{30}$. $F_{24}(f_{24}) = 70$, $F_{12}(f_{12}) = f_{12} - f_{12}(1) = 10 - \sqrt{30}$.

We augment the current flow along path 3–2–1 by $F_{32}(f_{32})$ units of flow. $F_{32}(f_{32}) = u_{1-2-3} = 90$. After augmenting, $f_{23}(2) = 0$, $f_{12}(2) = \sqrt{30} - F^R_{23}(F^R_{12}(90)) = \sqrt{30} - \sqrt{20} + \sqrt{10} - \frac{1}{3} \cdot 90 = 0$.

Thus, we obtain $F(1) = (\sqrt{30}, 70, 0)$ and $F(2) = (\sqrt{30}, 0, 70)$.

2: We first augment $a \cdot f_{12}$ units of flow along path 1–2–3 and then $b \cdot f_{12}$ units of flow along path 1–2–4. Augment the flow along path 3–2–1 by $F_{32}(f_{32})$ units of flow. $F_{32}(f_{32}) = u_{1-2-4} = 90$. After augmenting, $f_{23}(1) = 0$, $f_{12}(1) = 10 - F^R_{23}(F^R_{12}(70)) = 10 - 10 + \sqrt{10^2} = \sqrt{70}$. $F_{23}(f_{23}) = 30$, $F_{12}(f_{12}) = f_{12} - f_{12}(1) = 10 - \sqrt{70}$.

We augment the current flow along path 4–2–1 by $F_{24}(f_{24})$ units of flow. $F_{24}(f_{24}) = u_{1-2-4} = 70$. After augmenting, $f_{23}(2) = 0$, $f_{12}(2) = \sqrt{70} - F^R_{23}(F^R_{12}(70)) = \sqrt{70} - \sqrt{70} + \sqrt{70} - 70 = 0$.

Thus, we obtain $F(1) = (\sqrt{70}, 0, 70)$ and $F(2) = (10 - \sqrt{70}, 30, 0)$.

III. Special types of transfer functions and their applications

In this section, we consider three types of PWL transfer functions, which are especially interesting from the application point of view. We list them together with the application examples of the models, which use those types of transfer functions. Further, we use the special properties of these functions to find the solution of the maximum flow problem.

A. Convex transfer functions

In this case, the slope of the transfer function (and, thus, the transfer efficiency) grows as the amount of flow we send increases.

One application of convex transfer functions is modeling of information flows with "learning" effects. The flow passing along the graph represents information. Transfer functions model information transmission processes with "learning" effect, e.g. handwriting recognition, face recognition, speech
recognition. Efficiency of the information recognition/transmission process increases together with the amount of information.

B. Concave transfer functions

For this case, the slope of the transfer function (and thus, the transfer efficiency) shrinks as the amount of flow we send increases.

We can use concave transfer functions, e.g., in traffic flow modeling. It is a maximum NL-flow problem to find a flow routing with minimal overall flow-losses (deceleration). Edges represent road segment. Flow corresponds to the number of vehicles passing a reference point per unit of time. Transfer functions describe the flow-deceleration effect, which increases as flow approaches the capacity of a road segment.

C. S-shaped transfer functions

S-shaped transfer functions are used to model processes with optimal operating value. The slope of the transfer function grows until it reaches the optimal operating value. As we increase the amount of flow beyond the optimal operating value, the slope decreases.

S-shaped transfer functions are interesting for modeling energy flows. Nodes represent different types of energy (e.g. raw materials, electricity or heat energy), flow is energy (in different forms), edges represent transformation of one type of energy into another. Technical equipment that enables energy transformations usually has an optimal operating value, at which this equipment reaches its maximum efficiency. Thus, transfer functions show how the efficiency of the energy transformation first grows until the optimal operating value and then shrinks (see Fig. 2).

IV. DESIGN OF EQUIVALENT PROBLEM REPRESENTATIONS

In this section, we modify the underlying network in such a way that Problem 2 from subsection IV-C has the same optimal solution for the original (Problem 1) and for the modified network. Further, in the next section, we use this modified network for establishing an efficient MILP formulation.

In the procedure described below, we replace a single edge $a = (v, w)$ by a set of $p$ parallel edges $(a_1, a_2, \ldots, a_p)$.

**Proposition 2:** Edges $((v, w)_1, (v, w)_2, \ldots, (v, w)_p)$ are parallel edges between nodes $v$ and $w$. Flow $f$ is a flow that optimally solves the maximum flow problem (non-linear, generalized or classical). If flow $f$ between nodes $v$ and $w$ is positive, then the capacity of the edges $(v, w)_i$, $i \in \ldots, p$, with higher efficiency is exhausted first.

A. Convex transfer functions

Let function $F_a$ be a PWL convex function consisting of $p$ segments defined by breakpoints: $0 = r_0^a < r_1^a < r_2^a < \cdots < r_p^a$, for all $a \in A$ (see Fig. 3, left). Let us denote the function in the interval $[r_{i-1}^a, r_i^a]$ as $F_{a_i}^k$. $F_{a_i}$ is a linear function of type $F_{a_i}^k = \gamma_{F_{a_i}}^k \cdot f + b$, where $\gamma_{F_{a_i}}^k$ is the slope of function $F_{a_i}$. Since function $F_{a_i}$ is convex, the slopes of the segments are related as follows:

$$\gamma_1 < \gamma_2 < \cdots < \gamma^p. \quad (7)$$

We replace edge $a$ by $p$ parallel edges. The transfer function of the $k$-th edge is $F_{a_i}^k$, $a \in [1..n]$. The capacity of the $k$-th edge is equal to $u_a$.

Let us show that this replacement does not influence the optimal solution.

Function $F_{a_i}^k$ is convex. Thus, the efficiency of sending flow through edge $a$ grows as the amount of flow through edge $a$ increases.

Since we maximize flow at the target node and, according to Proposition 2, prefer higher efficiency, only one edge of $p$ parallel edges will be used.

$$F_a(f_a) = \begin{cases} \gamma_i^a \cdot f_a + b_i^a, & \text{if } f_a \in [r_{i-1}^a, r_i^a], \\ 0, & \text{if } f_a = 0 \end{cases} \quad (8)$$

If we send an amount of flow $f_a$ through edge $a$ and $f_a \in [r_{i-1}^a, r_i^a]$, the $k$-th edge will be used, because transfer functions $F_{a_i}$ or $i > k$ or $i < k$ provide lower efficiency for $f_a$.

Thus, the replacement of edge $a$ by $p$ parallel edges in the way described above does not influence the solution of the maximization problem.

Now, the transfer functions of the edges are of type $\gamma f + b$ and the problem can be transformed to MILP-form (see Section V).

B. Concave transfer functions

Let function $F_a$ be a PWL concave function consisting of $p$ segments defined by breakpoints: $0 = r_0^a < r_1^a < r_2^a < \cdots < r_p^a$, for all $a \in A$. Let us denote the slope of a PWL function in the interval $[r_{i-1}^a, r_i^a]$ as $\gamma_i^a$. Since function $F_{a_i}$ is concave, the slopes of the segments are related as follows:

$$\gamma_1 > \gamma_2 > \cdots > \gamma^p. \quad (9)$$
Flow $f_a$ along edge $a$ is the sum of flows along its segments.

$$f_a = \gamma_1 \cdot f_1^a + \gamma_2 \cdot f_2^a + \cdots + \gamma_p \cdot f_p^a$$ (10)

The capacity of the edge representing the $k$-th segment of edge $a$ is equal to $r_k^a - r_{k-1}^a$. The flow along the $k$-th segment can be found as follows:

$$f_a^k = \begin{cases} 0, & \text{if } f_a \leq r_{k-1}^a \\ f_a - r_{k-1}^a, & \text{if } f_{k-1}^a \leq f_a \leq r_k^a \\ r_a - r_{k-1}^a, & \text{if } f_a \geq r_k^a \end{cases}$$

Every segment $a^k$ can be represented as an edge with transfer function $F_a^k = f_a \cdot \gamma_k^a$ and assigned capacity $(r_k^a - r_{k-1}^a)$. An edge $a$ can be replaced by $p$ parallel edges corresponding to the segments of $F_a$, for all $a \in A$. This replacement is an equivalent replacement, because the edges with the higher $\gamma$ will be used (exhausted) first when flow is maximized.

The transfer function corresponding to the edges of the modified network are linear. Now we can transform the problem to LP-form and use standard LP-solvers or apply algorithms for the GPF-case.

For example, we can use the algorithm from [2], which takes $O(\epsilon^{-2}m^* (m + n \log m^*) \log n)$ time to compute the $\epsilon$-optimal flow on a network with no flow-generating cycles. If we model energy flows, flow generating cycles refer to perpetual energy sources, which is not possible in practice. Flow is $\epsilon$-optimal if $SOL(F) \geq (1 - \epsilon)OPT(F)$, $m = |A|$, $n = |V|$ and $m^*$ is the amount of edges in the modified network.

There are two ways to reduce the algorithm’s complexity:

1: The generalized shortest-path problem is a subroutine of the GPF. On a graph with no flow-generating paths, it takes $O(m + n \log m)$ time to find a shortest path. We search for the shortest path on the residual graph. We can speed up this algorithm by a special way to set a residual graph. We use the idea described in [1] for convex cost functions. In the residual network, we do not need to consider all $2p$ $(p$ forward and $p$ backward) copies of edges between nodes $v$ and $w$; it is sufficient to maintain only two edges: the first is for increasing flow through edge $(v, w)$, the second edge is for decreasing flow on it.

Thus, it takes only $O(\epsilon^{-2}m^* (m + n \log m^*) \log n)$ time to compute the $\epsilon$-optimal flow.

2: The second way to improve the computational performance of the algorithms is to use scaling of the transfer functions. The polynomial-time algorithm for convex cost (with integer costs) flow problems based on this method is presented in [1]. In the first scaling phase, we linearize a concave function $F_{(v, w)}$ by a PWL function consisting of 2 segments of length $\frac{r_{j+1}^a - r_j^a}{2}$. The second phase, we linearize a concave function $F_{(v, w)}$ by a PWL function consisting of 4 segments of length $\frac{r_{j+2}^a - r_j^a}{4}$, and so on until we reach a segment length of $\frac{r_{j+p}^a - r_j^a}{2^p} \leq \epsilon$. Thus, we conduct $n$ scaling phases, $n \geq \lceil \log \frac{m^*}{\epsilon} \rceil$, where $U = \max_{(v, w) \in A} \beta_{(v, w)}$. After each scaling phase, we make sure that the flow on the linearized residual network is maximum. It can be shown (analogously to the proof from [1]) that to keep the flow on the network maximum in $k$-th scaling phases, it is enough to increase or decrease the flow on every edge by $\frac{\gamma_j^a}{2}$ units. There can be at most $O(m)$ augmentations in each scaling phase. The overall algorithm takes $O(m \log m^*)$ augmentations and requires $O(m + n \log m)$ time to find a shortest path, thus, runs in $O(m \log m^*) (m + n \log m)$ time.

C. S-shaped transfer functions

Let function $F_a$ be an s-shaped PWL function consisting of $p$ segments defined by breakpoints: $0 = r_0^a < r_1^a < r_2^a < r_3^a < \cdots < r_p^a$, for all $a \in A$. Let us denote the slope of a PWL function in the interval $[r_j^a, r_{j+1}^a]$ as $\gamma_j^k$.

First, we divide the s-shaped function in two parts: a concave part and a convex part. With the help of Algorithm 1, which uses the fact, that $\gamma_j^k \neq \gamma_j^{k+1}$, $a \in A$, $j \in [1, p - 1]$, we can easily find the number of the inflection segment $s$ for edge $a$ in $O(\lceil \log p \rceil)$ time. $s$ is the number of the first segment, where the slope of the following segment is lower than the slope of the current segment. The inflection segment corresponds to the highest slope.

We use Algorithm 2 to build an equivalent representation of an s-shaped PWL transform function, see Fig 5. The new representation fits into MILP framework. The solution of the

\begin{algorithm}
\caption{How to find inflection segment}
\begin{algorithmic}[1]
\Require S-shaped PWL function
\Ensure Number of the inflection segment, $s$
\Statex \hspace{1em} lower bound of $s$ $s_l := 1;
\Statex \hspace{1em} upper bound of $s$ $s_u := p;
\While {$s_l \neq s_u$}
\If {$\gamma_{s_l}^k + \frac{s_l}{m} > \gamma_{s_u}^{k+1}$}
\State slope decreases, continue search on the left part
\State $s_u := s_u + 1$
\Else
\State slope grows, continue search on the right part
\State $s_l := s_l + 1$
\EndIf
\EndWhile
\Statex $s := s_c$; ($s_l = s_c$, thus $s = s_k$).
\end{algorithmic}
\end{algorithm}
Algorithm 2 How to find the equivalent representation for s-shaped PWL transfer functions

Require: Initial underlying graph $G=(V,A)$

Ensure: Equivalent representation of graph $G$

1: $m:=|V|$
2: for $a = 1 \rightarrow m$ do
3: apply Algorithm 1 for function $F_a$ to find the number of inflection segment for transfer function of edge $a = (v,w)$
4: for $i = 1 \rightarrow s-1$ do [the convex part of the function]
5: add edge $(v,l)$ with $F_a^i = \{ \gamma_a^i \cdot f_a^i + b_a^i, \text{if } f_a^i > 0 \}$ and $u_a^i = u_a$;
6: end for
7: for $i = s \rightarrow p$ do [the concave part of the function]
8: add edge $(l,w)$ with $F_a^{p+1} = f_a^{p+1} + b_a$ and $u = \infty$.
9: end for

flow maximization problem on the new representation (by summing over edges $a^i, i \in [1,p]$) and on the initial underling network will be equivalent.

The transfer function of edge $a$ can be found as

$$F_a(f_a) = \begin{cases} 0, & \text{if } f_a = 0, \\ \gamma_a^i \cdot f_a^i + b_a^i, & \text{if } f_a \in [r_a^{i-1}, r_a^i] \text{ and } i < s, \\ \gamma_a^i \cdot f_a^i + b_a^i, & \text{if } f_a \in [r_a^{i-1}, r_a^i] \text{ and } i = s, \\ \sum_{i \in [s, p]} \gamma_a^i \cdot u_a^i + \gamma_a^{p+1} \cdot f_a^{p+1} + b_a^i, & \text{if } f_a \in [r_a^{i-1}, r_a^i] \text{ and } i > s. \end{cases}$$

Capacity limitation edge. To maintain the capacity limit on edge $a, a \in A$, we introduce a total capacity limitation on edges $a_i, i \in [1..p_a]$.

$$\sum_{i \in [1..p_a]} u_a^i \leq u_a.$$ 

We can either integrate this constraints into the MILP formulation for all $a \in A$ or add a bottleneck edge with capacity $u_a$ to node $v$ so that all flow incoming to node $v$ must first pass through this bottleneck edge. For convex and concave cases, the number of edges on the expanded graph per edge on the original graph $p_a^+ \rightarrow p_a + 1$. For s-shaped transfer functions, $p_a^+ \rightarrow p_a + 2$.

We can formulate the maximization problem on the modified network as follows:

**Problem 2:**

Given $D = (V,A)$, $u_a \forall a \in A, F_a \forall a \in A$. Find an $s \rightarrow t$-flow, that maximizes

$$\sum_{a \in \delta^-(t)} \sum_{i \in 1..p_a^+} F_a^i(f_a)$$

subject to

$$\sum_{a \in \delta^-(v)} \sum_{i \in 1..p_a^+} F_a^i(f_a) \leq 0, \forall v \in V \setminus \{s,t\}$$

$$0 \leq f_a \leq u_a, \sum_{i \in [1..p_a]} u_a^i \leq u_a, \forall a \in A, i \in 1..p_a^+.$$ 

Theorem 2: The optimal solution of the flow maximization problem for Problem 1 with s-shaped transfer functions can be generated from the optimal solution of the flow maximization problem for Problem 2.

Proof: If we send an amount of flow $f_a$ through edge $a$ and $f_a \in [r_a^{k-1}, r_a^k]$ and $k < \gamma$, then (like for the standard convex case) the $k$-th edge will be used, because transfer functions $F_a^k, i > k$ or $i < k$, provide lower efficiency for $f_a$. And if we send flow $f_a < r_a^{k-1}$, maximization of the flow leads us to choose one of the edges in new representation, and send the whole flow $f_a$ through this edge.

If we send $f_a \in [r_a^k, r_a^{k+1}]$ and $k \geq \gamma$, then we are on the concave part of the function. Segment $s$ is less efficient as any segment of the concave part. The function, which describes the s-shaped PWL function of segment $s$, can be written as $F_a^s = \gamma_a^s + b_a^s$. Per definition of concavity, for $i > s$ any following segment is less efficient than the previous and, thus, $\gamma_a^i > \gamma_a^{i+1}$ and $\gamma_a^i + b_a^i > \gamma_a^{i+1} + b_a^{i+1}$ for $i > s$. In the other words, if we send flow $f_a \geq r_a^{s-1}$, we first fulfill edge $s$, and only then, if $u_a < f_a$, the following edges. Then, $f_a = \sum_{i=s..p_a} f_a^i$.

Parallel edges. By allowing parallel edges, we meet some notational difficulties, because an edge cannot be uniquely specified by its tail and its head. We can use the following to build the equivalent network without using parallel edges. If there are parallel edges between node $v$ and $w$, we replace all but one of these edges by a pair of series-connected edges. Thus, the first edge in the pair stays as original, the second one gets a transfer function equal to one and capacity equal to $\infty$. For implementation, instead of $\infty$, we use a big number, which guarantees no capacity limitation on this edge. Flow at any edge of our network is less than $\sum_{i \in \delta^-(s)} f_a^i$. Thus, in order not to create capacity limitations, we can use any number greater than $\sum_{i \in \delta^-(s)} f_a^i$. Thus, we can easily replace a graph with parallel edges by an equivalent graph without parallel edges. A negative effect of this replacement is that it expands the underlying network. For convex and concave cases, the number of edges on the expanded graph per edge on the original graph $p_a^+ \rightarrow p_a + 1 + p_a - 1 = 2 \cdot p_a$. 

Fig. 5. An equivalent representation of edge $a$ with an s-shaped transfer function.
For s-shaped transfer functions, in the subgraph replacing edge $a$, there are two sets of parallel edges, thus, $p_a^+ + p_a^-$ becomes $p_a + 2 + p_a - 2 = 2 \cdot p_a$.

**Graph expansion.** If the PWL function of any edge $a \in A$ consists of $p$ segments, the number of edges in the expanded graph becomes $m \cdot 2p$, where $m$ is the amount of edges in the initial graph (with NL PWL transfer functions). If the number of segments in the approximation function $p_a$ is different for every edge $a$, the number of edges in the modified network becomes $\sum_{a \in A} 2 \cdot p_a$. Let us denote the number of edges in the modified network as $m^*$.

**D. Monotonically growing transfer functions**

Monotonically growing PWL transfer functions can be divided into s-shaped fragments. For each s-shaped fragment, we establish an equivalent network representation as described in section IV-C. Thus, the correct segment within each s-shaped fragment is chosen automatically due to the network’s structure. We need to use the extra variables only to force the right (depending on the amount of flow) s-shaped fragment to be taken.

V. **MILP-MODEL FOR MAX-FLOW PROBLEMS ON AGFPP NETWORK**

In this section, we present the formulation of the maximum flow problem on affine-linear generalized network in MILP form.

In the model, we have to integrate the following properties of $F_a$:

$$ F_a = \begin{cases} f_a \cdot \gamma_a + b_a, & \text{if } f_a > 0 \\ 0, & \text{if } f_a = 0 \end{cases} $$

To do this, we use binary variables $f_a^* \in \{0, 1\}$, $a \in A$. If $f_a^* = 1$, then flow $f_a$ is greater then zero. If $f_a^* = 0$, then flow $f_a$ is zero. The capacity of flow $f_a$ through edge $a$ is set to zero unless $f_a^* = 1$.

Given $D^* = (V, A)$ ($D^*$ is an expanded/modified graph), $u_a, b_a, b_a, r_a \forall a \in A$.

Find an $s-t$-flow, that maximizes

$$ \sum_{a \in \delta^-(v)} (f_a \cdot \gamma_a + b_a \cdot f_a^*) $$

subject to

$$ \sum_{a \in \delta^+(v)} f_a - \sum_{a \in \delta^-(v)} (f_a \cdot \gamma_a + b_a \cdot f_a) = 0, \forall v \in V \setminus \{s, t\} $$

$$ f_a^* \in \{0, 1\}, \forall a \in A $$

$$ 0 \leq f_a \leq u_a \cdot f_a^*, \forall a \in A $$

VI. **MODEL EVALUATION**

Vielma et al. [10] study different ways to model PWL functions in MILP form. They consider the disaggregated convex combinations model, the logarithmic model, the logarithmic disaggregated model and other models. These models are characterized by size of the formulation. Since the quantitative measurement of constraints, continuous and binary variables in formulations is ambivalent (e.g. some models require less constraints, but need more binaries), computational experiments were conducted and presented in [10]. The performance of the logarithmic model was considered the best. According to [10], the crucial parameter that defines time performance is the number of additional continuous variables. Our model, which uses the special properties of the considered PWL functions, does not need additional continuous variables to choose the right edge. Remember, the right edge is the edge that corresponds to the segment of a PWL function that would be chosen if we sent $\sum_{a \in [s, t]} f_a^*$ through edge $a$. Thus, we reduce the number of continuous variables, and thus, improve the computational performance.

VII. **ERROR ESTIMATION**

Let us consider the situation in which the original transfer functions $F(\cdot)$ are not PWL functions. Non-linear monotonically increasing functions can be approximated by monotonically increasing PWL functions ($F^A(\cdot)$), and the approach described in this paper can be applied. Obviously, the optimal solution for the original transfer functions $OPT(F)$ does not have to be equivalent to the optimal solution for the approximating transfer function $OPT(F^A)$. It is important to be able to estimate how the approximation quality influence the computational performance.

The approximation error from above, $\epsilon^1$, can be defined as follows:

$$ \epsilon^1 = \max_{a \in A} \max_{0 \leq f_a \leq u_a} \frac{\gamma_a^A(f_a) - \gamma_a(f_a)}{\gamma_a(f_a)} = \max_{a \in A} \max_{0 \leq f_a \leq u_a} \frac{\gamma_a^A(f_a)}{\gamma_a(f_a)} - 1, $$

i.e. $\epsilon^1 \geq \frac{\gamma_a^A(f_a)}{\gamma_a(f_a)} - 1, \forall a \in A, 0 \leq f_a \leq u_a.$

The latter can be reformulated as follows:

$$ (\epsilon^1 + 1) \gamma_a(f_a) \geq \gamma_a^A(f_a), \forall a \in A, 0 \leq f_a \leq u_a.$$

The approximation error from below, $\epsilon^1$, can be defined as follows:

$$ \epsilon^1 = \max_{a \in A} \max_{0 \leq f_a \leq u_a} \left( \gamma_a(f_a) - \frac{\gamma_a^A(f_a)}{\gamma_a(f_a)} \right) = \max_{a \in A} \max_{0 \leq f_a \leq u_a} \frac{1 - \gamma_a^A(f_a)}{\gamma_a(f_a)} $$

i.e. $\epsilon^1 \leq 1 - \frac{\gamma_a^A(f_a)}{\gamma_a(f_a)} , \forall a \in A, 0 \leq f_a \leq u_a.$

The latter can be reformulated as follows:

$$ (1 - \epsilon^1) \gamma_a(f_a) \leq \gamma_a^A(f_a), \forall a \in A, 0 \leq f_a \leq u_a.$$

**Theorem 3:**

$$ \frac{OPT(\gamma^A)}{(1 + \epsilon^1)^2} \leq OPT(\gamma) \leq \frac{OPT(\gamma^A)}{(1 - \epsilon^1)^2}, $$

where $z$ is the amount of edges in the longest $s-t$-path, at most $|A|$. 
Proof: We split the proof into two parts.

Part 1. We prove that $OPT(\gamma) \geq \frac{OPT(\gamma_{A↑})}{(1+\epsilon↑)^2}$.

Suppose we know the optimal solution $f_{OPT}^{A↑}$ for $\gamma_{A↑}(\cdot)$. According to the flow decomposition theorem (Theorem 1), we can decompose $f_{OPT}^{T}$ into $l$ paths, $l \leq |A|$. The amount of flow we send through path $P_i = a_1, a_2, \ldots, a_{ki}$, $i \in [1,l]$ is $f_i$. The amount of flow that reaches the target node through path $P_i$ is $\gamma_{P_i}^{A↑}(f_i)$.

Let us take the same amount of flow at the source node as we use to obtain $OPT^{A↑}$ and send it through the network with transfer functions $\gamma(\cdot)$ according to distribution $X(f_{OPT}^{T})$ (Def. 6). This yields flow $f$. Now, let us apply the same path representation (which was obtained by flow decomposition) in its distribution form $X$ to flow $f$. Thereby, we do a valid decomposition of flow $f$ into $l$ paths. The flow we send through path $P_i$ stays $f_i$, flow arriving at the target node through path $P_i$ is $\gamma_{P_i}(f_i) = \gamma_{ki}(\gamma_{ki-1} \ldots \gamma_{1}(f_i))$.

Assume that we have a limit on the rate of transfer function growth, $\gamma_i(f_i), 0 \leq f_i \leq a_i, a \in A$. Then, $\gamma_k(\gamma_{A}(x)(1+\epsilon↑)) \leq \gamma_{ki}(\gamma_{x}(1+\epsilon↑))$, $\epsilon↑ \geq 0, j, k \in A$.

Then, $\gamma_{P_i}^{A↑}(f_i) \leq \gamma_{ki}(\gamma_{ki-1}(\ldots \gamma_{1}(f_i)(1+\epsilon↑))(1+\epsilon↑))(1+\epsilon↑) \leq \gamma_{kl}(\gamma_{kl-1}(\ldots \gamma_{1}(f_i)))(1+\epsilon↑)^{ki} = \gamma_{P_i}(f_i)(1+\epsilon↑)^{ki}$.

Taking into account that $OPT(\gamma) \geq \sum_{i \in [1,l]} \gamma_{P_i}(f_i)$, we can state the following: $OPT(\gamma^{A↑}) = \sum_{i \in [1,l]} \gamma_{P_i}^{A↑}(f_i) \leq \sum_{i \in [1,l]} \gamma_{P_i}(f_i)(1+\epsilon↑)^{ki} \leq OPT(\gamma)(1+\epsilon↑)^{2}$. q.e.d.

Part 2. We prove that $OPT(\gamma^{A}) \geq OPT(\gamma)$.

This part of the proof is analogous to the first part.

First, we suppose to know the optimal solution for $\gamma(\cdot)$. Let us take a flow decomposition for this solution and apply it to $\gamma^{A}(\cdot)$. By this, no capacity constraint is broken. The amount of flow at the target node for the second solution is greater than for the first. The optimal solution for $\gamma^{A}(\cdot)$ is the solution that provides the greatest amount of flow at the target node for the graph with $\gamma^{A}(\cdot)$. Thus, we can compare $OPT(\gamma^{A})$ and $OPT(\gamma)$.

$OPT(\gamma) = \sum_{i \in [1,l]} \gamma_{P_i}(f_i) \leq \sum_{i \in [1,l]} \frac{\gamma_{P_i}^{A}(f_i)}{(1+\epsilon↑)^{ki}} \leq OPT(\gamma^{A}) (1+\epsilon↑)^{-2}$. q.e.d.
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Abstract—Evolutionary optimization algorithms and their hybrid forms have become popular for solving multimodal complex problems which are very difficult to solve by traditional methods in the recent years. In the literature, many hybrid algorithms are proposed in order to achieve a better performance than the well-known evolutionary optimization methods being used alone by combining their features for balancing the exploration and exploitation goals of the optimization algorithms. This paper proposes a novel hybrid algorithm composed of Differential Evolution algorithm, Particle Swarm Optimization algorithm and Harmony Search algorithm which is called HDPH. The proposed algorithm is compared with these three algorithms on the basis of solution quality and robustness. Numerical results based on several well-studied benchmark functions have shown that HDPH has a good solution quality with high robustness. Also, in HDPH all parameters are randomized which prevents the disadvantage of selecting all possible combination of parameter values in the selected ranges and of finding the best value set by parameter tuning.

I. INTRODUCTION

In recent years, many different optimization techniques have been proposed for solving the complex, multimodal functions in several fields [1-4]. Some of the well-known optimization algorithms are the Genetic Algorithm (GA), Particle Swarm Optimization (PSO) algorithm, Ant Colony Optimization (ACO) algorithm, Differential Evolution (DE) algorithm, and Harmony Search (HS) algorithm. These algorithms are used in various fields by many researchers to obtain the optimum value of the problems [5-10]. Each optimization algorithm uses different properties to keep a balance between the exploration and exploitation goals which can be a key for the success of an algorithm. Exploration attribute of an algorithm enables the algorithm to test several areas in the search space. On the other hand, exploitation attribute makes the algorithm focus the search around the possible candidates. Although the optimization algorithms have positive characteristics, it is shown that these algorithms do not always perform as well as it is desired [11]. Because of this, hybrid algorithms are growing area of interest since their solution quality can be made better than the algorithms that form them by combining their desirable features. Hybridization is simply the combination of two or more techniques in order to outperform their performances by the use of their good properties together. Hybridization has been done in several different ways in the literature and it is observed that the new hybridization techniques are very efficient and effective for optimization [11-16].

A novel hybrid algorithm proposed in this paper is called HDPH and it is a combination of three well known evolutionary algorithms, namely Differential Evolution (DE) algorithm, Particle Swarm Optimization (PSO) algorithm, and Harmony Search (HS) algorithm. It merges the general operators of each algorithm recursively. This achieves both good exploration and exploitation in HDPH without altering their individual properties.

HDPH is compared with the three algorithms that form it on the basis of the solution quality and the robustness on random initialization of a solution set. The set of well studied benchmark functions which are Multimodal (M)/Separable (S) or Multimodal (M)/Non-separable(N) are used for the evaluation.

The rest of the paper is organized as follows; Section II describes the HDPH algorithm that is proposed in detail. Section III presents the performances of the hybrid algorithm and the algorithms that generate it together and also our discussions. In the last section, Section IV, the concluding remarks of the paper are given.

HDPH Algorithm

In the literature, many different ways of combining the well-known algorithms are performed to obtain more powerful optimization algorithms [11-16]. The main aim of the hybridization is to use different properties of different algorithms to improve the solution quality.

Among the well-known algorithms, DE, PSO and HS algorithms are the three algorithms that are used in many fields by researchers and these algorithms are proven to be very powerful optimization tools [5-8]. Each algorithm has different strong features. As an example, DE usually requires less computational time and also has better approxim-
mation of solutions for most of the problems. PSO generally avoids the solution from trapping into local minima by using its diversity. HS on the other hand, is an efficient algorithm that has a very good performance on different applications.

HDPH uses the operators of these three algorithms with randomly selected parameters consecutively and by not altering their properties. The new candidate set, obtained by each algorithm, is used as a new solution set for the other algorithm. Fig.1 shows the HDPH algorithm in the form of a flowchart which demonstrates the main steps of the process.

The summarized steps of HDPH can be given as follows:

Step 1. Generation of the candidate population with given dimensions: Initialize the candidate population $X_{ij}$ in a given range.

Step 2. Crossover and mutation operators of DE: The mutation and crossover operators are applied to find the better approximation to a solution by using (1), (2), and (3).

The mutant vector $V_{ij}$ is calculated as corresponding to each member in population using (1) where $a$, $b$, and $c$ are distinct numbers. Mutant vector $V_{ij}$ is crossovered with $X_{ij}$ and trial vector $U_{ij}$ is generated by using (2) where $r_j$ is a uniformly distributed number for each $j$th parameter of $X_i$. Also, $F$ and $CR$ are the main control parameters of DE.

$$V_{ij} = X_{ij} + F(X_{ib} - X_{ic})$$ (1)

$$U_{ij} = \begin{cases} V_{ij} & \text{if } r_j \leq CR \\ X_{ij} & \text{otherwise} \end{cases}$$ (2)

$$X_{ij} = \begin{cases} U_{ij} & \text{if } f(U_{ij}) < f(X_{ij}) \\ X_{ij} & \text{otherwise} \end{cases}$$ (3)

Selection process determines $U_{ij}$ to survive to the next generation by using (3).

Step 3. Particle movement by PSO: The randomly selected parameters are applied on the velocities by using (4). When a better solution is being discovered, all particles improve their positions by using (5). This movement avoids the particles to be trapped to the local minima by increasing the diversity of solution. $V_{ij}$ refers to the velocity values and for each row is calculated according to the control parameters $c_1$, $c_2$, and $w$ by using (4). $P_{best}$ is the best position obtained by any particle and $P_{gbest}$ is the personal best of a particle. $X_{ij}$ refers to current positions of a particle and can be updated by using (5) for each row.

<table>
<thead>
<tr>
<th>D</th>
<th>Function</th>
<th>Formula</th>
<th>$f_{\text{min}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Booth</td>
<td>$\left( x_i + 2x_j - 7 \right)^2 + \left( 2x_i + x_j - 5 \right)^2$</td>
<td>0</td>
</tr>
<tr>
<td>30</td>
<td>Rastrigin</td>
<td>$\sum_{i=1}^{n} x_i^2 - \frac{10}{\pi} \cos \left( \pi x_i \right)$</td>
<td>0</td>
</tr>
<tr>
<td>30</td>
<td>Schwefel</td>
<td>$\sum_{i=1}^{n} x_i \sin \left( \sqrt{</td>
<td>x_i</td>
</tr>
<tr>
<td>10</td>
<td>Michalewicz</td>
<td>$-\sum_{i=1}^{n} \sin \left( x_i \right) \sin \left( \frac{\sin \left( ax_i \right)}{\pi} \right)^2$</td>
<td>-9.6602</td>
</tr>
<tr>
<td>2</td>
<td>Schaffer</td>
<td>$0.5 + \frac{1}{4} \left( x_1^2 + x_2^2 \right) - 0.5 \cos \left( 2\pi x_1 \right) - \cos \left( 2\pi x_2 \right)$</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>Six Hump Camel Back</td>
<td>$4x_1^2 - 2.1x_1^4 + \frac{1}{3}x_1^6 + x_1x_2 - 4x_2^2 + 4x_2^4$</td>
<td>-1.03163</td>
</tr>
<tr>
<td>2</td>
<td>Shubert</td>
<td>$\left( \sum_{i=1}^{n} \cos \left( \frac{\pi}{\sqrt{2}} (i + 1) x_i \right) \right)^2$</td>
<td>-186.73</td>
</tr>
<tr>
<td>30</td>
<td>Griewank</td>
<td>$\frac{1}{4000} \sum_{i=1}^{n} x_i^2 - \frac{1}{\pi} \sum_{i=1}^{n} \cos \left( \frac{x_i}{\sqrt{n}} \right) + 1$</td>
<td>0</td>
</tr>
<tr>
<td>30</td>
<td>Ackley</td>
<td>$-20 \exp \left( -0.2 \left( \frac{1}{n} \sum_{i=1}^{n} x_i^2 \right) \right) + \exp \left( \frac{1}{n} \sum_{i=1}^{n} \cos \left( 2\pi x_i \right) \right) + 20 + e$</td>
<td>0</td>
</tr>
<tr>
<td>30</td>
<td>Penalized</td>
<td>$\frac{1}{\sigma} \left[ \frac{\min \left( \mu_i \right) \left( 2 \mu_i \right) + \left( \frac{1}{2} \right) \left( 2 \mu_i \right)^2 + \left( \frac{1}{2} \right) \left( 2 \mu_i \right)^3 \right] + \left( \frac{1}{\sigma} \sum_{i=1}^{n} \left( \frac{1}{100} \right) \right)$</td>
<td>0</td>
</tr>
</tbody>
</table>

Step 3. Particle movement by PSO: The randomly selected parameters are applied on the velocities by using (4). When a better solution is being discovered, all particles improve their positions by using (5). This movement avoids the particles to be trapped to the local minima by increasing the diversity of solution. $V_{ij}$ refers to the velocity values and for each row is calculated according to the control parameters $c_1$, $c_2$, and $w$ by using (4). $P_{best}$ is the best position obtained by any particle and $P_{gbest}$ is the personal best of a particle. $X_{ij}$ refers to current positions of a particle and can be updated by using (5) for each row.
\[ V_i = w \cdot V_i + c_1 \cdot (P_{best} - X_i) + \\
\quad + c_2 \cdot (\text{global}_{best} - X_i) \]  

(4)

\[ X_i = X_i + V_i \]  

(5)

Step 4. \emph{Choosing a neighboring value by HS:} HS can search in different zones of the search space by using the control parameters that are \( hmcr, par, \) and \( f_w \). With a given probability of \( hmcr \), a value is selected from the candidate population. With a given probability of \( 1-hmcr \), a random candidate is generated in the given range. The population can have non-updated candidates to keep the diversity in the population with a given probability of \( 1-par \). With a given probability of \( par \), the candidates are updated by applying (6) where \( \text{rand}(\cdot) \) is a random number \( \in (-1,1) \).

\[ X_i = X_i + \text{rand}(\cdot) \cdot f_w \]  

(6)

Step 5. Consecutively Step 2, Step 3, and Step 4 are applied.

The algorithm is performed until the termination criterion is not satisfied. Elitism is included in HDPH by keeping the best solution at the end of each iteration.

III. NUMERICAL RESULTS AND DISCUSSIONS

The proposed hybrid algorithm HDPH is tested using 10 well known benchmark functions for random initialization of the population with the three algorithms used to form it. The benchmark functions are selected as Multimodal (M)/Separable (S) and Multimodal (M)/Non-separable (N). These benchmark functions are presented in Table I. The population size for the functions is fixed to 100 for all algorithms.

The two control parameters of DE algorithm which are \( F \) and \( CR \) are selected from the sets given as follows: \( F \in \{0.3, 0.5, 0.7, 0.8, 0.9, 1.2, 1.4\} \) and \( CR \in \{0.1, 0.2, 0.4, 0.6, 0.8, 0.9\} \). The three control parameters that are used in PSO algorithm are selected from the sets as given; \( c_1 \) and \( c_2 \) \( \in \{0.3, 0.6, 0.9, 1.2, 1.5, 1.8\} \), and \( w \in \{0.4, 0.5, 0.6, 0.7, 0.8, 0.9\} \). For the HS algorithm, the control parameters called \( hmcr \) and \( par \) are selected from the sets as follows; \( hmcr \in \{0.7, 0.8, 0.9, 0.93, 0.96, 0.98\} \) and \( par \in \{0.01, 0.02, 0.05, 0.1, 0.2\} \). The control parameter \( f_w \) is adjusted as 0.01, 0.05, 0.1, and 0.2 times the upper bound of each function in HS. Each possible combination of control parameters is selected and each selection is run for 20 times for each algorithm. The selected parameter ranges are chosen similar to the commonly used ranges in the literature.

For each function, the control parameter values that are closest to the optimum solution are selected and the function is further evaluated around these selected control parameters. By doing this, we try to achieve a good parameter tuning.

For the HDPH model, instead of selecting the eight control parameters discretely from the sets used for three algorithms, they are selected randomly from the parameter ranges that are formed by selecting the minimum and maximum elements of each parameter set as the lower and upper bounds of the ranges for these parameters respectively. This is done because it would have been very difficult to test all possible combination of parameter values otherwise. The results are obtained only by running the hybrid model for 20 times.

In Tables II and III, the performances of these algorithms over 10000 function evaluations are shown. For each algorithm, the best value (Best Val), the average (Avg) of the 20 runs for the selected best value parameters and the standard deviations (Stdev) are shown. In case that there are more than one control parameter values that give the best value, the one that has a closer average to the optimal value and smaller standard deviation is chosen.

The results that are obtained for the selected MS functions are shown in Table II. The best values obtained using HDPH, except Rastrigin function, are either better or similar to the best values obtained by the other three algorithms. The standard deviations and the averages of HDPH for Schwefel and Michalewicz10 functions are substantially better than the other three algorithms. However, for the Rastrigin function, the standard deviation and the average of HS algorithm are better than HDPH and for the Booth function, all three algorithms have a better standard deviation values compared to HDPH.

In Table III, the results for MN functions are tabulated. For Griewank, Ackley, and Penalized functions, the best values obtained using HDPH outperform the other three algorithms. For these three functions, when both the average and standard deviation values are taken into consideration, the HDPH gives better results than DE and PSO algorithms. When it is compared by the HS algorithm, except Ackley function which gives similar results, HDPH is again better than HS algorithm. For the Schaffer, Six Hump Camel Back and Shubert functions, both the best values and standard deviations are comparable for all four algorithms.

It can be seen from the results that HDPH generally worked as good as or sometimes better than other three algorithms in terms of solution quality and robustness. This is achieved by running the HDPH algorithm only 20 times. For the other three algorithms, the tabulated results are obtained by running the programs 20 times for all possible combinations of parameters, finding the parameter set that gives the best performance, making a parameter tuning around those values and using those parameters that has achieved the best performance. This point is a verification of the good performance of HDPH algorithm.
IV. CONCLUSION

In this work, the new hybrid algorithm, called HDPH, is proposed to achieve a robust algorithm with a good solution quality by combining the three well-known algorithms, DE, PSO and HS. The performances of chosen algorithms are based on the parameter selection. Therefore, all combination of parameter values are tested for each function for all three algorithms and the results that are tabulated are selected as the best values obtained through all possible trials. However, in the HDPH algorithm the parameters are chosen randomly in the given ranges which make the algorithm easier to implement. Even with this kind of simplification in HDPH algorithm, the good performance is verified. Also, the experimental results have shown that, when both solution quality and robustness of an algorithm are taken into consideration, in most of the test functions, HDPH is more robust than the other three algorithms. At the same time, HDPH, for many functions analyzed, has similar or even better solution quality than the three algorithms that compose it. Hence, the proposed hybrid algorithm, HDPH, makes use of the features of the three algorithms and has similar or better solution quality with high robustness to random initialization of the population.
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TABLE II
RESULTS FOR MULTIMODAL-SEPARABLE FUNCTIONS

<table>
<thead>
<tr>
<th>Function</th>
<th>Values</th>
<th>HDPH</th>
<th>DE</th>
<th>PSO</th>
<th>HS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Booth</td>
<td>Avg</td>
<td>0.0001</td>
<td>1.37E-25</td>
<td>0</td>
<td>3.36E-07</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>0.0007</td>
<td>1.80E-25</td>
<td>0</td>
<td>5.02E-07</td>
</tr>
<tr>
<td></td>
<td>BestVal</td>
<td>0</td>
<td>2.41E-27</td>
<td>0</td>
<td>1.27E-08</td>
</tr>
<tr>
<td>Rastrigin</td>
<td>Avg</td>
<td>36.18</td>
<td>1.27E89</td>
<td>46.3655</td>
<td>18.1256</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>12.03</td>
<td>6.81E12</td>
<td>17.416</td>
<td>3.47E69</td>
</tr>
<tr>
<td></td>
<td>BestVal</td>
<td>12.82</td>
<td>126.013</td>
<td>19.0816</td>
<td>12.7443</td>
</tr>
<tr>
<td>Schwefel</td>
<td>Avg</td>
<td>-12567.6</td>
<td>-7485.74</td>
<td>-8531.08</td>
<td>-12554.43</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>2.9759</td>
<td>9047.24</td>
<td>28.8299</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BestVal</td>
<td>-12569.5</td>
<td>-8128.58</td>
<td>-10353.9</td>
<td>-12566.1</td>
</tr>
<tr>
<td>Micha10</td>
<td>Avg</td>
<td>-0.0025</td>
<td>0.11902</td>
<td>0.93836</td>
<td>0.05591</td>
</tr>
</tbody>
</table>

TABLE III
RESULTS FOR MULTIMODAL-SEPARABLE FUNCTIONS

<table>
<thead>
<tr>
<th>Function</th>
<th>Values</th>
<th>HDPH</th>
<th>DE</th>
<th>PSO</th>
<th>HS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schaffer</td>
<td>Avg</td>
<td>0.000723</td>
<td>0.000107</td>
<td>0.000250</td>
<td>0.000923</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>0.003701</td>
<td>0.00088</td>
<td>0.00428</td>
<td>0.00217</td>
</tr>
<tr>
<td></td>
<td>BestVal</td>
<td>0</td>
<td>7.80E-05</td>
<td>0</td>
<td>1.85E-06</td>
</tr>
<tr>
<td>Six Hump Camel Back</td>
<td>Avg</td>
<td>-0.130163</td>
<td>-0.130163</td>
<td>-0.130163</td>
<td>-0.130163</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3.68E-06</td>
</tr>
<tr>
<td></td>
<td>BestVal</td>
<td>-0.130163</td>
<td>-0.130163</td>
<td>-0.130163</td>
<td>-0.130163</td>
</tr>
<tr>
<td>Shubert</td>
<td>Avg</td>
<td>-186.722</td>
<td>-185.624</td>
<td>-186.729</td>
<td>-186.727</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>0.026154</td>
<td>1.04904</td>
<td>0.00959</td>
<td>0.00438</td>
</tr>
<tr>
<td></td>
<td>BestVal</td>
<td>-186.731</td>
<td>-186.703</td>
<td>-186.731</td>
<td>-186.731</td>
</tr>
<tr>
<td>Griewank</td>
<td>Avg</td>
<td>0.045248</td>
<td>1.53190</td>
<td>0.39352</td>
<td>0.140977</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>0.002058</td>
<td>1.29684</td>
<td>0.03516</td>
<td>0.001404</td>
</tr>
<tr>
<td></td>
<td>BestVal</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00174</td>
</tr>
<tr>
<td>Ackley</td>
<td>Avg</td>
<td>0.851525</td>
<td>16.7755</td>
<td>2.86068</td>
<td>1.09005</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>0.594699</td>
<td>0.75719</td>
<td>1.01934</td>
<td>0.29879</td>
</tr>
<tr>
<td></td>
<td>BestVal</td>
<td>0.007775</td>
<td>15.1746</td>
<td>0.65150</td>
<td>0.56317</td>
</tr>
<tr>
<td>Penalized</td>
<td>Avg</td>
<td>0.031359</td>
<td>5.08107</td>
<td>4.36306</td>
<td>0.29210</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>0.056563</td>
<td>2.13136</td>
<td>2.94708</td>
<td>0.24432</td>
</tr>
<tr>
<td></td>
<td>BestVal</td>
<td>3.59E-06</td>
<td>2.79334</td>
<td>0.37862</td>
<td>0.04269</td>
</tr>
</tbody>
</table>
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Abstract—The aim of the paper is to analyze the potential of the mixed precision iterative refinement technique for the WZ factorization. We design and implement a mixed precision iterative refinement algorithm for the WZ factorization with the use of the single (a.k.a. float), double and long double precision. For random dense square matrices with the dominant diagonal we report the performance and the speedup of the solvers using different machines and we investigate the accuracy of obtained solutions. Additionally, the results (performance, speedup and accuracy) for our mixed precision implementation based on the WZ factorization were compared to the similar ones based on the LU factorization.

I. INTRODUCTION

SOLUTION of linear systems of equations of the form:

\[ Ax = b, \quad \text{where} \quad A \in \mathbb{R}^{n \times n}, \quad b \in \mathbb{R}^n, \]

is an important and common problem in engineering and scientific computations. One of the direct methods of solving a dense linear system (1) is to factorize the matrix \( A \) into some simpler matrices — and then solving simpler linear systems. The most known factorization is the LU factorization.

In this work we study another form of the factorization, namely the WZ factorization. In [5], [6], [7] we showed that there are matrices for which applying the incomplete WZ preconditioning gives better results than the incomplete LU factorization and we also showed the use of the WZ factorization for Markovian models.

One of quite known techniques to accelerate computations is the mixed precision iterative refinement. The iterative refinement is a well-known concept and it was analyzed by [11], [13], [12]. The mixed precision iterative refinement technique is used for the high performance computing [2], for example, for the solution of dense linear systems [3] — the LU factorization was considered among others, for accelerated block-asynchronous iteration methods [1].

The idea of such a refinement is that we perform the most time-consuming computations with the use of the low precision and then we improve the accuracy of the solution with the use of the high precision — by the iterative refinement. The mixed precision method uses properties of modern computer architectures where the single precision computations are about twice faster than the double precision ones — and the same can be observed for the memory access for both precisions.

Here we will modify the WZ solver to use the mixed precision approach. The aim of the paper is to analyze the potential of the mixed precision iterative refinement technique for the WZ factorization. We design and implement a mixed precision iterative refinement algorithm for the WZ factorization and compare its performance, speedup and accuracy with the pure implementation of the WZ factorization with the use of the float, double and long double precisions. We also compare it to an analogous LU solvers (pure ones and with the mixed precision).

The content of the paper is following. In Section II we describe the idea of the WZ factorization [8], [14] and the way the matrix \( A \) is factorized to a product of matrices \( W \) and \( Z \) — such a factorization exists for every nonsingular matrix (with pivoting) what was shown in [8].

In Section III provides some mathematical background by outlining the idea of the iterative refinement algorithm.

In Section IV we describe the mixed precision iterative refinement technique for the WZ factorization. We present the algorithm for matrices which can be factorized without pivoting, for example, strictly diagonally dominant ones (as it was proved in [8]) and we give details about the implementation of the mixed precision iterative refinement for the WZ factorization.

In Section V we present the results of our experiments. We analyze the performance of our algorithm and its speedup. We study the influence of the size of the matrix on the achieved numerical accuracy.

Section VI is a summary of our experiments.

II. WZ FACTORIZATION

Here we describe shortly the WZ factorization usage to solve (1). The WZ factorization is described in [8], [10]. Assume that the \( A \) is a square nonsingular matrix. We are to find matrices \( W \) and \( Z \) that fulfill \( WZ = A \) and the matrices \( W \) and \( Z \) consist of the following columns \( w_i \) and rows \( z_i^T \).
respectively:
\[
  w_i = (0, \ldots, 0, 1, w_{i+1,i}, \ldots, w_{n-i,i}, 0, \ldots, 0)^T \\
  \text{for } i = 1, \ldots, m, \\
  w_i = (0, \ldots, 0, 1, 0, \ldots, 0)^T \\
  \text{for } i = p, q, \\
  w_i = (0, \ldots, 0, w_{n-i+2,i}, \ldots, w_{i-1,i}, 1, 0, \ldots, 0)^T \\
  \text{for } i = q + 1, \ldots, n, \\
  z_i^T = (0, \ldots, 0, z_{ii}, \ldots, z_{i,n-i+1}, 0, \ldots, 0) \\
  \text{for } i = 1, \ldots, p, \\
  z_i^T = (0, \ldots, 0, z_{i,n-i+1}, \ldots, z_{ii}, 0, \ldots, 0) \\
  \text{for } i = p + 1, \ldots, n, 
\]

where
\[
m = \lfloor (n - 1)/2 \rfloor, \\
p = \lfloor (n + 1)/2 \rfloor, \\
q = \lceil (n + 1)/2 \rceil. 
\]

(see also Figure 1).

After the factorization we can solve two linear systems:
\[
W y = b, \\
Z x = y 
\]
(where e is an auxiliary intermediate vector) instead of one (1).

III. REFINEMENT

Let \(x_{cr}\) be the exact solution of the system (1):
\[
A x_{cr} = b 
\]
and \(x_{cm}\) be the machine-computed solution, thus with some rounding error — which we denote by \(e\) (all \(x_{cr}, x_{cm}, e\) are vectors of the size \(n\)).

Then, we can write:
\[
x_{cm} = x_{cr} - e 
\]

Let
\[
r = b - A x_{cm} 
\]
be a residual vector for the not exact solution \(x_{cm}\). Using (3) for \(x_{cm}\) in (4) we get:
\[
r = b - A (x_{cr} - e) 
\]
and then (from (2)):
\[
r = A e. 
\]

Now, we can compute the error vector \(e\) from a linear system (5) and find a new, better solution of (1):
\[
x'_{cm} = x_{cm} + e. 
\]

However, the vector \(e\) as a solution of (5) is also prone to rounding errors, so the new \(x'_{cm}\) is also not exact — although better — and it can be further improved iteratively with the same process. This routine is known as the iterative refinement.

Algorithm 1 describes steps of such an iterative refinement for the solution of the linear system (1), with the use of the WZ factorization. The computational complexity is also given for every step. The stop condition is given by the infinity norm of the residual vector:
\[
||r||_{\infty} = \max_{1 \leq i \leq n} |r_i|, 
\]
and the refinement stops when there is no further improvement (that is why we return \(x\), not \(x'\)).

Algorithm 1 The iterative refinement technique for the WZ factorization

Require: \(A, b\)
Ensure: \(x \leftarrow A^{-1} b\)

1: \(WZ \leftarrow A \quad (O(n^3))\)
2: Solve the equation \(Wy = b\) \(\quad (O(n^2))\)
3: Solve the equation \(Zx = y\) \(\quad (O(n^2))\)
4: \(r \leftarrow Ax - b \quad (O(n^2))\)
5: \(\varepsilon \leftarrow ||r||_{\infty} \quad (O(n))\)

loop
7: Solve the equation \(Wy = r\) \(\quad (O(n^2))\)
8: Solve the equation \(Zp = y\) \(\quad (O(n^2))\)
9: \(x' \leftarrow x + p \quad (O(n))\)
10: \(r' \leftarrow Ax' - b \quad (O(n^2))\)
11: \(\varepsilon' \leftarrow ||r'||_{\infty} \quad (O(n))\)
12: if \(\varepsilon' \geq \varepsilon\) : return \(x\) \(\quad (O(1))\)
13: \(x \leftarrow x' \quad \{O(1), \text{only references swapped}\}\)
14: \(\varepsilon \leftarrow \varepsilon' \quad (O(1))\)
end loop

IV. MIXED PRECISION

The next algorithm, Algorithm 2, describes the use of the mixed precision technique with the iterative refinement of the solution. Every step is also labeled with its precision.

The only operations performed with the use of the double (or long double) precision are:
- matrix-vector operations with the complexity \(O(n^2)\) — Steps 7 and 15 (computing the residual vector);
- vector operations with the complexity \(O(n)\) — Steps 8, 16 (computing the norm) and 14 (applying the correction);
- scalar operations with the complexity \(O(1)\) — Steps 17 and 19;
- conversions — almost all with the complexity \(O(1)\) — the only exception \((O(n^2))\) is Step 1, but it is done only once, before the loop.
Algorithm 2 The mixed precision iterative refinement technique for the WZ factorization

Require: \( A_d, b_d \)
Ensure: \( x_d \)

1: \( A_s \leftarrow A_d^{-1} b_d \) [conversion]
2: \( b_s \leftarrow b_d \) [conversion]
3: \( W_s Z_s \leftarrow A_s \) \( O(n^2) \), single
4: Solve the equation \( W_s y_s = b_s \) \( O(n^2) \), single
5: Solve the equation \( Z_s x_s = y_s \) \( O(n^2) \), single
6: \( x_d \leftarrow x_s \) [conversion]
7: \( r_d \leftarrow A_d x_d - b_d \) \( O(n^2) \), (long) double
8: \( \varepsilon \leftarrow ||r_d||_\infty \) \( O(n) \), (long) double
9: loop
10: \( r_s \leftarrow r_d \) [conversion]
11: Solve the equation \( W_s y_s = r_s \) \( O(n^2) \), single
12: Solve the equation \( Z_s p_s = y_s \) \( O(n^2) \), single
13: \( p_d \leftarrow p_s \) [conversion]
14: \( x_d' \leftarrow x_d + p_d \) \( O(n) \), (long) double
15: \( r_d \leftarrow A_d x_d' - b_d \) \( O(n^2) \), (long) double
16: \( \varepsilon' \leftarrow ||r_d||_\infty \) \( O(n) \), (long) double
17: if \( \varepsilon' \geq \varepsilon \) : return \( x_d \) \( O(1) \), (long) double
18: \( x_d \leftarrow x_d' \) \( O(1) \), only references swapped
19: \( \varepsilon \leftarrow \varepsilon' \) \( O(1) \), (long) double
20: end loop

All the other computations are single precision ones.

We denote the matrices and vectors stored in the (long) double precision with the \( d \) subscript and the matrices and vectors stored in the single precision with the \( s \) subscript. So, the input data are the matrix \( A_d \) and the vector \( b_d \) ((long) double precision). The output vector \( x_d \) is also stored in the (long) double precision.

The coefficient matrix \( A_d \) is converted to the single precision for the WZ factorization and denoted as \( A_s \). Some vectors in the algorithm are also converted between single and (long) double precision (that is why we have: \( b_d \) and \( b_s \); \( x_d \) and \( x_s \); \( r_d \) and \( r_s \); \( p_d \) and \( p_s \)).

The method used in Algorithm 2 can give a significant improvement for the solution of a linear system, because the cost of every iteration is very small comparing to the cost of the factorization.

The disadvantage of this approach is a lot larger memory requirement — a great deal of data are to be duplicated in both precisions. It consumes up to 50% more memory than it is used in usual double precision solution.

V. Numerical Experiments

In the experiment, we analyze how the use of the mixed precision iterative refinement techniques for the WZ factorization influences the performance, the speedup and the accuracy of the WZ solver for the linear equation system. In this section we test the performance, the speedup and the accuracy on three devices of different architectures. Additionally, we compare properties of the WZ solver with the LU solver. For both kinds of factorization we consider five implementations:

- a traditional single precision implementation;
- a traditional double precision implementation;
- a traditional long double precision implementation;
- a mixed precision implementation with double precision refinement (denoted as mix(double));
- a mixed precision implementation with long double precision refinement (denoted as mix(long double)).

The former three are made according to Algorithm 1 and the latter two are made according to Algorithm 2. All the implementations were sequential (single-threaded).

All the computations were carried out for dense random matrices with a dominant diagonal. The sizes of the matrices were from 500 up to 9000.

A. Environment

The architectures used for tests are shown in Table I. All the machines worked under the Debian GNU/Linux 6.0 operating system and the programs were compiled with the use of the GCC compiler (ver. 4.7.2, compiler command: "g++ -O3").
Fig. 2. The performance of the LU (left) and WZ (right) solver on the AMD architecture.

Fig. 3. The performance of the LU (left) and WZ (right) solver on the Intel Core architecture.

Fig. 4. The performance of the LU (left) and WZ (right) solver on the Intel Xeon architecture.
B. Performance

Figures 2, 3, 4 show the performance of the single-core implementations of the LU and WZ solvers on the given architectures. The performance is based on the number of floating-point operations in the LU solver:

\[
\frac{2}{3} n^3 + \frac{1}{2} n^2 - \frac{7}{6} n.
\]

We see that:
- the architecture has almost no impact on the performance — however, not mixed implementations on AMD are somewhat slower;
- the size of the matrix has no impact on the performance, either;
- the WZ solver performs better than the LU solver;
- the \texttt{long double} implementation is always the slowest, the others perform quite similarly — even (what is very important) the \texttt{mix(long double)} implementation.

C. Speedup

Figures 5, 6, 7 show the speedup of the same implementations. We labeled our speedups by \( S(F)-P \) where:
- \( F \in \{ \text{LU}, \text{WZ} \} \) is the kind of the factorization used;
- \( P \in \{ \text{double, long double} \} \) is the precision of the result.

Thus, \( S(F)-P \) denotes the speedup achieved by the \texttt{mix(P)} implementation over the \( P \) implementation — while both are conducted with the use of the \( F \) factorization.

We see that:
- the architecture has some impact on the speedup: the best is for the AMD architecture — because that architecture gives somewhat slower performance for \texttt{double} and \texttt{long double} implementations;
- for very small problem sizes, the cost of even a few iterative refinement iterations is high compared to the cost of the factorization and thus, the \texttt{mix(double)} implementations are always less efficient than the \texttt{double} ones;
- the LU solvers have higher speedups than the WZ solvers for all architectures — because the original LU solver performs slightly worse than the WZ one;
- if the problem size is big enough, the \texttt{mix(double)} implementation can provide a speedup of up to 1.3 and the \texttt{mix(long double)} — even up to 7.

D. Accuracy

Figures 8, 9, 10 show the accuracy of the implementations. We define the measure of the accuracy as

\[
\text{accu} = -\log_{10} \| A x - b \|_{\infty}.
\]

We see that:

\begin{table}[h]
\centering
\begin{tabular}{|l|l|l|}
\hline
\textbf{Hardware properties of the test machines} & \\
\hline
\textbf{AMD} & \textbf{CPU} & \textbf{AMD FX-8120 3.1 GHz} \\
& Host memory & 16 GB \\
\hline
\textbf{Intel Core} & \textbf{CPU} & \textbf{Intel Core i7 2670QM 2.2 GHz} \\
& Host memory & 8 GB \\
\hline
\textbf{Intel XEON} & \textbf{CPU} & \textbf{Intel Xeon X5650 2.67GHz} \\
& Host memory & 48 GB \\
\hline
\end{tabular}
\end{table}
Fig. 8. The accuracy of the LU (left) and WZ (right) solver on the AMD architecture

Fig. 9. The accuracy of the LU (left) and WZ (right) solver on the Intel Core architecture

Fig. 10. The accuracy of the LU (left) and WZ (right) solver on the Intel Xeon architecture
• the architecture has no impact on the accuracy;
• the size of the matrix and the type of the factorization has almost no impact on the accuracy, either;
• the worst accuracy we get is (of course) for the single implementation; the best (about $10^{-15}$) — for the long double one;
• the mixed precision significantly improves the accuracy.

The number of iterations needed for our mixed precision method to outdo the accuracy of the (long) double precision solver is not too high and is about 5–6 iterations, somewhat less on the AMD architecture (about 3–4 iterations).

VI. CONCLUSION

In this article we described an iterative refinement algorithm for the WZ solver with the use of the mixed precision technique and investigated properties of this new algorithm. We compared the mixed precision iterative refinement for the WZ factorization with a similar algorithm for the LU factorization.

Both the types of algorithms gave similar accuracy. However, the performance was better for the WZ solvers but the higher speedup was achieved for the LU solver.

These experiments show that the mixed precision iterative refinement method can run faster than the (long) double precision solver — delivering the same (or even better) accuracy as the (long) double precision one for both the factorizations. Moreover, the experiments also show that the mixed precision iterative refinement method for the long double precision solver is much faster than the traditional one (up to 7 times) — with the same or better accuracy.

The results do not depend significantly on the size of the matrix.

The approach presented here causes a significant acceleration of solving the linear systems with the use of direct methods and we think that the similar problems on different architectures (as GPU, for example) could be also improved.
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Abstract—In this paper we describe a parallel implicit method based on radial basis functions (RBF) for surface reconstruction. Practical applicability of RBF methods is hindered by their high computational demand, that requires the solution of linear systems of size equal to the number of data points. The implementation of our method relies on parallel scientific libraries and is designed for exploiting Graphic Processor Units (GPUs) acceleration. The performance of the proposed method in terms of accuracy of the reconstruction and computing time shows that RBF interpolation can be very effective for large scale surface reconstruction problems.

I. INTRODUCTION

MANY applications in engineering and science need to build accurate digital models of real-world objects defined in terms of point cloud data, i.e. a set of scattered points in 3D. Typical examples include the digitalization of manufactured parts for quality control, statues and artifacts in archeology and arts [12], human bodies for movies or video games, organs and anatomical parts for medical diagnostic [4] and terrain elevation models for simulations and modeling [16]. Modern 3D scanners are able to acquire point clouds containing millions of points sampled from an object. The process of building a geometric model from such point clouds is usually referred to as surface reconstruction.

There are several approaches to reconstruct surfaces from 3D scattered datasets. Generally, such methods fall into two categories [17]: Delaunay-based methods and implicit surface methods. Delaunay triangulation, and other related approaches like Voronoi diagrams, are widely used in digital elevation modeling, and their core numerical problem is a nearest neighbor interpolation [2]. Implicit surface modeling is mostly popular in describing complex shapes and interactive graphical operations. Level set methods [24], moving least square methods [11], variational implicit surfaces [21] and adaptively sampled distance field [9] are recent developments in that field. In this paper, we present an implicit surface method based on radial basis functions (RBFs). In the 1980’s, Franke [8] firstly used radial basis functions to interpolate scattered point cloud and proved accuracy and stability of such methods. In this approach, an implicit surface is constructed by calculating the weights of a linear combination of a set of radial basis functions that interpolates the given data points.

Practical applicability of RBF methods is hindered by their computational demand, since they require the solution of a linear system of size equal to the number of data points and current 3D data scanners allow the acquisition of tens of millions points of an object surface.

High Performance Computing is a natural solution to provide the computational power required in such large scale problems [15]. Here, we propose an RBF surface reconstruction method designed for a massively multi-core architecture, namely Graphics Processing Units (GPUs) [18]. Recently, GPUs have been effectively exploited to improve the performance of software tools in several scientific applications, such as computational fluid dynamics, molecular dynamics, climate modeling [6], [7], [10]. The core of our method is the construction of an RBF interpolant. We are not aware of RBF interpolation algorithms for GPU. To our knowledge, the most efficient parallel algorithm for RBF interpolation on multiprocessor clusters is PetRBF [22]. PetRBF exhibits $O(N)$ complexity, requires $O(N)$ storage, and scales excellently up to a thousand processes. Our proposed method relies on PetRBF and one of our main contributions consist in developing an improved version of PetRBF for surface reconstruction and GPU acceleration. Moreover, we show how to make a suitable choice of the algorithm parameters for accurate reconstruction from synthetic, real or incomplete datasets. The paper is organized as follows. In Section II we deal with some mathematical preliminaries about implicit surfaces and RBF interpolation. In Section III, first we briefly recall main features of PetRBF, then we describe our method and illustrate our GPU implementation strategy. Section IV contains a discussion on the results of numerical experiments for assessing accuracy and performance of the method. Final conclusions are reported in Section V.

II. PRELIMINARIES

In this section we recall basic ideas underlying implicit surface reconstruction and define the related RBF interpolation problem.
A. Implicit Surface Reconstruction

Given a point cloud
\[ X := \{(x_i, y_i, z_i) \in \mathbb{R}^3, i = 1, \ldots, N\} \]
belonging to an unknown surface \( M \), i.e. \( X \subset M \), the goal is to find another surface \( M^* \) which is a reconstruction of \( M \).

In the implicit surface approach, \( M \) is defined as the surface of all points \((x, y, z) \in \mathbb{R}^3\) that satisfy the implicit equation
\[ f(x, y, z) = 0 \] (1)
for an unknown function \( f \). A way to approximate \( f \) is to impose the interpolation conditions (1) on the point cloud \( X \).

However, the use of those interpolation conditions only leads to the trivial solution given by the identically zero function, whose zero surface is \( \mathbb{R}^3 \). Therefore, the key for finding an approximation of the function \( f \) is to use additional significant interpolation conditions, i.e. involving from off-surface points (where \( f \neq 0 \)). This ensures the existence of a non trivial interpolant \( P_f \), whose zero surface contains a meaningful surface \( M^* \). This approach leads to a surface reconstruction method which consists of three main steps:

1) off-surface points generation;
2) interpolant model identification on the extended dataset;
3) computation of the zero iso-surface of the interpolant.

1) Off-surface points generation:
A common practice [20] is to consider the set of surface normals \( n_i = (n_i^x, n_i^y, n_i^z) \) to the surface \( M \) at points \( x_i = (x_i, y_i, z_i) \). If these normals are not explicitly known, there are techniques and tools\(^1\) that allow to estimate them. Given the oriented surface normals \( (n_i, \text{and} -n_i) \), the extra off-surface points can be generated by marching a small distance \( \delta \) along the normals. So for each data point, \( x_i = (x_i, y_i, z_i) \) two additional off-surface points are obtained. The first lies “outside” the surface \( M \) and is given by
\[ (x_{N+i}, y_{N+i}, z_{N+i}) = x_i + \delta n_i =
= (x_i + \delta n_i^x, y_i + \delta n_i^y, z_i + \delta n_i^z); \]
the second point lies “inside” and is given by
\[ (x_{2N+i}, y_{2N+i}, z_{2N+i}) = x_i - \delta n_i =
= (x_i - \delta n_i^x, y_i - \delta n_i^y, z_i - \delta n_i^z). \]

The union of the sets \( X_s^+ = \{x_{N+1}, \ldots, x_{2N}\} \), \( X_s^- = \{x_{2N+1}, \ldots, x_{3N}\} \), and \( X \) gives the overall set of points on which the interpolation conditions are assigned (see Fig. 1).

The set \( X_s^+ \) implicitly defines a surface \( M_s^+ \) which passes through its points. Analogously, \( X_s^- \) defines the surface \( M_s^- \). Those two surfaces can be considered as external and internal to \( M \), respectively. The value of \( \delta \) represents a small step size, whose specific magnitude may be rather critical for a good surface reconstruction [3]. In particular, if \( \delta \) is chosen too large, this results in self intersecting \( M_s^+ \) or \( M_s^- \) auxiliary surfaces. In our implementation we fix \( \delta \) to 1% of the size of the bounding box of the data, as suggested in [23].

---

\(^1\) package ply.tar.gz provided by Greg Turk, available at http://www.cc.gatech.edu/projects/large_models/ply.html

![Fig. 1. Extended data set. In black points from \( X \), in blue points from \( X_s^+ \) and in green points from \( X_s^- \).](image-url)

2) Interpolant model identification on the extended dataset:
This step consists in determining a function \( P_f \) whose zero contour (iso-surface \( P_f = 0 \)) interpolates the given point cloud data \( X \), and whose iso-surface \( P_f = 1 \) and \( P_f = -1 \) interpolate \( X_s^+ \) and \( X_s^- \), respectively, i.e.
\[ P_f(x_i) = \begin{cases} 
0 & i = 1, \ldots, N \\
1 & i = N + 1, \ldots, 2N \\
-1 & i = 2N + 1, \ldots, 3N 
\end{cases} \] (2)

The values of \( \pm 1 \) for the auxiliary data are assigned in an arbitrary way. Such choice does not affect the quality of the results. Here we are interested to the zero iso-surface of \( P_f \).

3) Computation of the zero iso-surface of the interpolant:
In order to evaluate the \( P_f \) zero iso-surface and visualize it, we simply evaluate the interpolant \( P_f \) on a dense grid in a bounding box containing the point cloud. This approach leads to some undesired artifacts, since there are points in the bounding box which do not belong to \( M^* \). A way to overcome this drawback and display only \( M^* \) consists in evaluating the interpolant in a small surrounding volume of the surface \( M \). This set is denoted as \( M_{ext}^s = \{x \in \mathbb{R}^3 : d(x, M) \leq \varepsilon\} \), where \( d(x, M) = \inf_{y \in M} ||y - x|| \). For a small enough value of \( \varepsilon \), it holds that
\[ M^* \approx M_{ext}^s \cap S_0, \]
where \( S_0 \) is the zero iso-surface of \( P_f \).

B. RBF interpolation

Given a set of \( N \) distinct points \((x_j, y_j), j = 1, \ldots, N\), where \( x_j \in \mathbb{R}^s \) and \( y_j \in \mathbb{R}^t \), the scattered data interpolation problem consists in finding an interpolant function \( P_f \) such that:
\[ P_f(x_j) = y_j, \quad j = 1, \ldots, N. \] (3)

In the univariate setting \((s = 1)\), the interpolant \( P_f \) is usually chosen in a suitable function space. A common approach assumes the function \( P_f \) as a linear combination of certain basis functions \( B_j \)
\[ P_f(x) = \sum_{j=1}^{N} c_j B_j(x). \] (4)
In a multivariate setting ($x_j \in \mathbb{R}^s$, $s > 1$), the problem is more complex. As stated by the Mairhuber-Curtis theorem [5], in order to have a well-posed multivariate scattered data interpolation problem, it is not possible to fix in advance the basis $\{B_1, \ldots, B_N\}$, since the basis functions must depend on the data sites $x_j$.

The data dependent space for RBF interpolation can be easily generated by means of the radial functions:

$$B_j \equiv \Phi_j = \varphi(\|x - x_j\|).$$

The points $x_j$ to which the basic function $\varphi$ is shifted are usually referred to as centers. While there may be circumstances that suggest to choose these centers different from the data sites one generally picks the centers to coincide with the data sites.

In fact, a practical interpolation problem consists of two subproblems: finding the interpolant $P_f$ and evaluating it on an assigned set of points. The coefficients $c_j$ in (4) are obtained by imposing the interpolation conditions (3)

$$P_f(x_i) = \sum_{j=1}^{N} c_j \varphi(\|x_i - x_j\|) = y_i, \quad i = 1, \ldots, N.$$  

This leads to solve the linear system of equations $Ax = b$ in (5).

Given a set of $M$ points $\xi = \{\xi_1, \xi_2, \ldots, \xi_M\}$, the evaluation of the interpolant $P_f$ on $\xi$ can be computed as a matrix-vector product (6).

It is well known that in order to have a well-posed problem (5), the matrix $A$ must be non-singular. Unfortunately, a complete characterization of the class of all basic functions $\varphi$ that generate a non-singular matrix for an arbitrary set $X = \{x_1, \ldots, x_N\}$ of distinct data sites is still lacking. The situation gets better in case of positive definite matrices, that are always non-singular. Popular radial basis functions $\Phi_j$, that give rise to positive definite interpolation matrices, are summarized in Table II-B. We focused our work on the gaussian function, as in [22].

III. GPU PARALLEL SURFACE RECONSTRUCTION

A brief description of the surface reconstruction algorithm is reported below:

Algorithm 1 Surface Reconstruction

Requirements:
point cloud $\mathcal{X}$, surface normals $\mathbf{n}_i$, evaluation grid $\xi$

1: compute extended data set:
$\mathcal{X}_{ext} = X \bigcup X_0^+ \bigcup X_0^-$ by using $\mathbf{n}_i$;
2: find the interpolant $P_f$ on $\mathcal{X}_{ext}$;
3: evaluate $P_f$ on $\xi$;
4: render the surface;

Steps 1 and 2 have been already discussed in §II.A. Step 3 requires a matrix-vector multiplication as stated in §II.B and the rendering step can be simply accomplished using either the MATLAB isosurface feature or other specific tools. The most computationally expensive step is the second one, that requires the solution of a system of $3N$ linear equation, where $N$ is the initial point cloud size. In the following, we describe a parallel scheme for solving this RBF interpolation linear system.

A. Parallelization scheme

In handling problems with a large number of data points, as in surface reconstruction from clouds of millions of points, the large amount of memory storage can become a critical point. As the problem size grows, parallelization on distributed memory architectures becomes necessary. Domain Decomposition is a useful parallelization strategy for large scale interpolation, since the solution of the original system is built up by solving a set of smaller subproblems that interact through their interfaces. Below, we briefly overview the parallelization strategy of PetRBF, in a 3D setting. Let $\Omega$ be a 3D domain containing the point cloud and let partition $\Omega$ in overlapping sub-domains $\Omega_k$, $k = 1, \ldots, S$. Moreover, let $\Omega_k$ denote the empty intersection portions of subdomains $\Omega_k$ (see Fig. 2). The solution of the RBF interpolation linear system

$$Ax = b$$

on the whole domain $\Omega$ can be obtained through an iterative method consisting in sequentially solving, for any $\Omega_k$, the linear (sub)system $A_kx_{\Omega_k} = b_{\Omega_k}$, where $A_k$, $x_{\Omega_k}$ and $b_{\Omega_k}$ are the entries in $A$, $x$, and $b$ belonging to the sub-domain $\Omega_k$, respectively. If at each iteration the solution on the entire domain is updated simultaneously after the solutions on every sub-domain are computed, we have an additive Schwarz method. Moreover, if the entries of $x_{\Omega_k}$ which are outside of the subdomain $\Omega_k$ are discarded after the calculation on each subdomain $\Omega_k$, a restricted additive Schwarz method (RASM) is defined. RASM is known to converge faster than additive Schwarz, and requires less communication in a parallel setting. Notice that solving smaller systems of equations has the same effect of a preconditioning technique, and then RASM can be used in combination with any iterative method. PetRBF uses a Krylov subspace methods, namely the Generalized Minimum Residual (GMRES).

If the basis functions exhibit negligible global effects then $A$ can be considered a band matrix, so that the matrix-vector

\[ Ax = b \]

matrix-vector product can be effectively computed by using parallel techniques. In particular, we described how to parallelize the linear system (5) through domain decomposition, and how to do this more efficiently through a modified domain decomposition, in which the entries of the band matrix are stored in a mapping format.

Fig. 2. Illustration of the Domain Decomposition Method.
be computed somewhat locally. Using a gaussian function as product, which is the predominant operation in GMRES, can be computed somewhat locally. Using a gaussian function as the basic function, it holds that A has the following entries:

\[
A_{ij} = \frac{1}{\sqrt{2\pi}\sigma} \exp \left( -\frac{||x_i - x_j||^2}{2\sigma^2} \right).
\]

Since the gaussian function decays rapidly, for a suitable choice of \(\sigma\), the entries of A in (6) which correspond to the interaction of distant points can be neglected. Such resulting sparsity of A depends on the relative size of the domain compared to the standard deviation \(\sigma\) of the gaussian. If \(\sigma\) is kept constant while the size of the domain increases with \(N\), the calculation load will scale as \(O(N)\). The communication required to compute \(A_{ij}\) is also restricted to a constant number of entries corresponding to neighboring points. Therefore, RASM entails a high level of parallelism at each GMRES iteration, and a good scalability for surface reconstruction problems with a domain size as large as hundreds (or even thousands) of \(\sigma\) [22].

A remarkable implementation feature of PetRBF is the use of the parallel numerical library PETSc (Portable, Extensible Toolkit for Scientific Computation) [1]. All vectors and matrices can be distributed via PETSc routines in a such way that each process stores only a local portion of data. In particular, this can be done by defining \(x\) and \(b\) as Vec PETSc objects. Overlapping and non-overlapping sub-domains can be handled by means of index sets (IS). A PETSc IS object is a global index that identifies the entries in each sub-domain and is distributed among the processes in the same way as the vectors. Recalling that the interpolation matrix has entries which depends only on the vector \(x\) of data sites and \(\sigma\) in the gaussian (eq. 7), it turns out that A can be represented as a MatShell PETSc object, that allows to perform matrix computations in a matrix-free way, i.e. without actually storing the matrix. Inner products, norms, and scalar products are computed by specific PETSc routines, and the solution of the linear system is obtained by calling the KSPSolve PETSc solver.

### B. GPU implementation

Our basic idea consists in using the new PETSc GPU feature in the latest version of PETSc [1]. In fact, we have developed an improved version of PetRBF that extends the original code to GPU environments. GPU support to PETSc has been introduced by means of the CUDA framework and exploits the open source libraries THRUST [19] and CUSP [14]. THRUST is a collection of data parallel primitives that provide high level abstractions to describe efficient computations on GPU. CUSP is a sparse linear algebra toolkit for performing matrix operations and solving linear systems via CUDA on GPUs. They allows a transparent access to the GPU, without radically changing to the existing source code of PETSc. In PETSc GPU, two new subclasses VecCUSP and MatCUSP of the Vec and Matrix classes have been defined, which in turns rely on CUBLAS, CUSP, and THRUST routines to perform matrix and vector operations on the GPU. CUSP natively supports several sparse matrix formats:

- Coordinate list (COO)
- Compressed Sparse Row (CSR)
- Diagonal (DIA)
- ELLPACK (ELL)
- Hybrid (HYB)

\[
P_{ij}(\xi_1) = \begin{bmatrix} \varphi(||\xi_1 - x_1||) & \varphi(||\xi_1 - x_2||) & \cdots & \varphi(||\xi_1 - x_N||) \\ \varphi(||\xi_2 - x_1||) & \varphi(||\xi_2 - x_2||) & \cdots & \varphi(||\xi_2 - x_N||) \\ \vdots & \vdots & \ddots & \vdots \\ \varphi(||\xi_M - x_1||) & \varphi(||\xi_M - x_2||) & \cdots & \varphi(||\xi_M - x_N||) \end{bmatrix} \begin{bmatrix} c_1 \\ c_2 \\ \vdots \\ c_N \end{bmatrix} = \begin{bmatrix} y_1 \\ y_2 \\ \vdots \\ y_N \end{bmatrix}
\]

### TABLE I

**Examples of radial basis functions.**

<table>
<thead>
<tr>
<th>RBF</th>
<th>(\Phi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poisson radial</td>
<td>(J_{s/2-1}(|x-x_j|))</td>
</tr>
<tr>
<td>Inverse Multiquadric</td>
<td>((1 + |x-x_j|^2)^{-\beta})</td>
</tr>
<tr>
<td>Mat(\acute{\text{e}})r function</td>
<td>(K_{\alpha}(|x-x_j|)^{-\beta})</td>
</tr>
<tr>
<td>Whittaker function</td>
<td>(\int_0^\infty (1 + |x-x_j|)^{-s} \exp(-\beta t) dt) (k = 2, 3, \ldots)</td>
</tr>
<tr>
<td>Gaussian function</td>
<td>(\frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{|x-x_j|^2}{2\sigma^2}\right)) (\sigma &gt; 0)</td>
</tr>
</tbody>
</table>
It is worth noting that in PETSc GPU by using the routines VecSetType() and MatSetType() we can select the desired sparse matrix format simply with the command line option -mat_cusp_storage_format <format>, and switch from a CPU version to a GPU version by means of the command line parameters -vec_type aijcusp and -mat_type cusp.

Our GPU parallel implementation of the implicit surface reconstruction method in Algorithm 1 focuses on steps 2 and 3, i.e. construction of the RBF interpolant for the extended dataset (2), and evaluation of such RBF interpolant on a given set of evaluation points. The most expensive operation in step 2 is the matrix-vector multiplication at each iteration of the RASM preconditioned GMRES. The choice of a suitable PETSc object for the sparse matrix A turns out to be crucial for the efficiency of the implementation of step 2 on the GPU. According to the results of specific experiments, we decided to use the Diagonal (DIA) sparse matrix format in CUSP, and the related CUSP sparse matrix operations. Besides taking advantage of very reliable and efficient CUSP routines, the resulting code exhibits a very low overhead for data transfer from host memory (CPU) to device memory (GPU). By contrast, in implementing step 3 we represented the matrix A as a MatShell PETSc object and then we used the CUDA kernel reported in Algorithm 3 below. This choice is justified by the fact that the matrix-vector multiplication in the evaluation step must be performed only once, so that the time needed to compute the non-zero entries of A, using the Algorithm 2 as in step 2, would nullify all the advantages of the efficient CUSP routines. Moreover, our CUDA kernel makes use of the shared memory portion of the device memory, whose low latency improves the performance of the computation.

Algorithm 2 Pseudo-code for the construction of the interpolation matrix

1: for each subdomain \( \Omega_i \) do
2: for each point \( x_i \) in the subdomain \( \Omega_i \) do
3: for each point \( x_j \) in the truncation area of \( \Omega_i \) do
4: \( A_{ij} = \frac{1}{\sqrt{2\pi}\sigma} \exp \left( -\frac{\|x_i - x_j\|^2}{2\sigma^2} \right) \)
5: end for
6: end for
7: end for

IV. EXPERIMENTAL RESULTS

In this section we present some results of our method for surface reconstruction. The results were computed using a system equipped with an Intel Core i7-940 CPU (2.93 GHz, 8M Cache). The middleware framework is OS Linux kernel 2.6.32-28 and PETSc developer version 3.3.

First, we investigate the impact of the parameter \( \sigma \) on the quality of reconstruction. As we showed in §II.B, our method is very efficient for small values of \( \sigma \) compared to the domain size. However, besides efficiency, even the quality of the result also depends on the values of \( \sigma \). This is because the accuracy of the interpolation model depends on the ratio between the density of the point cloud and \( \sigma \).

The experiments carried out in [22] were designed only for equally-spaced lattice point distributions, and the point density was measured by the spacing \( h \) between the points. In that case, a good choice of \( \sigma \), in terms of performance and accuracy, is that yielding \( h/\sigma \approx 1 \).

For non-uniform unorganized data, more appropriate density measures can be devised. One is the so-called separation distance defined as

\[
qX = \frac{1}{2} \min_{i \neq j} \|x_i - x_j\|_2. \quad (8)
\]

As shown in Fig. 3, \( qX \) geometrically represents the radius of the largest (hyper)sphere that can be drawn around each point in such a way that no (hyper)sphere intersects the others; that is why it is sometimes called packing radius. Another measure, popular in approximation theory, is the so-called fill distance:

\[
h_{X,\Omega} = \sup_{x \in \Omega} \min_{x_j \in X} \|x - x_j\|_2. \quad (9)
\]

It indicates how well the set \( X \) fills the domain \( \Omega \). A geometric interpretation of the fill distance is given by the radius of the biggest empty (hyper)sphere that can be placed among the data sites in \( \Omega \) (see Fig. 3); for this reason, it is also referred to as covering radius. Hence for scattered data, using (8) and (9), the heuristic “optimal” ratio \( h/\sigma \approx 1 \) can be expressed as follows:

\[
\sigma \approx 2qX \quad (10)
\]

and

\[
\sigma \approx h_{X,\Omega} \sqrt{2}. \quad (11)
\]

A. Tests on synthetic dataset

The experiments on synthetic dataset deal with a sphere, that allows to easily calculate (8) and (9). In order to perform
Fig. 3. Geometric interpretation of separation distance (on the left) and fill distance (on the right) for 25 Halton points on the domain $\Omega = [0, 1]^2$ ($q_X \approx 0.0597$ and $h_{X,\Omega} \approx 0.2667$).

Fig. 4. 382 point cloud from the unit sphere centered in the origin. A test consistent with a real dataset, namely the Stanford Bunny model. This is composed

As shown in Fig. 5 (top left), a too small value of $\sigma$ leads to a surface that actually interpolates the given point cloud but whose reconstruction quality is unsatisfactory. Notice that, even using (10) as in [22], one couldn’t achieve a better result (see Fig. 5, top right). On the contrary, by using (11) and increasing the value of $\sigma$ (see Fig. 5, bottom left) the quality of the reconstruction improves up to the desired level (see Fig. 5, bottom right). It is interesting to note that for intermediate values of $\sigma$, though the quality is not globally satisfactory, it appears to be locally adequate, mainly in those parts of the surface where the points are at a distance $d \approx \sigma$.

1) Tests on incomplete data:
We assessed the sensitivity of our method to the lack of information by means of an incomplete dataset. We began with a dataset composed of 50% randomly chosen points from the previous dataset; Fig. 6 shows the new the point cloud. In this case, it turns out that an “optimal” value of $\sigma$ is $\sigma = h_{X,\mathcal{M}} \sqrt{2} = 0.328$.

This optimal value corresponds to the actual fill distance for the new dataset and provides a successful reconstruction of the sphere (see Fig. 6, bottom). We remark that the old value $\sigma = 0.157$ would lead to a reconstructed surface which is not the desired sphere (see Fig. 6, top).

Another interesting test deals with a point cloud belonging to the (upper) semi-sphere:

$D^+ = \{ (x,y,z) \in \mathbb{R}^3 : x^2 + y^2 + z^2 = 1, z \geq 0 \}$.

If we set $\sigma = h_{X,\mathcal{M}} \sqrt{2} = 0.157$, then we can reconstruct the $D^+$ surface (see Fig. 7, top) from which the dataset was extracted. If we assume that the point cloud came from the whole sphere $\mathcal{M}$, then the value of the fill distance would change to $h_{X,\mathcal{M}} = \sqrt{2}$. The latter value of the fill distance gives an optimal value of $\sigma = h_{X,\mathcal{M}} \sqrt{2} = 2$, which leads to the reconstruction of the whole sphere, as shown in Fig. 7, bottom.

B. Tests on real dataset
We briefly discuss the results of some tests concerning real dataset, namely the Stanford Bunny model. This is composed
Fig. 6. Reconstructed sphere from incomplete data. (on the left $\sigma = 0.157$ and on the right $\sigma = h_{X,M}\sqrt{2} = 0.328$)

Fig. 7. Reconstructed surface from upper semi-sphere data. (on the left $\sigma = h_{X,M}+\sqrt{2} = 0.157$ and on the right $\sigma = h_{X,M}\sqrt{2} = 2$)

of $N = 8171$ points, giving an extended dataset of $N_{ext} = 3N = 24513$ points. In order to select a suitable value of $\sigma$, we need to calculate the value of the fill distance for the given dataset. On real datasets, where the geometry of the surface is either unknown or very complex, this task can be a real challenge. Recalling that the fill distance measures the data density in the membership domain, we introduce a new measure defined as

$$h_{max} = \max_{j} \min_{i \neq j} \|x_i - x_j\|_2.$$  

This represents the largest value of the distances between each point and its nearest neighbor point. For a dataset without multiple connected components, the fill distance can be approximated by

$$h_{X,M} \approx h_{max}\sqrt{2}.$$  

(12)

As in the case of synthetic dataset, a too small value of $\sigma$ results in a low quality reconstructed surface (see Fig. 8, top left), intermediate values lead to reconstructions which are adequate only where there is a high density of points (see Fig. 8, top right), while the choice (12) of $\sigma \approx h_{X,M}$ provides the best result (see Fig. 8, bottom).

C. Tests on performance

We report some results on the performance of the GPU implementation of our method compared to its CPU implementation. CPU times refer to the execution on one core of the i7-940 CPU, and GPU times refer to execution on the Nvidia Fermi C1060 GPU, with 4Gb of RAM. The middleware software consists of PETSc developer version 3.3, compiled with GPU support, CUDA release 4.2, CUSP version 0.3.0 and THRUST version 1.5.2.

We have used synthetic point clouds of increasing size number $N$, i.e with an increasing the density. Since we want to emphasize the advantages in exploiting the GPU, we choose a constant value of $\sigma$ ($\sigma = 0.157$). Notice that if the value of $\sigma$ scaled with the density, then the problem would scale as $O(N)$, giving rise to a less noticeable GPU acceleration.

In Tab. II, we report the execution times on a single CPU and a single GPU, and also the resulting speed-ups for the interpolant construction (step 2 of the reconstruction algorithm), varying the size $N$ of the dataset. To make a fair comparison, we fixed the number of iterations in GMRES to 50. Results
in Tab. II show that, even though the RASM preconditioner is not available in CUSP, the GPU implementation achieves a 6.6 speed-up.

<table>
<thead>
<tr>
<th>N</th>
<th>CPU</th>
<th>GPU</th>
<th>Speed up</th>
</tr>
</thead>
<tbody>
<tr>
<td>1232</td>
<td>0.67551</td>
<td>0.1404</td>
<td>4.81</td>
</tr>
<tr>
<td>4868</td>
<td>34.367</td>
<td>3.5972</td>
<td>9.61</td>
</tr>
<tr>
<td>2825</td>
<td>4.2175</td>
<td>1.1073</td>
<td>3.78</td>
</tr>
<tr>
<td>24036</td>
<td>5398.4</td>
<td>815.09</td>
<td>6.63</td>
</tr>
</tbody>
</table>

In Tab. III we reported the execution times on CPU and GPU, and the resulting speed-ups for the interpolant evaluation (step 3), varying the size $N$ of the point cloud and the size $M$ of the evaluation grid. As expected, these execution times are substantially lower than those obtained for the step 2, but in this case the GPU is fully exploited and larger speed-ups are achieved.

<table>
<thead>
<tr>
<th>M/N</th>
<th>1232</th>
<th>4868</th>
<th>15625</th>
<th>24036</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>0.11571</td>
<td>0.02065</td>
<td>0.78172</td>
<td>0.97539</td>
</tr>
<tr>
<td>GPU</td>
<td>0.01283</td>
<td>0.03538</td>
<td>0.12167</td>
<td>0.13699</td>
</tr>
<tr>
<td>Speed up</td>
<td>8.20</td>
<td>22.41</td>
<td>6.42</td>
<td>7.12</td>
</tr>
<tr>
<td>GPU</td>
<td>0.00313</td>
<td>0.01074</td>
<td>0.03592</td>
<td>0.03057</td>
</tr>
<tr>
<td>Speed up</td>
<td>25.03</td>
<td>72.04</td>
<td>17.01</td>
<td>17.01</td>
</tr>
<tr>
<td>CPU</td>
<td>1.9998</td>
<td>5.2612</td>
<td>19.9496</td>
<td>25.03</td>
</tr>
<tr>
<td>GPU</td>
<td>0.09263</td>
<td>0.23904</td>
<td>0.89695</td>
<td>1.1272</td>
</tr>
<tr>
<td>Speed up</td>
<td>21.39</td>
<td>21.11</td>
<td>22.23</td>
<td>22.23</td>
</tr>
<tr>
<td>GPU</td>
<td>4.4389</td>
<td>12.507</td>
<td>47.594</td>
<td>59.501</td>
</tr>
<tr>
<td>CPU</td>
<td>8.8546</td>
<td>6.13</td>
<td>23.07</td>
<td>23.83</td>
</tr>
<tr>
<td>GPU</td>
<td>0.10674</td>
<td>0.2629</td>
<td>2.4968</td>
<td>2.4968</td>
</tr>
<tr>
<td>Speed up</td>
<td>8.33</td>
<td>8.33</td>
<td>8.33</td>
<td>8.33</td>
</tr>
<tr>
<td>GPU</td>
<td>0.35668</td>
<td>0.10662</td>
<td>3.9195</td>
<td>4.8035</td>
</tr>
<tr>
<td>Speed up</td>
<td>26.23</td>
<td>26.23</td>
<td>26.23</td>
<td>26.23</td>
</tr>
<tr>
<td>CPU</td>
<td>24.81</td>
<td>22.91</td>
<td>23.58</td>
<td>23.58</td>
</tr>
<tr>
<td>GPU</td>
<td>1.7525</td>
<td>6.4671</td>
<td>7.9468</td>
<td></td>
</tr>
<tr>
<td>Speed up</td>
<td>25.09</td>
<td>25.09</td>
<td>25.09</td>
<td>25.09</td>
</tr>
</tbody>
</table>

V. CONCLUSION

We proposed a parallel method based on radial basis functions for surface reconstruction on GPU. Our implementation relies on GPU-parallel scientific libraries, in order to take full advantage of the computing power of the GPU device. We showed that reconstruction quality and performance of the method are strongly related to the gaussian RBF parameter $\sigma$. We proposed an optimal heuristic estimate of such parameter based on suitable density measures of the point cloud. Finally, the observed speed-ups and running times confirm that the RBF interpolation can be a very effective approach to solve large scale surface reconstruction problems.
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Abstract—Relativistic numerical hydrodynamics is an important tool in high energy nuclear science. However, such simulations are extremely demanding in terms of computing power. This paper focuses on improving the speed of solving the Riemann problem with the MUSTA-FORCE algorithm by employing the CUDA parallel programming model. We also propose a new approach to 3D finite difference algorithms, which employ a GPU that uses surface memory. Numerical experiments show an unprecedented increase in the computing power compared to a CPU.

I. MOTIVATION

Numerical hydrodynamics has been used in many scientific and engineering applications for decades, mostly due to its relative simplicity. Even a complicated, dynamic system can be described with a small set of relatively simple hyperbolic conservation laws in this framework. All the information about the physical properties of a system is contained in a single equation of state, which is the relationship between the thermodynamic properties of the analyzed system. Knowledge of the details of the interactions that take place on the microscopic level is not required. However, there is one strong assumption underlying the use of hydrodynamics: the system has to be at least in the local thermodynamic equilibrium, which means that the thermodynamic quantities for any point are approximately constant around that point.

Recently relativistic hydrodynamics has been applied in studies of a new field of physics: high energy nuclear science. The goal of high energy nuclear science is to study the interactions between the basic constituents of matter; quarks and gluons. In normal conditions, quarks and gluons are bound together to form nucleons: protons and neutrons. However, the forces binding quarks together can be subjected to a sufficiently high energy density, leading to a transition from ordinary nuclear matter to a new state, where quarks and gluons behave like quasi-free particles. Such a soup of quarks and gluons is called a Quark-Gluon Plasma (QGP), and it is hypothesized to have existed in the early universe, a few milliseconds of a second after the Big Bang. The energy density of nuclear matter created in relativistic heavy ion collisions at the Relativistic Heavy Ion Collider (RHIC) at Brookheaven National Laboratory, or the Large Hadron Collider (LHC) at CERN, is sufficiently high that a phase transition to a QGP is expected in such reactions.

In the collisions of heavy nuclei at RHIC or LHC, a decrease in the amount of nuclear matter occurs with exposure to the extreme energy density. The first phase of collisions consists of interactions with a large momentum transfer. Then the system expands, equilibrates and forms the QGP. Relativistic hydrodynamics can then be employed to extract the properties of the QGP. Relativistic ideal fluid dynamics has indeed been used in the theoretical modeling of the QGP and remarkable agreement between experimental data and simulations has been found, leading to the unexpected conclusion that hot nuclear matter behaves like a nearly frictionless liquid (i.e. with extremely low viscosity) [1], [2].

The initial success of relativistic hydrodynamics stimulated further development of the numerical codes needed for a more precise understanding of the fundamental properties of the quark and gluon dynamics in the QGP.

Firstly, fully (3+1)-dimensional simulations (3 spatial dimensions + time) are necessary to describe the system's evolution without any assumptions regarding its symmetries. Such numerical problems are well defined and numerical methods are available; however, (3+1)-dimensional simulations are extremely expensive in terms of computing power. Moreover, the fluctuations in the pre-QGP phase might have an impact on the dynamics of the QGP, therefore event-by-event studies (where an event is a single collision between heavy ions) with fluctuating initial conditions and with a large amount of statistics are of particular interest and require a fast and efficient computer code. Furthermore, studies of jets (which are narrow beams of particles with a high momentum) and their propagation through the hot nuclear medium can provide information about the fundamental properties of the QGP (transport coefficients, for instance). However, such studies require an accurate representation of relativistic flows and shock waves. This requires a larger numerical grid in the simulations, which in turn increases the computing time.
needed significantly.
Due to all these factors, there is a constantly increasing demand for computing resources in relativistic hydrodynamics simulations. Graphics Processing Unit (GPU) computing is a promising solution for this problem, and offers an unprecedented increase in computing power compared to standard CPU simulations. In this paper, we present the concept of an implementation of 3+1 ideal hydrodynamics simulations carried out on a GPU using an NVIDIA CUDA framework and test results for selected physics problems.

II. EQUATION SYSTEM FOR THE RIEMANN PROBLEM

A. Hydrodynamics Equations

Equations of relativistic hydrodynamics can be written in a conservative form:

\[
\frac{\partial U}{\partial t} + \frac{\partial F(U)}{\partial x} + \frac{\partial G(U)}{\partial y} + \frac{\partial H(U)}{\partial z} = 0
\]  

(1)

where \( U = (E, M_x, M_y, M_z, R) \) is a vector of conserved quantities in the laboratory rest frame, \( E \) is the energy density, \( M_i \) is the momentum density in the \( i \)-th Cartesian coordinate and \( R \) is a conserved charge density (e.g. a baryon number). \( F, G, H \) are vectors of fluxes of those quantities in the \( x, y, z \) directions, defined as:

\[
F(U) = \begin{pmatrix}
(E + p)v_x \\
M_x v_x + p \\
M_y v_x \\
M_z v_x \\
Rv_x
\end{pmatrix}
\]

(2)

\[
G(U) = \begin{pmatrix}
(E + p)v_y \\
M_x v_y + p \\
M_y v_y \\
M_z v_y \\
Rv_y
\end{pmatrix}
\]

\[
H(U) = \begin{pmatrix}
(E + p)v_z \\
M_x v_z + p \\
M_y v_z \\
M_z v_z + p \\
Rv_z
\end{pmatrix}
\]

where \( v \) is the velocity and \( p \) is pressure, defined by an equation of state: \( p = p(e, n); e \) and \( n \) are the energy and charge density in the fluid rest frame (i.e. in a frame where velocity vanishes, \( v = (0, 0, 0) \)).

B. Numerical Scheme

In numerical applications, all continuous fields have to be represented in a finite number of degrees of freedom, e.g. on a fixed numerical grid. In our program we use a finite-difference scheme on a Cartesian grid. Since non-conservative methods (i.e. methods based on non-conservative variables) have been shown to fail (do not converge to a correct solution) if a shock wave is present in the solution [3], a conservative method is used.

There are two standard approaches to solving the problem (1): dimensional splitting and a finite volume method. Derivation of dimensional splitting methods is based on Taylor series expansions and may give incorrect results for discontinuous solutions [4], thus a finite volume method was chosen. For a three-dimensional problem, such a scheme reads:

\[
U_{i,j,k}^{n+1} = U_{i,j,k}^n + \frac{\Delta t}{\Delta x} \left( F_{i-\frac{1}{2},j,k} - F_{i+\frac{1}{2},j,k} \right) \\
+ \frac{\Delta t}{\Delta y} \left( G_{i,j-\frac{1}{2},k} - G_{i,j+\frac{1}{2},k} \right) \\
+ \frac{\Delta t}{\Delta z} \left( H_{i,j,k-\frac{1}{2}} - H_{i,j,k+\frac{1}{2}} \right)
\]

(3)

where \( U_{i,j,k}^n \) represents a conserved quantity at the discrete time \( t_n \); \( \Delta x \) and \( \Delta y \), \( \Delta z \) are time and space steps, respectively, and \( F_{i-\frac{1}{2},j,k}, \ldots, H_{i,j,k+\frac{1}{2}} \) are numerical fluxes through cell boundaries.

The central point of a particular scheme is the construction of intercell fluxes \( F_{i-\frac{1}{2},j,k}, \ldots, H_{i,j,k+\frac{1}{2}} \). There are two distinct approaches to this problem: the upwind and centered schemes.

The main feature of upwind schemes is that they explicitly exploit information about wave propagation contained in the equations, usually by solving a one-dimensional Riemann problem directly, and therefore are usually simpler and more general, at the cost of accuracy (given that there is a complete Riemann solver available).

In order to obtain a general and accurate algorithm, we use a hybrid MUSTA (Multi-STAge) approach [5], [6]. This utilizes a centered flux in a predictor-corrector loop, solving the Riemann problem numerically, i.e. without using a priori information about waves.

The algorithm in a one-dimensional case is as follows:

1) In order to calculate flux \( F_{i+\frac{1}{2}} \) we introduce auxiliary variables \( u^{(l)}_L \) and \( u^{(l)}_R \) and their fluxes \( F^{(l)}_L \) and \( F^{(l)}_R \).
2) Set \( U^0_L = U^0, U^0_R = U^1 \).
3) Calculate \( F^{(l)}_L = F(U^{(l)}_L) \) and \( F^{(l)}_R = F(U^{(l)}_R) \) using (1).
4) Calculate \( F^{(l)}_{i+\frac{1}{2}} \) using a centered flux, \( U^0_L, U^0_R, F^{(l)}_L \) and \( F^{(l)}_R \). If \( l \) reached a predefined value, stop.
5) Solve Riemann problem locally:

\[
U^{(l+1)}_L = U^{(l)}_L - \frac{\Delta t}{\Delta x} \left( F^{(l)}_{i+\frac{1}{2}} - F^{(l)}_L \right) \\
U^{(l+1)}_R = U^{(l)}_R - \frac{\Delta t}{\Delta x} \left( F^{(l)}_{i+\frac{1}{2}} - F^{(l)}_R \right)
\]

(4)

6) Go back to step 3.

One drawback to using such an algorithm is that it is numerically more expensive than other, more conventional, algorithms, for instance the SHASTA (SHarp And Smooth Transport Algorithm) [7], [8].
As a centered flux, we used the FORCE (First ORder CEntered) scheme:
\[
F_{i+\frac{1}{2}}^{\text{force}} = \frac{1}{2} \left( F_{i+1}^{\text{lw}} + F_{i+1}^{\text{lf}} \right)
\]  
(5)
where \( F_{i+\frac{1}{2}} \) is the Lax-Wendroff type flux (in terms of MUSTA auxiliary variables):
\[
F_{i+\frac{1}{2}}^{\text{lw}} = F \left( \frac{1}{2} (U_L + U_R) - \frac{1}{2} \Delta t \frac{\Delta x}{\Delta t} (U_R - U_L) \right)
\]
(6)
and \( F_{i+\frac{1}{2}}^{\text{lf}} \) is the Lax-Friedrichs type flux:
\[
F_{i+\frac{1}{2}}^{\text{lf}} = \frac{1}{2} (F_L + F_R) - \frac{1}{2} \frac{\Delta x}{\Delta t} (U_R - U_L)
\]
(7)
In a three-dimensional case \( \alpha = 3 \), but other values may also be considered.

To achieve second order accuracy in space and time, we extend our algorithm with MUSCL-Hancock scheme. The basic idea of this scheme is to use more cells to interpolate inter-cell values and evolve them half a time step. The algorithm is:

1) Replace cell average values \( U_i^n \) by a piece-wise linear function inside \( i \)-th cell:
\[
U_i(x) = U_i^n + \frac{(x - x_i)}{\Delta x} \Delta_i
\]
(8)
where \( \Delta_i \) is a slope vector and will be defined later.
In the local coordinates the points \( x = 0 \) and \( x = \Delta x \) correspond to boundaries of the cell \( x_{i-\frac{1}{2}} \) and \( x_{i+\frac{1}{2}} \). The values at these points are \( U_i^L = U_i^n - \Delta_i / 2 \) and \( U_i^R = U_i^n + \Delta_i / 2 \).

2) Propagate \( U_i^L \) and \( U_i^R \) by a time \( \frac{1}{2} \Delta t \):
\[
\begin{align*}
\tilde{U}_i^L &= U_i^L + \frac{1}{2} \frac{\Delta t}{\Delta x} (G(U_i^L) - G(U_i^R)) \\
&+ \frac{1}{2} \frac{\Delta t}{\Delta y} (H(U_i^L) - H(U_i^R)) \\
&+ \frac{1}{2} \frac{\Delta t}{\Delta z} (I(U_i^L) - I(U_i^R)) \\
\tilde{U}_i^R &= U_i^R + \frac{1}{2} \frac{\Delta t}{\Delta x} (G(U_i^R) - G(U_i^L)) \\
&+ \frac{1}{2} \frac{\Delta t}{\Delta y} (H(U_i^R) - H(U_i^L)) \\
&+ \frac{1}{2} \frac{\Delta t}{\Delta z} (I(U_i^R) - I(U_i^L))
\end{align*}
\]
(9)

3) Use \( \tilde{U}_i^L \) and \( \tilde{U}_i^R \) as \( U_i^o_1 \) and \( U_i^o_2 \) in MUSTA.

A simple choice for the slope \( \Delta_i \) in (8) is:
\[
\Delta_i = \frac{1}{2} (U_i^{o_1} - U_i^{o_{i-1}})
\]
(10)
which indeed results in a second-order accurate algorithm. However, as predicted by Godunov’s theorem, it has the unpleasant effect of producing spurious oscillations in the vicinity of strong gradients.

To solve this issue, a number of flux limiting and slope limiting methods have been proposed. We employed a slope limiting method; instead of \( \Delta_i \) as in (10) we use:
\[
\tilde{\Delta}_i = \xi(r_i) \Delta_i
\]
(11)
in (8), where \( \xi \) is called the slope limiter, and \( r_i \) is defined as:
\[
r_i = \frac{U_i - U_{i-1}}{\tilde{U}_{i+1} - U_i}
\]
(12)
There are a number of possible choices for \( \xi \), each with its own characteristics and features. One possibility is the MINBEE limiter:
\[
\xi_{\text{MINBEE}}(r_i) = \max(0, \min(1, r_i))
\]
(13)
and there is another, called SUPERBEE:
\[
\xi_{\text{SUPERBEE}}(r_i) = \max(0, \min(2r_i, 1), \min(r_i, 2))
\]
(14)
Introducing non-linearity in the scheme provides less oscillations near high gradients and retains good accuracy in smooth areas of the solution.

III. IMPLEMENTATION NOTES

A. GPUs – an Overview

Recent developments in GPU technology have transformed them into very powerful devices offering a notable speed increase compared to traditional CPUs in high performance computing. The reason behind this lies in the difference in structure between these two processors. GPUs use many more resources for arithmetic operations at the expense of cache and flow control.

The basic idea of a GPU is that it is built around an array of Streaming Multiprocessors (SMs). Compute Unified Device Architecture (CUDA) allows a programmer to define a special function kernel which is executed on a GPU device by a number of threads which are organized into blocks. Each thread block executes in parallel on a single SM independently and in undefined order.

CUDA threads can access several memory spaces. Global memory, which has a very big latency, can be accessed by all the threads. Threads within one block can cooperate through shared memory. Shared memory is expected to be much faster than global memory and many applications benefit from using it. Registers, whose limited number is distributed to threads by a streaming multiprocessor, offer the lowest latency. By default, all the variables are placed in registers for as long as the latter are available. When there is a lack of registers, other variables go in the local memory which resides in device memory and provides the same high memory latency. This is called register spilling and causes a notable slow down for applications.

The main drawback of shared memory is its limited size (48 KB in contemporary GPUs). This is sufficient for many applications, but for others such as image processing where millions of pixels are transformed in parallel - it is not. For such cases data may be put into texture memory which resides in device memory and is cached in the texture cache. As a
result, data read from texture memory cost one read from
global memory on cache miss, and give almost immediate
access otherwise. The texture cache is optimized for 2D
spatial locality. Texture memory offers only data reading while
surface memory offers both read and write operations.

Threads are executed in groups of 32 parallel threads called
warps, of which all execute the same instruction scheduled by
the warp scheduler. If, due to conditional sentences, different
threads within a warp follow different paths, then the scheduler
visits each path taken sequentially, disabling threads that are
not active in the current path. This is called branching and
effects slow down in execution.

A common bottleneck for many GPU applications is mem-
ory access latency due to the limited size of cache, especially
when using global device memory. However, those latencies
can be hidden by a warp scheduler. At every instruction issue
time, a warp scheduler selects a warp that is ready to execute
its next instruction, if any, and issues the instruction to the
active threads of the warp. It can easily be seen that CUDA
performs this most effectively when there are plenty of threads
to be executed.

B. Data Organization

GPUs have recently been widely used for many advanced
computations. Typical examples have involved 3D finite dif-
fERENCE computations using the most popular sliding-window
approach, which operates using shared memory [9] - [12].
Some papers have also studied using texture memory to
optimize the solution in fluid dynamics [13], [14].

In our approach surface memory is applied to hold the
simulation data. Surface memory retains all the benefits of
texture memory, but it also works in write mode. It is available
for NVIDIA GPUs with a compute capability of 2.x or higher.
Currently, surface memory does not support double precision
floating-point arithmetic and all the calculations are done
solely in single precision.

Surface memory offers several benefits over the popular
sliding-window approach. Due to the limited size of shared
memory, only a limited amount of the data can be held in it
and hence loop tiling has to be performed. An input grid is
divided into smaller blocks (tiles) that fit into shared memory,
the threads copy these parts of the data from global to shared
memory and perform computations in the latter. Thus, the
shared memory can be seen as a manually managed cache. It
can easily be noticed that this results in data access redundancy
which can be computed using the formula \((n + m + k(n +
m)))/(n + m)\), where \(n\) and \(m\) stand for a block’s size and \(k\)
is the order of stencil [10]. In contrast to shared memory, which
is highly limited in size, the maximum number of elements
we can bound to surface memory is 65536x32768x2048 [15].
Therefore, in practice surface memory is limited only by its
size and in most cases all the data can be kept in surface
memory.

Surface memory allows the algorithm to decrease register
usage. In our approach, the numerical scheme requires a single
cell to contain more than one simple variable. When we
multiply the size of a cell by the number of cells needed in
stencil computation it is easy to notice that the registers are
quite heavily used in this algorithm.

Using surface memory it is also easier to modify and test
different numerical schemes. Code which uses shared memory
is usually dedicated to just one kind of stencil. Changing the
order or direction of the stencil results in changing many lines
of code. In the case of surface memory, since all data are held
in it and global indexing is used, this change may be done at
once and handling special cases is kept to a minimum. Hence,
it is a more general approach.

C. GPU Algorithm

In this section we present the idea behind the algorithm
which uses surface memory.

Algorithm 1 Data processing schema for a thread \((i,j)\) and
an order-4 stencil computation

\[
\text{for } n \in 1..N \text{ do}
\quad \text{for } k \in 3..Z-\text{Dimension} -2 \text{ do}
\quad \quad \text{Load neighbor cells from surface memory.}
\quad \quad \text{Compute cell } U(i,j,k).
\quad \quad \text{Write result to surface memory.}
\quad \quad \text{Synchronize threads.}
\text{end for}
\text{end for}
\]

The presented algorithm was built based on the idea of the
sliding-window algorithm. All threads work on a 2D \(xy\)-slice
of the grid, benefiting from optimization for the 2D spatial
locality of surface memory, and iterate through the \(Z\)-axis. The
Compute cell method refers to the MUSTA-FORCE algorithm.
In this algorithm we use two surfaces which are employed
alternately for read/write operations. It is possible to use just
one surface but this would put more pressure on registers and
require additional synchronizations. Since memory usage is
not a problem in our simulation we decided to stay with two
surfaces being used.

IV. EXPERIMENTAL RESULTS

We examined the performance of the parallel GPU code and
compared it to the performance of the sequential CPU code.
The goal of our research was just to verify the usefulness of
GPUs for solving equations of relativistic hydrodynamics and
to approximate the order of magnitude of the possible speed-
up. Therefore, we measured the time needed to perform the
simulations on a single GPU and a single CPU core. This
allowed us to estimate the time required to perform massive
physics simulations.

The numerical experiments were executed on an Intel Pen-
tium B960, 2.2 GHz processor with an NVIDIA GeForce
610 1 GB graphics card with Compute Capability 2.1. The
figures show the time taken for a hydrodynamic simulation,
using the MUSTA-FORCE algorithm approach for various
configurations of input data.
With the GPU, the tests were carried out for 100 time steps of the MUSTA-FORCE algorithm, using grids of dimensions $60^3$, $110^3$, $160^3$, $200^3$, and $220^3$. A single cell, containing a vector $U$, occupies 20 bytes of memory. The maximum grid that fitted within the memory limitations was $240^3$.

The simulations on the CPU were conducted on smaller grids. We interrupted the calculations for grids when the time exceeded a few hours, because it would have taken days to perform massive tests on the CPU.

Fig. 1 shows the acceleration factor gained by using a GPU instead of a CPU. The GPU implementation speed-up is over 200 for bigger numbers of cells. For a grid of size $110^3$, the GPU simulation took 1 minute while the CPU required over 3 hours. This proves that finite difference computations are a perfect example of an algorithm that fits the parallel computation concept. The whole algorithm can easily be divided into small parts that single threads can perform in parallel.

Note that the simulation on the CPU is very slow. The estimated effort for 100 time steps and a grid with 220 cells in each dimension is almost 30 hours. Such large grids are necessary in the case of studies of ultra-relativistic flows and strong shocks. Moreover, event-by-event simulations require samples of thousands of such simulations (events). Because of this, the total computing time needed for such analysis (assuming 1,000 events) amounts to as much as 3 years, which makes such a study extremely hard, if not impossible, without parallel computing. This example illustrates how expensive, in terms of computation and memory usage, relativistic hydrodynamic simulations are.

The next thing we examined was various implementations on a GPU. Fig. 2 presents a comparison between the execution time for the sliding-window algorithm using shared memory, and surface memory implementations. For shared memory we used a 16x16 data tile, which we found to be the most effective size. The first, naive surface memory implementation used exactly the same approach as with the shared memory algorithm. Thus it can be concluded that surface memory is about 8 times slower. The revised version of the algorithm with surface memory, presented in section 3c, used exactly the same approach as with the shared memory algorithm. Thus it can be concluded that surface memory is about 8 times slower. The revised version of the algorithm with surface memory, presented in section 3c, used exactly the same approach as with the shared memory algorithm. Thus it can be concluded that surface memory is about 8 times slower. The revised version of the algorithm with surface memory, presented in section 3c, used exactly the same approach as with the shared memory algorithm. Thus it can be concluded that surface memory is about 8 times slower.

Profiling of the application showed that here we are faced with register spilling which causes a serious slow down. This is due to the fact that the MUSTA-FORCE and MUSCL algorithms we have used, both use many temporary cells interpolated during computations. Now, when there only a maximum of 63 registers per thread, and each cell takes 5 of them, a lot of data need to be kept in local memory. Usage of local memory instead of registers is one of the biggest limitations in current GPUs. Our tests showed that just increasing the size of a single cell kept in memory without any other extra computation cost, made the time of simulation increase 5-fold.

Since one of our goals was to evaluate the effectiveness of the surface memory approach for 3D finite difference computations we prepared another version of the application, which performs an interpolation between the cells instead of the whole MUSTA-FORCE algorithm. Fig. 3 shows that the sliding-window approach is more than 50% slower than the surface algorithm. This proves our thesis that the results in Fig. 2 are affected by register pressure. Profiling of this
application shows that achieved occupancy is higher for the surface algorithm (0.45 instead of 0.32), there is lower usage of registers (in the surface algorithm all data is kept in registers while in the second approach 8 variables are also kept in local memory), and that there is a slightly smaller number of branches (12.5% instead of 14.5% on average). These numbers and the test results prove that despite the fact that surface memory is slower than shared memory, the benefits it offers allow the application to achieve better performance.

V. Conclusion

In this paper the possibilities of using GPUs for developing a solver for the Riemann problem have been examined. We studied two methods of 3D finite difference computation – a sliding-window algorithm using shared memory and our new approach based on surface memory.

First of all, the GPU proved to be a good choice for 3D finite difference computations. Such a problem scales perfectly with parallel computations and thus is very effective. Our implementation is over 200 times faster than a sequential implementation on a CPU. This number shows that graphics cards offer greater computational power for problems that can be divided into independent subproblems.

We have investigated the usefulness of our novel approach using surface memory. Because the amount of memory available is very big all the data can be kept in surface, which thus decreases data redundancy and pressure on registers. On the other hand, shared memory is in general faster than surface memory. As a result, in our application using the MUSTA-FORCE algorithm, both implementations have very comparable speeds. However, as we showed, the results were affected by register spilling caused by the high memory cost of the algorithm used. To investigate the effectiveness of surface memory in 3D finite difference methods we prepared a simplified version of an algorithm that minimized register usage. As a result, the surface memory approach turned out to be faster than the one with the sliding-window approach. It should also be stressed that surface memory implementation is more general and, in contrast to the shared memory approach, can easily be changed to use any other kind and order of isotropic, or anisotropic, stencil in any direction.

In this paper we showed that GPUs are very effective for hydrodynamics simulations in comparison to CPUs. The current GPU implementation allows a device to perform a massive number of simulations in a reasonable time. This was previously impossible, even in our preliminary parallel CPU implementation with the use of a cluster computer and MPI. The designed GPU algorithm, based on surface memory, is easy to modify and proved to be a valuable new tool for high energy nuclear science.
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Abstract—The paper considers application of the AVX (Advanced Vector Extensions) technique to improve the performance of the PARFES parallel finite element solver, intended for finite element analysis of large-scale problems of structural and solid mechanics using multi-core computers. The basis for this paper was the fact that the dgemm matrix multiplication procedure implemented in the Intel MKL (Math Kernel Library) and ACML (AMD Core Math Library) libraries, which lays down the foundations for achieving high performance of direct methods for sparse matrices, does not provide for satisfactory performance with the AMD Opteron 6276 processor, Bulldozer architecture, when used with the algorithm required for PARFES. The procedure presented herein significantly improves the performance of PARFES on computers with processors of the above architecture, while maintaining the competitiveness of PARFES with the Intel MKL dgemm procedure on computers with Intel processors.

I. INTRODUCTION

The PARFES (Parallel Finite Element Solver) is a sparse direct method for solving linear equation sets with sparse symmetric matrices, which arise when the finite element method is applied to structural and solid mechanics problems, is presented in [7], [8]. The method is developed to be used in FEA software focused on multi-core shared memory computers. PARFES supports core mode (CM) as well as two out of core modes – OOC and OOC1. In the core mode, the solver only utilizes random access memory (RAM), demonstrating good performance and speed up when the number of threads increases. If the dimension of the problem exceeds the RAM capacity, the method switches to the OOC mode, in which disk storage is used, and the amount of I/O operations is minimal. Performance and speed up deteriorate slightly compared to the CM. If the amount of RAM is not sufficient for the OOC mode, PARFES switches to OOC1. In this mode, the number of I/O operations is greatly increased; however, the RAM amount requirements are low. The performance and speed up degrade significantly, but this method allows solving problems of several million equations using desktop and laptop computers.

The option to use disk memory is the advantage of PARFES compared to PARDISO (Parallel Direct Solver), which is described in [16] and presented in the Intel MKL library [11]. Although PARDISO formally supports the OOC mode, practice showed that in this mode, this method is considerably inferior both to PARFES, and the multifrontal method where small tasks are concerned [1], [5], [10], and simply crashes when used for larger problems [7], [15].

In contrast to the multifrontal method, PARFES demonstrates significantly higher performance and speed up, and smaller RAM requirements (in OOC1 mode) [7], [8].

This paper describes further development of PARFES for the use with Intel AVX instructions [14] that implement computation vectorization elements with 256-bit registers, allowing to perform four multiplications or four additions of double type values in one CPU cycle.

It was discovered that the dgemm matrix multiplication procedure as implemented in Intel MKL 11.0 [12] does not provide for satisfactory performance of PARFES on a computer with a 16-core AMD Opteron 6276 CPU 2.3/3.2 GHz processor, Bulldozer architecture. For test 1: $C = C - A \cdot B$, where $A$, $B$, $C$ are $8\,000 \times 8\,000$ square matrices, the performance of this procedure is 3 958 MFLOPS with a single thread and 35 013 MFLOPS with 16 threads. The performance of the same procedure as implemented in ACML 15.2.0 (AMD Core Math Library) [2] is 14 203 MFLOPS and 94 852 MFLOPS respectively.

However, when solving test 2 (Fig. 1, 2) it was found that the performance of this algorithm degrades (see Table 1), and the threads run in the OS kernel mode for a considerable amount of time.

```c
#pragma omp parallel for
for(ib=0; ib<Nb; ++ib)
{
    ip = omp_get_thread_num();
    Cib = Cib - Aib*B;
}
```

Fig.1 Algorithm for test 2

Matrices $C$ and $A$ have a block structure (Fig. 2), $ip$ is the thread number, and $ib$ is the block number. Inside the loop, the single-threaded version of the dgemm procedure (ACML [2]) is used. The arrows indicate the packing of data in the respective matrices.
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Test 2 is a good simulation of the PARFES correction procedure [7], [8], when the $jb$ block-column (matrix C) is updated by the $kb$ block-column (matrix A) located to the left of the former.

Thus, it was decided to develop a new procedure, microkern_8x4_AVX, which would allow achieving high performance with processors that support AVX instructions on the × 64 platform.

II. FACTORIZATION STAGE

A. Problem definition

Let us consider the direct method for solving linear equation sets.

$$KX = B, \quad K = K^T, \quad X = [x_i], \quad B = [b_i], \quad i \in [1, nrhs] \quad (1)$$

where $K$ is the symmetric sparse stiffness matrix; $X$ and $B$ are solution vectors and right-hand parts for multiple load cases; and $nrhs$ is the number of right-hand parts. The decomposition is sought in the form of

$$K = L \cdot S \cdot L^T \quad (2)$$

where $L$ is the lower triangular matrix and $S$ is the sign diagonal that summarizes the Cholesky decomposition method into a class of indefinite matrices. After factorization (2), forward substitution, diagonal scaling and back substitution are carried out:

$$L \cdot Y = B \rightarrow Y$$

$$S \cdot Z = Y \rightarrow Z \quad (3)$$

$$L^T \cdot X = Z \rightarrow X$$

B. Sparse matrix analysis

First of all the adjacency graph for nodes of the finite element model is reordered to reduce the number of non-zero entries in the factorized stiffness matrix. The number of non-zero entries and the non-zero structure of the sparse lower triangular matrix $L$ depend on the reordering method used [3].

Each node of FE model, which has $dof$ degrees of freedom, produces a dense submatrix with the dimensions $dof \times dof$. Therefore, the physical formulation of the problem leads to the division of the original sparse matrix into dense submatrices of relatively small dimensions. To achieve high performance, we should enlarge the dimension of these blocks, and do so in a way that provides for the minimal number of zero entries appearing as the result of such procedure. To this end, we use the algorithm presented in [8]. As a result, matrix $L$ is divided into dense rectangular blocks, and the blocks located on the main diagonal are filled completely. The blocks located below the main diagonal may be filled either completely or partially. Memory is not allocated to empty blocks, and for partially filled blocks, only non-zero rows are taken into consideration (Fig. 3).

![Fig. 2 Structure of A, B, C matrices in test 2](image)

Test 2 is a good simulation of the PARFES correction procedure [7], [8], when the $jb$ block-column (matrix C) is updated by the $kb$ block-column (matrix A) located to the left of the former.

Fig. 3. Block-column consisting of empty, partially and completely filled blocks. The packing of data in column major storage is shown to the right.
Fig. 4. Left-looking factorization of jb block-column. All block-columns located to the left of jb (kb < jb) are fully factorized.

1. do jb=1,Nb
2. update of block-column jb
   prepare parallel tasks Q[ip] for update of block-column jb
   #pragma omp parallel
   
   while(Q[ip])
   
   {L_{ip,ib}, L_{ib,ib}, kb} = (Q[ip]/{L_{ib,ib}, L_{ib,ib}, kb})
   A_{ip,ib} = A_{ip,ib} - L_{ib,ib} S_{ib} L_{ib,ib}^{T}
   ( kb \in \text{List}_k[jb]; \ ib \in L_{kb} )
   end while
   end of parallel region
   end of update
3. factoring of block-column jb
   A_{jb,ib} = L_{jb,ib} S_{ib} L_{jb,ib}^{T}
   #pragma omp parallel for ( \ ib \in L_{jb} )
   L_{jb,ib} S_{ib} L_{jb,ib}^{T} = A_{jb,ib}^{T} L_{jb,ib}^{T}
   end of factoring
4. prepare \text{List}_k for block-columns, which are located to the right of block-column jb and will be updated by it
end do

Fig. 5. Looking-left block factorization algorithm

As a result, a queue of tasks Q[ip] is created for each ip thread, \( ip = 0, 1, \ldots, \text{np}-1, \text{np} \) is a number of threads. Each queue element \{L_{ip,ib}, L_{ib,ib}, kb\} contains pointers to the factorized matrix blocks \( L_{ip,ib}, L_{ib,ib} \) and the kb index of the sign diagonal block \( S_{ib} \). The jb block-column is corrected only by those block-columns that have non-zero blocks \( L_{jb,ib}^{T} \) in the block row \( \text{ib} = jb (kb \in \text{List}_k[jb]) \).

In the parallel region each thread runs a while loop going over its own queue of tasks Q[ip] until it is exhausted.

The nearest element is popped from the queue and immediately deleted: \( \{L_{ip,ib}, L_{ib,ib}, kb\} = (Q[ip]/{L_{ib,ib}, L_{ib,ib}, kb}) \). Then, the task \( A_{ip,ib} = A_{ip,ib} - L_{ib,ib} S_{ib} L_{ib,ib}^{T} \) is performed. Conditions \( \text{ib} \in L_{ib} \) and \( \text{ib} = \text{eb} L_{ib} \) mean that the \( \text{ib} \) index accepts only those values that correspond to the non-zero blocks in the \( kb \) and \( jb \) block-columns respectively.

The details of this algorithm are presented in [7]. To ensure high performance, we can use the \textit{dgemm} matrix multiplication procedure, or the microkern_8x4_AVX procedure presented in this paper.

When the \( jb \) block-column is completely corrected, it is factorized (p.3), and then the \( jb \) index is pushed to the \( \text{List}_k \) block-column list, which will be updated by the \( jb \) block-column at the next factorization steps (p. 4).

Therefore, performance at the numerical factorization stage is mainly determined by the performance of the matrix multiplication procedure. Test 2 (see Fig. 1, 2) simulates correction of the \( jb \) block-column by block-columns located to the left of it. Therefore, this was the test mainly used to test out the microkern_8x4_AVX procedure. Following [6], we will refer to the procedure microkern_8x4_AVX, whose code is written based on the AVX instructions, as microkernel.

D. Microkernel microkern_8x4_AVX

The proposed approach uses the same idea as in the development of the microkernel, based on SSE2 [6], [9], [10]. To achieve high performance, it is necessary to use cache blocking, register blocking, computing vectorization, data repacking in order to reduce the number of cache misses, and to unroll the inner loop to maximize the use of the processor pipelines. Since in the PARFES method, the maximum dimension of block \( l_s \) is 120, the \( l_s \), \( K \), \( N \) dimensions do not exceed this value. Therefore, division of matrices \( A_{b} \), \( B \) and \( C_{b} \) into blocks (cache blocking) is not required, and the dimension of TLB (translation look aside buffer) will not be exceeded [6].

Modern processors supporting AVX have 256-bit YMM registers, and 16 registers are available on the \( \times64 \) platform. Four floating-point double precision words can be loaded into each register, and four additions or four multiplications are carried out per each clock of processor. The register blocking diagram for the \( \times64 \) platform is shown in Fig. 6.

The result is stored in 8 registers intended for the elements of matrix \( C_{b} \). Two registers are used for elements of matrix \( A_{b} \), one register – for elements of matrix \( B \) and one register is required to store the intermediate multiplication results. The block dimension is \( m_s \times n_s = 8 \times 4 \). When the inner loop runs, the elements of matrices \( A_{b} \) and \( B \) are repacked to ensure their locations in neighboring RAM addresses. This reduces the number of cache misses and allocates the data in the cache extremely densely. We denote: \( \text{AA} = \text{repack}(A_{b}) \), \( \text{BB} = \text{repack}(B) \), where \( \text{Dest} = \text{repack(Source)} \) means repacking from array \( \text{Source} \) to array \( \text{Dest} \) (Fig. 6, bottom). The elements of matrices \( A_{b} \), \( B \) and \( C_{b} \) are located in the RAM column-major storage. Prefetch instructions are applied to hide memory latency.
The AVX is used to accelerate the transmission of data when matrices $A$, $B$ are repacked into arrays $AA$ and $BB$ respectively. The pseudo code presenting the microkern_8x4_AVX procedure is shown in Fig 7.

1. Procedure Pack_BB: $B = \text{repack}(BB)$ (Fig. 6, bottom).

2. Procedure microkern_8x4_AVX:

   $C = beta \cdot C + alpha \cdot A \cdot B$ (in the future index $ib$ is omitted)

   $AA = \text{repack}(A)

   for(j=0; j<N; j+=nr)
   {
   //pBB0 = BB+K*j; //point to current
   //vertical pane of BB
   for(i=0; i<lb; j+=mr)
   {
   pAA=AA+i*K; //point to current
   //horizontal pane of AA
   pC=C+ldc*j+i; //point to $C_{ij}$, ldc = //lb.
   pBB = pBB0;

   //move $C_{i,0}, C_{i,1}, \ldots, C_{i,7}$ to cache
   //until CPU run internal loop
   //move $C_{i,0}, C_{i,1}, \ldots, C_{i,7}$ to cache
   //until CPU run internal loop
   _mm_prefetch((const char *)(pC+ldc),
               _MM_HINT_T0);
   _mm_prefetch((const char *)(pC+2*ldc),
               _MM_HINT_T0);
   c1 = _mm256_setzero_pd();  //c1 ← 0
   c8 = _mm256_setzero_pd();  //c8 ← 0
   for(k=0; k<K; k+=16)
   {
   _mm_prefetch((const char *)(pAA+nr),
                _MM_HINT_T0);
   _mm_prefetch((const char *)(pBB+2*nr),
                _MM_HINT_T0);
   a0 = _mm256_load_pd(pAA);
   b0 = _mm256_load_sd(pBB);
   a1 = _mm256_load_pd(pAA+4);
   b1 = _mm256_broadcast_sd(pBB);
   a2 = _mm256_load_pd(pAA+8);
   b2 = _mm256_broadcast_sd(pBB+1);
   a3 = _mm256_load_pd(pAA+12);
   b3 = _mm256_broadcast_sd(pBB+2);

   mul = _mm256_mul_pd(a0, b0);
   c1 = _mm256_add_pd(c1, mul);
   mul = _mm256_mul_pd(a1, b0);
   c2 = _mm256_add_pd(c2, mul);
   mul = _mm256_mul_pd(a0, b1);
   c3 = _mm256_add_pd(c3, mul);
   mul = _mm256_mul_pd(a1, b1);
   c4 = _mm256_add_pd(c4, mul);
   mul = _mm256_mul_pd(a0, b2);
   c5 = _mm256_add_pd(c5, mul);
   mul = _mm256_mul_pd(a1, b2);
   c6 = _mm256_add_pd(c6, mul);
   mul = _mm256_mul_pd(a0, b3);
   c7 = _mm256_add_sd(c7, mul);
   mul = _mm256_mul_pd(a1, b3);
   c8 = _mm256_add_pd(c8, mul);
   }
   //and so on 15 times
   pAA += 16*mr;
   pBB += 16*nr;
   }
   //end k loop

   // put alpha*A*B to c1 – c8
   mul = _mm256_setzero_pd(a, a, a, a);
   c1 = _mm256_load_sd(pC);
   a0 = _mm256_load_sd(pC+4);
   mul = _mm256_mul_pd(b0, a0);
   c1 = _mm256_add_pd(c1, mul);
   a1 = _mm256_load_sd(pC+8);
   c2 = _mm256_add_pd(c2, mul);
   a2 = _mm256_load_sd(pC+12);
   c3 = _mm256_add_pd(c3, mul);
   a3 = _mm256_load_sd(pC+16);
   c4 = _mm256_add_pd(c4, mul);
   a4 = _mm256_load_sd(pC+20);
   c5 = _mm256_add_pd(c5, mul);
   a5 = _mm256_load_sd(pC+24);
   c6 = _mm256_add_pd(c6, mul);
   a6 = _mm256_load_sd(pC+28);
   c7 = _mm256_add_pd(c7, mul);
   a7 = _mm256_load_sd(pC+32);
   c8 = _mm256_add_pd(c8, mul);
   }
   //end if(beta)

   //unload c1 – c8 to matrix C

   //put alpha*A*B + beta*CC to c1 – c8
   b0 = _mm256_setzero(a, a, a, a);
   a0 = _mm256_load_sd(pC);
   a1 = _mm256_load_sd(pC+4);
   a2 = _mm256_load_sd(pC+8);
   a3 = _mm256_load_sd(pC+12);
   a4 = _mm256_load_sd(pC+16);
   a5 = _mm256_load_sd(pC+20);
   a6 = _mm256_load_sd(pC+24);
   a7 = _mm256_load_sd(pC+28);
   } //end if(beta)

   //unload c1 – c8 to matrix C

   //put alpha*A*B + beta*CC to c1 – c8
   b0 = _mm256_setzero(a, a, a, a);
   a0 = _mm256_load_sd(pC);
   a1 = _mm256_load_sd(pC+4);
   a2 = _mm256_load_sd(pC+8);
   a3 = _mm256_load_sd(pC+12);
   a4 = _mm256_load_sd(pC+16);
   a5 = _mm256_load_sd(pC+20);
   a6 = _mm256_load_sd(pC+24);
   a7 = _mm256_load_sd(pC+28);
   } //end if(beta)

   //unload c1 – c8 to matrix C

Here, for ease of understanding the basic idea of the method, we consider only the case when $M$ is a multiple of $m$, $N$ multiple of $n$, and $K$ is a multiple of 16. In the real microkernel, submatrices of dimension $M_1 \times K$ and $K \times N_1$ are extracted from matrices $A$ and $B$, where $M_1$ and $N_1$ assume the greatest value with the following limitations: $(M_1 \leq M) \land (M_1 \% M) = 0, (N_1 \leq N) \land (N_1 \% n) = 0$, where $a \% b$ means that the remainder after the division of $a$ by $b$ is zero. Therefore, matrices $A_{ib}$, $B_{ib}$ are divided into blocks, in which the largest submatrices are a multiple of $m$, and $n$, respectively. The YMM register blocking scheme (Fig. 6) is applied specifically for these submatrices. For the remaining small submatrices, simpler multiplication methods are used.

Matrix $B$ is repacked in a separate procedure, allowing us to use it only once for each $kb$ block-column. To produce register blocking, indexes $i, j$ are increased by increments of $m, n$, correspondingly. The pointers $pAA$ and $pBB$ are set to the beginning of the horizontal strip of matrix $AA$ and the vertical strip of $BB$ (Fig. 6, 8), before loops with indexes $i, j$ are initiated.

The contents of register $a0$ are multiplied by the contents of register $b0$, and the result is placed into register $mul$. Instruction $mul = _mm256_mul_pd(a0, b0)$. Initialization $c1 = _mm256_load_pd(...)$ sets $c1$ and $mul$, and sends the result into register $c1$. Then, the contents of register $a1$ are multiplied by the contents of register $b0$, and the result is added to the contents of register $c2$. The contents of registers $a0, a1$ are multiplied by $b1$, and the results are added to the contents of registers $c3, c4, c5, c6$. At the end of the loop with index $k$, registers $c1$ through $c8$ hold the accumulated results of the horizontal strip $m \times K$ of matrix $AA_{ib}$, repacked into array $AA$, by the vertical strip $K \times n$ of matrix $BB_{ib}$, re-packed into array $BB$.

This result is multiplied by scalar factor $alpha$. If the $beta$ coefficient is non-zero, the 8 elements $c_{ib, i+1, j}, ..., c_{ib, i+7, j}$ are loaded into registers $a0, a1$ by using $\_\_mm256_loadu_pd(...)$. The elements of matrix $A_{ib}$ are loaded from memory $\_\_mm256_loadu_pd(...)$. Instructions $c1 = _mm256_loadu_pd(...)$, because memory for array $AA$ is allocated with a 32 byte alignment. Memory for matrix $C$ is allocated without the 32 byte alignment, so here we use $\_\_mm256_loadu_pd(...)$. The elements of matrix $C_{ib}$ held in registers $a0, a1$ are multiplied by factor $beta$ and added to the contents of registers $c1$ and $c2$. Then, eight elements from the next column of matrix $C_{ib} = C_{ib+1, j}, ..., C_{ib+7, j}$ are loaded into registers $a0$ and $a1$, multiplied by factor $beta$, and added to the contents of registers $c3, c4, c5, c6, c7, c8$. Transition to the next column of matrix $C_{ib}$ is made by offsetting $ldc = l_b$ of $pC$ pointer. While the current iteration is running, the prefetch instruction is applied to transmit the elements of matrix $C_{ib}$ from RAM to the cache, as required for the next iteration of the loop with index $i$.

As a result, registers $c1$ through $c8$ hold the accumulated result of $alpha \cdot AA_{ib} \cdot BB_{ib} + beta \cdot CC_{ij}$, where $AA_{ib}$, $BB_{ib}$ are, respectively, the horizontal strip of matrix $A_{ib}$, determined by the value of index $i$, and the vertical strip of matrix $B_{ib}$, defined by the value of index $j$, and $CC_{ij}$ – the corresponding block of matrix $C_{ib}$. Instructions $\_\_mm256_storeu_pd(...)$ unload data from registers $c1$ through $c8$ to the corresponding elements of matrix $C_{ib}$.

### III. Numerical Results

#### A. Test 2

The results of test 2, described in the introduction (Fig. 1, 2), have been obtained on two computers and are shown in Table 1.
The first computer has a 16-core AMD Opteron 6276 CPU 2.3/3.2 GHz processor, 64 GB DDR3 RAM, and runs Windows Server 2008 R2 Enterprise SP1, 64 bit. The second computer has a 4-core Intel i7 2760QM CPU 2.4/3.5 GHz processor, 8 GB DDR3 RAM, and runs Windows 7 Professional SP1, 64 bit.

For the ACML 15.2.0 procedure, column for computing on 16 threads (the computer with AMD processor) contains two values: the first (41 469 MFLOPS) corresponds to solving the problem by parallelizing only within the _dgemm_ procedure, using its multi-threaded version; while the second (10 061 MFLOPS) – to the use of the single-threaded version of _dgemm_ in a parallel OpenMP loop. The first value is used to estimate the top performance of the AMD Opteron 6276 CPU for this test, since the ACML library is best adapted to AMD processors. The second value confirms that the _dgemm_ procedure from the ACML library does not work properly in the mode required by PARFES.

A comparison of the results (Table 1) showed that the proposed microkern_8x4_AVX procedure successfully solved this problem on the computer with AMD Opteron 6276 processor, as well as on the computer with Intel i7 2760QM processor.

Next, we consider two real-life problems, taken from the collection of SCAD Soft – a Software Company (www.scadsoft.com) developing software for civil engineering. SCAD is FEA software, which is widely used in the CIS region and has a certificate of compliance to local regulations.

I. Problem 1

A design model of multistorey building contains 2 546 400 equations, consists of triangular, quadrilateral shell finite elements, as well as spatial frame ones (Fig. 9).

The original stiffness matrix contains 27 927 845 nonzero entries, and lower triangular factorized matrix – 1 124 085 204 nonzero entries. METIS reordering method [13] has been used.

The duration and performance of the factorization stage is presented in Table 2. As in the preceding example, the _dgemm_ procedure from the Intel MKL 11.0 library does not achieve the desired performance on the computer with AMD Opteron 6276 processor. The _dgemm_ procedure from the ACML library works well on a single thread, but when PARFES implements multithreading, the procedure is not performing its task. The microkern_8x4_AVX procedure proposed in this paper demonstrates good results with a single thread as well as during multi-threading. It is interesting to note that on a computer with Intel i7 2760QM processor, this procedure was not inferior to the _dgemm_ procedure from the Intel MKL 11.0 library.

B. Problem 2

A design model of soil-structure interaction problem contains 2 989 476 equations (Fig. 10, 11) and consists of triangular, quadrilateral shell finite elements, as well as spatial frame and volumetric finite elements simulating the behavior of the ground.

This problem is very challenging for direct methods, because the soil prism, simulated by volumetric finite elements, generates a relatively dense part of a sparse matrix. Of all the methods available for reordering – the minimum degree algorithm MMD [4], the nested dissection method ND [3], the parallel section method [3] in conjunction with the MMD – the most efficient method for this task is METIS [13]. The number of nonzero elements in original matrix is 68 196 176 and in the lower triangular matrix – 4 966 055 936 (37 GB).

The duration of the numerical factorization phase and the performance obtained on the computer with AMD Opteron 6276 processor is shown in Table 3. The solution of this problem on the computer with Intel i7 2760QM processor and 8 GB of RAM was not effective due to the small amount of core memory. PARFES was run in the OOC1 mode, performing a large number of I/O operations. For this reason, performance analysis of the matrix multiplication procedure is not applicable.

The suggested microkernel procedure is slightly inferior to the _dgemm_ procedure from the ACML 15.2.0 library on a single thread, but greatly outperforms it on 16 threads. In all cases, the proposed procedure is faster than the _dgemm_ procedure from Intel MKL.
TABLE 1.
PERFORMANCE (MFLOPS) OF ALGORITHM C = C – A·B FOR MATRICES M × N × K = 2 000 000 × 120 × 120 (A – MATRIX M × K, B – K × N, C – M × N)

<table>
<thead>
<tr>
<th>Procedure</th>
<th>AMD Opteron 6276 CPU 2.3/3.2 GHz</th>
<th>Intel i7 2760QM CPU 2.4/3.5 GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single thread</td>
<td>16 threads</td>
</tr>
<tr>
<td>dgemm MKL 11.0</td>
<td>2 377</td>
<td>24 945</td>
</tr>
<tr>
<td>dgemm ACML 15.2.0</td>
<td>6 837</td>
<td>41 469 / 10 061</td>
</tr>
<tr>
<td>microkern_8x4_AVX</td>
<td>6 373</td>
<td>50 571</td>
</tr>
</tbody>
</table>

TABLE 2.
PROBLEM 1. DURATION (S) AND PERFORMANCE (MFLOPS) OF PARFES ON THE NUMERICAL FACTORIZATION STAGE (PROBLEM 1)

<table>
<thead>
<tr>
<th>Procedure</th>
<th>AMD Opteron 6276 CPU 2.3/3.2 GHz</th>
<th>Intel i7 2760QM CPU 2.4/3.5 GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single thread</td>
<td>16 threads</td>
</tr>
<tr>
<td>dgemm MKL 11.0</td>
<td>1 139</td>
<td>3 619</td>
</tr>
<tr>
<td></td>
<td>Duration, s</td>
<td>Perform.</td>
</tr>
<tr>
<td>dgemm ACML 15.2.0</td>
<td>718</td>
<td>5 743</td>
</tr>
<tr>
<td>microkern_8x4_AVX</td>
<td>753</td>
<td>5 477</td>
</tr>
</tbody>
</table>

TABLE 3.
PROBLEM 2. DURATION (S) AND PERFORMANCE (MFLOPS) OF PARFES ON THE NUMERICAL FACTORIZATION STAGE. COMPUTER WITH AMD OPTERON 6276 PROCESSOR (PROBLEM 2)

<table>
<thead>
<tr>
<th>Procedure</th>
<th>Single thread</th>
<th>16 threads</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Duration, s</td>
<td>Performance, MFLOPS</td>
</tr>
<tr>
<td>dgemm MKL 11.0</td>
<td>18 992</td>
<td>3 138</td>
</tr>
<tr>
<td>dgemm ACML 15.2.0</td>
<td>12 871</td>
<td>4 630</td>
</tr>
<tr>
<td>microkern_8x4_AVX</td>
<td>13 541</td>
<td>4 400</td>
</tr>
</tbody>
</table>
The speed up with the increase in the number of processors is depicted in Fig. 12.

![Graph showing speed up with the increase in the number of processors](image_url)

Fig. 12. Speed up with the increase in the number of threads. Ideal – the ideal speed up, $id_{tb}$ – the ideal speed up on processors with Turbo Core support, PARFES – the real speed up.

The straight line of the “ideal” speed up passes through the points \(\{0, 0\}, \{1, 1\}, \{2, 2\}, \ldots\). This means that if the problem is solved using \(p\) threads, we would like to solve it \(p\) times faster than when using one thread. The $id_{tb}$ curve approximates the ideal speed up for processors that support Turbo Core mode – when a small number of cores is loaded, the processor increases the clock frequency, and when the number of loaded cores increases, reduces the frequency to the nominal value of 2.3 GHz. This curve is represented by a square parabola passing through the points \(\{0, 0\}, \{1, 1\}, \{16, 11.5\}\). The ordinate of the last point was obtained as \(16 \times (\text{minimum clock frequency of the processor}) / (\text{maximum clock frequency of the processor}) = 16 \times 3.2 / 2.3 = 11.5\).

When using up to 4 threads, the speed up of PARFES is almost perfect. We explain the anomaly at \(p = 5\) by the features of the Turbo Core control on this processor, because testing of PARFES on computers with different processors [7], [8] does not produce such behavior. The speed up of the method when \(p > 4\) is stable up to \(p = 16\), although lower than for the $id_{tb}$ curve.

### IV. CONCLUSION

Developing the microkernel procedure, based on AVX, in the parallel direct solver PARFES designed to solve problems of structural and solid mechanics that arise as a result of applying the finite element method, significantly accelerates matrix factorization on computers with AMD Opteron 6276 processor, Bulldozer architecture, while maintaining high performance and competitiveness with the Intel MKL $dgemm$ procedure on computers with Intel processors.
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Abstract—Recent developments in computational sciences, involving both hardware and software, allow reflection on the way that computers of the future will be assembled and software for them written. In this contribution we combine recent results concerning possible designs of future processors, ways they will be combined to build scalable (super)computers, and generalized matrix multiplication. As a result we propose a novel library of routines, based on generalized matrix multiplication that facilitates (matrix / image) manipulations.

I. INTRODUCTION

SINCE the early 1990’s one of the important factors limiting computer performance became the ability to feed data to the, increasingly faster, processors. Already, in 1994 authors of [1] discussed problems caused by the increasing gap between the speeds of memory and processors. Their work was followed, among others, by Burger and Goodman ([2]), who were concerned with the limitations imposed by the memory bandwidth on the development of computer systems. In 2002, P. Machanick presented an interesting survey ([3]) in which he considered the combined effects of doubling of processor speed (predicted by Moore’s Law) and the 7% increase in memory speed, when compared in the same time scale.

The initial approach to address this problem was through introduction of memory hierarchy for data reuse (see, for instance, [4]). In addition to the registers, CPUs have been equipped with small fast cache memory. As a result systems with 4 layers of latency were developed. Data could be replicated and reside in (1) register, (2) cache, (3) main memory, (4) external memory. Later on, while the “speed gap” between processors and memory continued to widen, multi-processor computers gained popularity. As a result, systems with an increasing number of latencies have been built. On the large scale, data element could be replicated and reside in (and each subsequent layer means increasing / different latency of access): (1) register, (2) level 1 cache, (3) level 2 cache, (4) level 3 cache, (5) main memory of a (multi-core / multi-processor) computer, (6) memory of another networked computer (node in the system), (7) external device. Obviously, such complex structure of a computer system resulted in need for writing complex codes to efficiently use it. Data blocking and reuse became the method of choice for solution of large computational problems. This method was applied not only for multi-processor computers, but also computers with processors consisting of multiple computational units (e.g. cores, processors, etc.). In this context, let us note that as the number of computational units per processor is systematically increasing, the inflation adjusted price of a processor remains the same. As a result, the price per computational operation continues to decrease (see, also [5]).

While a number of approaches have been proposed to deal with the memory wall problem (e.g. see discussion of 3D memory stacking in [6]), they seem to only slow down the process, rather than introduce a radical solution. Note that, introduction of multicore processors resulted in (at least temporary) sustaining the Moore’s Law and thus further pushing the performance gap (see, [3], [7]). Here, it is also worth mentioning recent approach to reduce memory contention via data encoding (see, [8]). The idea is to allow for hardware-based encoding and decoding of data to reduce its size. Since this proposal is brand new, time will tell how successful it will be. Note, however, that also this proposal is in line with the general observation that “computational hardware” (i.e. encoders and decoders) is cheap, and should be used to reduce volume of data moved between processor(s) and memory.

Let us now consider one of the important areas of scientific computing – computational linear algebra. Obviously, here the basic object is a matrix. While, one dimensional matrices (vectors) are indispensable, the fundamental object of majority of algorithms is a 2D, or a 3D, matrix. Upon reflection, it is easy to realize that there exists a conflict between the structure of a matrix and the way it is stored and processed in most computers. To make the point simple, 2D matrices are rectangular (while 3D matrices are cuboidal). However, they are stored in one-dimensional memory (as a long vector). Furthermore, in most cases, they are processed in a vector-oriented fashion (except for the SIMD-style array processors). Finally, they are sent back to be stored in the one-dimensional memory. In other words, data arrangement natural for the matrix is neither preserved, nor taken advantage of, which puts not only practical, but also theoretical limit on performance of linear algebra codes (for more details, see, [9]).

Interestingly, similar disregard to the natural arrangement of data concerns also many “sensor systems.” Here, the input image, which is square or rectangular, is read out serially,
pixel-by-pixel, and is send to the CPU for processing. This means that the transfer of pixels destroys the 2D integrity of data (an image, or a frame, start to exist not in their natural layout). Separately, such transfer introduces latency caused by serial communication. Here, the need to transfer large data streams to the processor may prohibit their use in applications, which require (near) real-time response [10]. Note that large data streams exist not only in scientific applications. For instance modern digital cameras capture images consisting of 22.3 $\times$ 10$^6$ pixels (Cannon EOS 5D Mark III [11]) or even 36.3 $\times$ 10$^6$ pixels (Nikon D800 [12]). What is even more amazing, recently introduced Nokia phone (Nokia 808 PureView [13]) has camera capturing 41 $\times$ 10$^6$ pixels.

For the scientific / commercial sensor arrays, the largest of them seems to be the 2-D pixel matrix detector installed in the Large Hadron Collider in CERN [14]. It has 10$^9$ sensor cells. Similar number of sensors would be required in a CT scanner array of size approximately 1m$^2$, with about 50K pixels per cm$^2$. In devices of this size, for the (near) real-time image and video processing, as well as a 3-D reconstruction, it would be natural to load data directly from the sensors to the processing elements (for immediate processing). Thus, a focal-plane I/O, which can map the pixels of an image (or a video frame) directly into the array of processors, allowing data processing to be carried out immediately, is highly desired. The computational elements could store the sensor information (e.g. a single pixel, or an array of pixels) directly in their registers (or local memory of a processing unit). Such an architecture has two potential advantages. First, cost can be reduced because there is no need for memory buses or a complicated layout. Second, speed can be improved as the integrity of input data is not destroyed by serial communication. As a result, processing can start as soon as the data is available (e.g. in the registers). Note that proposals for similar hardware architectures have been outlined in [15], [16], [17]. However, all previously proposed focal-plane array processors were envisioned as a mesh-based interconnect, which is good for the local data reuse (convolution-like simple algorithms), but is not proper to support the global data reuse (matrix-multiplication-based complex algorithms).

Separately, it has been established that computational linear algebra can be extended through the theory of algebraic semirings, to subsume large class of problems (e.g. including a number of well known graph algorithms). The theoretical mechanism is named Algebraic Path Problem (APP). As shown, for instance, in [18], there is an interesting link between the arithmetical fused multiply and add (FMA) operation, which is supported in modern hardware, and the FMAs originating from other semirings that are not. Specifically, if it was possible to modify the standard FMA to include operations from other semirings (in a way similar to the proposals of KALRAY [19]), and thus develop a generalized FMA, it could be possible to speed-up large class of APP problems at least 2 times ([18]).

Let us now assume the existence of a computational unit that satisfies the above requirements: (1) accepts input from the sensor(s) and transfers it directly to its operational registers / local memory; (2) is capable of generalized FMA operations. The latter requirement means that such FMA should store (in its registers) constants needed to efficiently perform FMA operations originating from various semirings. Let us name it the extended generalized FMA; EG FMA. Recall, that the cost of computational units (of all types) is systematically decreasing ([51]). Therefore, cost of the EG FMA unit should not be much higher than that of a standard FMAs found in today’s processors. Hence, it is easy to imagine m(b)illions of them “purchased” for a reasonable price. As stated above, such EG FMAs should be connected into a square array that will match the shape of the input data. Let us now describe how such system can be build.

II. MESH-OF-TORI INTERCONNECTION TOPOLOGY

Since early 1980’s a number of topologies for supercomputer systems have been proposed. Let us omit the unscalable approaches, like a bus, a tree, or a star. The more interesting topologies (from the 1980’s and 1990’s) were:

- hypercube – scaled up to 64000+ processor in the Connection Machine CM-1,
- mesh – scaled up to 4000 processors in the Intel Paragon,
- processor array – scaled up to 16000+ processor in the MassPar computer,
- rings of rings – scaled up to 1000+ processors in the Kendall Square KSR-1 machines
- torus – scaled up to 2048 units in the Cray T3D

However, all of these topologies suffered from the fact that at least some of the elements were reachable with a different latency than the others. This means, that algorithms implemented on such machines would have to be asynchronous, which works well, for instance, for ising-model algorithms similar to [20], but is not acceptable for a large set of computational problems. Otherwise, extra latency had to be introduced by the need to wait for the information to be propagated across the system.

To overcome this problem, recently, a new (mesh-of-tori; MoTor) multiprocessor system topology has been proposed ([121], [22]). The fundamental (indivisible) unit of the MoTor system is a $\mu$-Cell. The $\mu$-Cell consists four computational units connected into a $2 \times 2$ doubly-folded torus (see, Figure 1). Logically, an individual $\mu$-Cell is surrounded by so-called membranes that allow it to be combined into larger elements through the process of cell-fusion. Obviously, collections of $\mu$-Cells can be split into smaller structures through cell division. In Figure 1, we see total of 9 $\mu$-Cells logically fused into a single macro-$\mu$-Cell consisting of 4 $\mu$-Cells (combined into a $2 \times 2$ doubly folded torus), and 5 separate (individual) $\mu$-Cells. Furthermore, in Figure 2 we observe all nine $\mu$-Cells combined into a single system (a $3 \times 3$ doubly folded torus). Observe that, when the $2 \times 2$ (or $3 \times 3$) $\mu$-Cells are logically fused (or divided), the newly formed structure remains a doubly folded torus. In this way, it can be postulated that the single $\mu$-Cell represents the “image” of the whole system. While in earlier publications (e.g. [22], [23], [24], [25]
the computational units were mostly treated as “theoretical entities,” in the context of this paper we assume that each one of them is the **EG FMA** described above. However, analysis of cell connectivity in Figure 1 shows that the model **EG FMA** proposed in the previous section has to be complemented by four interconnects that allow construction of the **MoTor** system. Therefore, from here on, we will understand the **EG FMA** in this way. Furthermore, we will keep in mind that the **MoTor** architecture is build from indivisible μ-Cells, each consisting of four, interconnected into a doubly folded torus **EG FAMs**.

Let us now observe that the proposed **MoTor** topology has similar restriction as the array processors from the early 1990’s. To keep its favorable properties, the system must be square. While this was considered an important negative (flexibility limiting) factor in the past, this is no longer the case. When the first array processors were built and used, arithmetical operations and memory were “expensive.” Therefore, it was necessary to avoid performing “unnecessary” operations (and maximally reduce the memory usage). Today, when GFlops costs about 50 cents (see, [5]) and this price is systematically dropping, and when laptops come with 8 Gbytes of RAM (while some cell phones come with as much as 64 Gbytes of flash memory on a card), it is data movement / access / copying that is “expensive” (see, also [26]). Therefore, when matrices (images) are rectangular (rather than square), it is reasonable to assume that one could just pad them up, and treat them as square. Obviously, since the μ-Cell is a single indivisible element of the **MoTor** system, if the matrix is of size $N \times N$ then $N$ has to be even.

Observe that there are two sources of inspiration for the **MoTor** system: (i) matrix computations, and (ii) processing data from, broadly understood, sensor arrays (e.g. images). Furthermore, we have stated that the extended generalized FMA can contain a certain number of data registers to store (a) the needed scalar elements originating from various semirings, (b) elements of special matrices needed for matrix transformations (see, below), as well as (c) data that the FMA is to operate on. However, we also consider the possibility that each FMA may have a “local memory” to allow it to process “blocks of data.” This idea is based on the following insights. First, if we define a pixel as “the smallest single component of a digital image” (see, [27]), then the data related to a single pixel is very likely to be not larger than a single 24 bit number. Second, in early 2013 the largest number of FMA units combined in a single computer system was $5.2 \times 10^9$. This means that, if there was a one-to-one correspondence between the number of FMA units and the number of “sensed pixels” then the system could process stream of data from a 5.2 Megapixel input device (or could process a matrix of size $N \approx 2200$).

Let us now consider, development of the **MoTor**-based system. In the initial works, e.g. in [22], links between cells have been conceptualized as programmable abstract links (μ-Cells were surrounded by logical membranes that could be fused or divided as needed, to match the size of the problem). Obviously, in an actual system, the abstract links and membranes could be realized logically, while the whole system would have to be hard-wired to form an actual **MoTor** system of a specific size. Therefore to build a large system with $M^2$ μ-Cells (recall the assumption that the mesh will constitute a square array), it can be expected that their groups will be combined into separate “processors,” similarly to multicore / multi-FMA processors of today. As what concerns cell fusion and division, it will be possible to assemble sub-system(s) of a needed size, by logically splitting and/or fusing an appropriate
number of cells within the $MoTor$ system. However, it is
to stress that, while the theoretical communication
latency across the mesh-of-tori system is uniform, this may not
be the case when the system will be assembled from processors
constituting logical (and in some sense also physical) macro-
$\mu$-Cells. In this case it may be possible that the communication
within the processor (physical macro-$\mu$-Cell) will be slightly
faster than between processors. Therefore, the most natural
split would be such that would involve complete macro-$\mu$-
Cells (processors). However, let us stress that, the design of
the mesh-of-tori topology does not distinguish between the
connections that are “within a chip” and “between the chips.”
Therefore, the communication model used in the algorithms
described in [22], [23], and considered in subsequent sections,
is independent of the hardware configurations.

Finally, let us consider the input from the sensor array
(or sending a matrix) into the mesh-of-tori type system. As
shown in [22], any input that is in the canonical (square
matrix) arrangement, is not organized in a way that is needed
for the matrix processing in a (doubly folded) torus. How-
ever, adjusting the data organization (e.g. to complete a 2D
$N \times N$ DFT), requires 2 matrix multiplications (left and right
multiplication by appropriate transformation matrices, see be-
low). These two multiplications require $2N$ time steps on a
$MoTor$ architecture. Next, after the processing is completed,
the canonical arrangement can be restored, by reversing the
original transformation. Here, again, two multiplications are
needed and their cost is $2N$ time steps. For the details about
the needed transformations and their realizations as a triple
matrix multiplication, see [22].

III. DATA MANIPULATIONS IN A $MoTor$ SYSTEM

Let us summarize points made thus far. First, we have
refreshed arguments that there is an unfulfilled need for
computer systems that (1) have focal-plane I/O that, among
others, can feed data from sensors directly to the operand
registers / memory of extended FMA units (generalized to be
capable of performing arithmetical operations originating from
different semirings), (2) operate on matrices treating them as
square (or cuboidal, e.g. tensor) objects, (3) are developed in
such a way that (i) minimizes data movement / access /
copying / replication, (ii) maximizes data reuse, and (iii) is
aware of the fact that arithmetical operations are cheap in
comparison with any form of data “movement.” Such systems
are needed not only to process data originating from the Big
Hadron Collider, but also for everyday electronics. Here, it is
worth mentioning that virtual reality and 3D media (part of
the new enterprises, so called creative industries) are in the
latter category, illustrating where the computational power is
going to be needed in an increasing rate, beyond the classic
domains of scientific computing.

Second, we have briefly outlined key features of the,
recently proposed, mesh-of-tori topology, which has some
favorable features and naturally fits with the proposed $EG$
FMA's. Furthermore, we have pointed to some issues that
are likely to be encountered in the development of (large-
scale) $MoTor$ based systems. Let us now assume, that the,
just proposed, $MoTor$ computer systems have been built. In
([22], [23], [25]) it was shown that a large number of matrix
operations / manipulations can be unified through the use of
a generalized matrix multiply-and-update (MMU) operation.
However, in this context it is important to realize that one more
problem we are facing today is the increasing complication of
codes that are being developed to take advantage of current
computer architectures (see, for instance [28], [26]). This being
the case, a return to simplicity is needed. In the remaining
sections of this paper we will illustrate how a MATLAB / MATHEMATICA style (meta-level) approach can be used to
build a library of matrix manipulation operations that,
among others, can be implemented on the proposed $MoTor$
computer architecture. This library will be uniformly based on
the “fused” matrix multiply-and-update (MMU) operation.

A. Basic operations

To proceed, we will use the generalized matrix multiply and
update operation in the form (as elaborated in [28]):

$$C \leftarrow \text{MMU}[\oplus, \otimes](A, B, C) : C \leftarrow C \oplus A^{B/T} \odot B^{T/T}. \quad (1)$$

Here, $A$, $B$ and $C$ are square matrices of (even) size $N$
(recall the, above presented, reasons for restricting the class
of matrices); while the $\oplus, \otimes$ operations originate from a scalar
semiring; and $\otimes/T$ specify if a given matrix is to be treated
as being in a canonical (T) or in a transposed (T) form,
respectively.

In what follows, we present a collection of matrix / im-
age manipulations that can also be achieved through matrix
multiplication. While they can be implemented using any
matrix multiplication algorithm, we use this as a springboard
to further elaborate the idea of $MoTor$ system, and a library of
routines that can complement it. Note that, for simplicity of
discussion (and due to the lack of space), in what follows we
only discuss the special case when a single $EG$ FMA stores
scalar data elements. However, as discussed in [22], [23], [25],
[24] all matrix manipulations can be naturally extended to
blocked algorithms. Therefore, we actually do not contradict
our earlier assumption that each $EG$ FMA holds a block of
data (e.g. pixel array, or a block of a matrix).

1) Reordering for the mesh-of-tori processing: Let us start
from the above mentioned fact that the canonical form of the
matrix (image) fed to the $MoTor$ system through the focal-
plane I/O is not correct for further (parallel) processing on a
doubly folded torus. As shown in [23], the proper format can
be obtained by corresponding linear transform through two
matrix-matrix multiplications. Specifically, matrix product in
the form $M \leftarrow R \times A \times R^T$, where $A$ is the original / input
($N \times N$) matrix that is to be transformed, $M$ is the matrix
in the format necessary for further processing on the mesh-
of-tori system, and $R$ is the format rearranging matrix (for
details of the structure of the $R$ matrix, consult [23]). Taking
into account the implementation of the generalized MMU,
proposed in [28], the needed transformation is:
\[ M = R \cdot A \cdot \text{transpose}(R). \]  

(2)

Note that on the MoTor system: (a) operation \( R \cdot A \) is performed in place and requires \( N \) time steps, (b) operation \( A \cdot \text{transpose}(R) \) is performed in place, requires \( N \) time steps and is implemented as a parallel matrix multiplication with a different data movement (operation scheduling) that the standard multiplication. In other words, the matrix arrangement remains unchanged and well-known problems related to row vs. column matrix storage (see, for instance, [29]) do not materialize (for more details, see [30]).

Observe that when instantiating the MoTor system, it is assumed that appropriate matrix \( R \) will be pre-loaded into the macro-\( \mu \)-Cell, upon its creation. In earlier work, see for instance [28] and references to earlier work of S. Sedukhin collected there, it was assumed that the generalized FMA will store in its operand registers the (scalar) constants originating from implemented semiring(s) and representing elements 0 and 1. Here, we assume that, in addition to the separate operand registers dedicated to each 0,1 element originating from the semiring implemented in the hardware, in a separate operand register an appropriate element of a transformation matrix needed to perform operations summarized in this paper will be pre-loaded. It is in this way, that the matrix \( R \) will be pre-loaded into the MoTor system.

Observe that in the MoTor system, the size of the “logical” system (macro-\( \mu \)-Cell) can vary with time and be changed through cell fusion and division. This means that, after a group of \( \mu \)-Cells is fused (split), some of the “transformation matrices” will have to be re-instantiated. However, this will not concern matrices like ONES (see, below) that preserve format during cell fusion / division. Nevertheless, matrix \( R \) will have to be re-initialized each time cells are fused / divided. We summarize these considerations, for the “special matrices” identified in this paper, in Table I.

When considering the implementation of the transformation, observe that the information about the \( R \) matrix does not need to be known to the user (only to the implementer). This being the case, we can define the Canonical_to_MoTor function that will have as its input the matrix \( A \) in the canonical form, and as its output matrix \( M \) in the form ready to use in the MoTor system. This function will perform operations from equation 2, while hiding matrix \( R \) from the user. Obviously, an inverse function MoTor_to_Canonical, that will perform operation \( A \leftarrow R^T \cdot M \cdot R \) (with the same matrix \( R \)), will restore the matrix to its original (canonical) format in \( 2N \) time steps. Obviously, these two functions make sense only in the context of the MoTor system. Specifically, such transformations can be performed on any computer system, but they are useless if that system has a different topology.

2) Row and column permutations: It is a well known fact, that row and column permutations can be represented as matrix-matrix multiplications. Specifically, permutation of rows of matrix \( A \) is achieved through left hand side multiplication by an appropriate matrix \( P (A' \leftarrow P \cdot A) \), while column permutation is achieved through the right hand side multiplication by an appropriate matrix \( Q (A' \leftarrow A \cdot Q) \). Both matrices \( P \) and \( Q \) are identity matrices, with two elements (corresponding to appropriate rows or columns) modified. While the matrix multiplication is typically treated as a convenient notation used in theoretical linear algebra, in computational practice row and column permutations are usually implemented as vector operations. However, in the MoTor approach, row and column permutations will be achieved through actual \( N \times N \) matrix multiplication, performed in place, in \( O(N) \) time steps.

As far as the implementation is concerned, matrix \( P \) will be initially stored in the meta-\( \mu \)-Cell as a copy of the identity matrix(1). Note that this means that this matrix will be actually represented in separate operand registers of appropriate EG FMAs. Let us now introduce function Row_permute(\( A, i, j \)). This function, when called, will send information to appropriate four EG FMAs (\((i, i), (j, j), (i, j), (j, i)\)) to flip their values from 0 to 1 and vice-versa. Depending on the implementation, this should be achieved in no more than 4 time steps. Next, the actual matrix multiplication will be performed. Finally, the four processing units (belonging to matrix \( P \)) that changed their values, will revert to the original ones (again, no more than 4 time steps). The same approach will be used in the case of column permutation (function Column_permute(\( A, i, j \))). Observe that, while there exist algorithms that ask for \((A' \leftarrow P \cdot A \cdot Q)\), these two operations (left and right side multiplication) do not have to be performed simultaneously (in this paper we do not consider a more general case of performing concurrently triple matrix multiplications). This means that actually, we do not need to store two separate matrices \( P \) and \( Q \). All that is needed is a single PERMUT matrix than can be used by the implementer to support both operations (this matrix is not being made available to the user). Potential use of the actual identity matrix (in place of the separate PERMUT matrix) needs to be further considered, before such decision could be made. As what concerns the effect of cell fusion and splitting, it should be obvious from Figures 1 and 2 that it is during this process it is necessary to reinitialize both the identity and the PERMUT matrices.

3) Scalar data replication (broadcast): Let us now consider replication of a data element across all processors in the system (operation that in MPI [31] is known as MPI_BCAST). As shown in [23], this can be achieved through two matrix multiplications. The appropriate triple has the form \( B \leftarrow \text{LBCAST} \ast D \ast \text{RBCAST} \), where \( B \) is the resulting matrix with all of its elements equal to the replicated one; \( D \) is a zero matrix with the element to be replicated in position \( d(i,j) \); LBCAST is a matrix with all zeros except of the ones in column \( i \); and RBCAST is a zero matrix with ones in row \( j \). Obviously, on the MoTor system (since the broadcast involves 2 matrix multiplications) it will be completed in place, in \( 2N \) time steps.

Based on the material presented thus far, we propose the following implementation of broadcast of a selected element across all processors of a MoTor system. Assume that ma-
trices LBCAST and RBCAST are zero matrices with ones in column 1 and row 1 respectively. Furthermore, matrix $D$ is a copy of the 0 matrix, which is going to be used in both multiplications. In the first step, the selected element is send to the EG FMA located in position $(1, 1)$ of the MoTor system and stored in the operand register corresponding to $D(1, 1)$. Next, the MMU operation is invoked twice ($B \leftarrow \text{LBCAST} \ast D \ast \text{RBCAST}$) within a ElBeast function, which has the form: $\text{ElBeast}(\text{element})$, where the element specifies element that should be replicated. As a result, in $2N$ time steps, the selected element is replicated to all elements of matrix $B$ and thus made available across the MoTor system. Finally, the $D(1, 1)$ element is zeroed. Note that, while matrices LBCAST and RBCAST have to be re-instantiated, the matrix $D$, being a copy of the zero matrix remains unchanged during cell fusion / division. Possibility of use of the actual zero matrix, instead of matrix $D$ has to be further evaluated. Obviously, matrices LBCAST and RBCAST are available only to the implementer, while being hidden from the user.

4) Global reduction and broadcast: The next matrix operation that can be formulated in terms of matrix multiplications, is the global reduction and broadcast. As seen in [23], when the standard arithmetic is applied, and matrix $A$ is multiplied from both sides by a matrix of ones (matrix with all elements equal to one, let us name it $\text{ONES}$), then the resulting matrix will have its elements equal to the sum of all elements of $A$. On a mesh-of-tori system, this can be implemented in place, in $2N$ time steps, when the matrix $\text{ONES}$ is available (pre-loaded) in all EG FMA\text{s} of the system.

However, recall that our approach is based on use of the generalized MMU. Thanks to this, we can apply operations originating from different semirings. Here, particularly interesting would be semirings, in which the addition and multiplication operations are defined as $(\times, \text{max})$ or $(\times, \text{min})$. In this case, the "generalized reduction and broadcast" operation is going to consist of two generalized MMUs (represented in notation from the equation 1):

\[
\text{MMU}(\otimes, \odot)(A, \text{ONES}, \text{TEMP}) : \text{TEMP} \leftarrow \text{TEMP} \otimes A \otimes \text{ONES}; \\
\text{MMU}(\otimes, \odot)(\text{ONES}, \text{TEMP}, \text{RESULT}) : \\
\text{RESULT} \leftarrow \text{RESULT} \otimes \text{ONES} \otimes \text{TEMP}.
\]

Here, operations $[\otimes, \odot]$ are defined in an appropriate semiring, while matrices $\text{TEMP}$ and $\text{RESULT}$ are initialized as copies of the 0 matrix (zero matrix for a given semiring). Finally, $\text{ONES}$ is a matrix of all ones, where the “one” element originates from a given scalar semiring (its element 1).

Under these assumptions it is easy to see that we can define at least three functions that will have the same general form, while being based on different semirings: $\text{AddBeast}$ – realizing summation of all elements in a matrix and broadcasting the result to all processors (function based on the standard arithmetic); $\text{MaxBeast}$ finding the largest element in a matrix and broadcasting it to all processors (based on the $(\times, \text{max})$ semiring); and $\text{MinBeast}$ finding the smallest element in the matrix and broadcasting it to all processors (based on the $(\times, \text{min})$ semiring). Each of these functions will be completed in place, in $2N$ time steps, through 2 generalized matrix multiplications. Observe that, for all practical purposes, matrix $\text{ONES}$ does not have to be instantiated. It consists of 1 elements that, according to our assumptions, are already stored in operand registers of the EG FMA\text{s}. Finally, note that (regardless of the way it will finally be instantiated in the MoTor system) matrix $\text{ONES}$ is independent of the size of the macro-$\mu$-Cell and remains unchanged and available after cell fusion / division operation. As previously, all information about very “existence” of matrices $\text{ONES}$ and $\text{TEMP}$, and initialization of matrices $\text{TEMP}$ and $\text{RESULT}$ is going to be hidden from the user.

B. Matrix (image) manipulations

Let us now consider three simple matrix manipulations that can be achieved with help of matrix multiplication. While they are presented as matrix operations, their actual value can be seen when the underlying matrices represent images (e.g. each matrix element represents a pixel, or a block of pixels).

1) Upside-down swap: Image (matrix) upside down swap can be achieved by multiplying the matrix from the left hand side by the $\text{SWAP}$ matrix, which has the following form:

\[
\text{SWAP} = \begin{bmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{bmatrix}
\]

Obviously, we assume that on the MoTor system, matrix $\text{SWAP}$ will be instantiated when macro-$\mu$-Cell(s) will be created (appropriate elements will be stored in separate operand registers of the EG FMA\text{s}). However, it will not be made available to the user. This means that the upside-down swap will be achieved by calling a $\text{UDswap}(A)$ function, and completed in place, in $N$ time steps. Matrix $\text{SWAP}$ will have to be re-initialized after each $\mu$-Cell fusion or division.

2) Left-right swap: The left-right image (matrix) swap can be achieved the same way as the upside-down swap, with the only difference being that the image matrix $A$ is going to be multiplied by the $\text{SWAP}$ matrix from the right hand side. Therefore, on the MoTor system, the left-right swap will be completed in place, in $N$ time steps, by calling the $\text{LRswap}(A)$ function. All the remaining comments, concerning the $\text{SWAP}$ matrix, presented above, remain unchanged.

3) Rotation: Interestingly, combining the two swaps into a single operation (multiplication of a given image / matrix $A$ from left and right by the matrix $\text{SWAP}$) results in rotation of the matrix / image $A$ by $180^\circ$. Obviously, from the above follows that on the MoTor system, this operation can be completed in place, in $2N$ steps using two matrix multiplications, by calling an appropriately defined $\text{Rotate}(A)$ function.

IV. TOWARDS LIBRARY OF MATRIX MULTIPLICATIONS BASED DATA MANIPULATIONS

Let us now summarize the above considerations from the point of view of development of a library of operations that can be performed on matrices / images though generalized matrix
multiplication. In Table I we combine proposals presented thus far. There, we present the functionality, the proposed function name, the “special matrices” that have to be instantiated within the MoTor system to complete the operations, and information if these matrices have to be reinitialized after \(\mu\)-cell fusion/splitting operation. Observe that, while the first two functions are directly connected with the MoTor architecture, the remaining ones can be seen as “system independent.” In other words, they can be implemented for any computer architecture, taking full advantage of the underlying architecture.

This latter observation deserves further attention, and some points have to be made explicit. Only the transformations from the canonical to the MoTor format and back are MoTor architecture specific. The remaining functions are system independent. While the above considerations have in mind the MoTor architecture, the proposed functions use only matrix multiplication and thus can be implemented to run on any computer architecture, using its best of breed matrix multiplication algorithm. This being the case, and taking into account discussion presented in Section I, it may be desirable to implement functions from Table I on existing computers, using state-of-the-art matrix multiplication algorithms and consider their efficiency.

### A. Object oriented realization

Let us now recall that our main goal is to consider functions from Table I in the context of the MoTor architecture. However, we also see them as a method of simplifying code writing (by introducing matrix operations represented in the style similar to that found in MATLAB/MATHEMATICA). This being the case we assume that there may be multiple ways of implementing these routines, and that they are likely to be vendor/hardware specific. Nevertheless, at the time of writing of this paper, object oriented programming is one of more popular ways of writing codes in scientific computing and image processing. Furthermore, this means the possible trial implementations, suggested above, are likely to be tried using this paradigm. This being the case, we have decided to conceptualize the top-level object-oriented representation of the library of routines from Table I. Since different OO languages have slightly different syntax (and semantics), we use a generic notation, distinguishing information that needs to be made available in the interface and in the main class.

We start from the interface (see, also [28]).

```java
/** T – type of matrix element */
interface MatrixInterface {
  public Matrix Zero(n) {...} // generalized zero matrix
  public Matrix I(n) {...} // generalized identity matrix
  public Matrix MatrixOp(A, B) {...} // matrix multiplication
  public Matrix Identity(n) {...} // identity matrix
  public Matrix Transpose(A) {...} // transposition of a matrix
  public Matrix Add(A, B) {...} // generalized summation
  public Matrix Max(A) {...} // broadcast the largest element of A
  public Matrix Min(A) {...} // broadcast the smallest element of A
  public Matrix_broadcast(A) {...} // broadcast the smallest element of A
  public Matrix_column(perm) {...} // permuted column
  public Matrix_row(perm) {...} // permuted row
  public Matrix_rotation(deg) {...} // rotate elements
  public Matrix_imageManip(A) {...} // image manipulation
  public Matrix_udswap(A) {...} // upside-down swap
  public Matrix_LRswap(A) {...} // left-right swap
  public Matrix_rotate(A) {...} // rotate elements
}
```

Just defined interface is to be used with the following class `Matrix`. This class summarizes the proposals outlined above.

```java
class Matrix implements MatrixInterface {
  T: type of element; double, single, ...;  
  private Matrix A(n);  
  private Matrix B(n);  
  private Matrix C(n);  
  // Methods
  public Matrix operation1(); {...} // matrix operation
  public Matrix operation2(); {...} // matrix operation
  public Matrix operation3(); {...} // matrix operation
  // private methods
  private Matrix_transform(A); {...} // matrix transformation
  private Matrix_rotate(A); {...} // matrix rotation
  private Matrix_swap(A); {...} // matrix swap
  // public methods
  public Matrix add(A, B); {...} // add matrices
  public Matrix subtract(A, B); {...} // subtract matrices
  public Matrix multiply(A, B); {...} // multiply matrices
  public Matrix transpose(A); {...} // transpose matrices
  // auxiliary methods
  public Matrix_imageManipulate(A) {...} // image manipulation
  public Matrix_udswap(A); {...} // upside-down swap
  public Matrix_LRswap(A); {...} // left-right swap
}
```

In the above code, we implement the interface `MatrixInterface` to provide a uniform interface for the library of routines. The class `Matrix` inherits the `scalar` and `Semiring` traits, which provide the basic arithmetic operations. The `MatrixInterface` includes methods for matrix operations such as addition, subtraction, multiplication, transposition, and image manipulation. The `Matrix` class provides the implementation of these methods, utilizing the underlying matrix operations.

The `Matrix` class is designed to be generic, allowing for different types of matrices (e.g., double, single, etc.) and provides a flexible framework for implementing matrix manipulation algorithms. This approach allows for easy integration with different computer architectures and matrix multiplication algorithms, leveraging the strengths of each.

---

**Table I**

### SUMMARY OF FUNCTIONS PROPOSED FOR THE LIBRARY

<table>
<thead>
<tr>
<th>Functionality</th>
<th>Function</th>
<th>Matrices</th>
<th>Re-instantiate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reorder Canonical to MoTor</td>
<td>Canonical_to MoTor(A)</td>
<td>( P )</td>
<td>yes</td>
</tr>
<tr>
<td>Reorder MoTor to Canonical</td>
<td>MoTor_to Canonical(A)</td>
<td>( R )</td>
<td>yes</td>
</tr>
<tr>
<td>Row permutation</td>
<td>Row_permute(A, i, j)</td>
<td>PERMUT</td>
<td>yes</td>
</tr>
<tr>
<td>Column permutation</td>
<td>Column_permute(A, i, j)</td>
<td>PERMUT</td>
<td>yes</td>
</tr>
<tr>
<td>Replication</td>
<td>ElBcast(element)</td>
<td>BCAST, BCAST, BCAST</td>
<td>yes &amp; no</td>
</tr>
<tr>
<td>Addition and broadcast</td>
<td>AddBcast(A)</td>
<td>ONES</td>
<td>no</td>
</tr>
<tr>
<td>Max and broadcast</td>
<td>MaxBcast(A)</td>
<td>ONES</td>
<td>no</td>
</tr>
<tr>
<td>Min and broadcast</td>
<td>MinBcast(A)</td>
<td>ONES</td>
<td>no</td>
</tr>
<tr>
<td>Upside-down swap</td>
<td>USwap(A)</td>
<td>SWAP</td>
<td>yes</td>
</tr>
<tr>
<td>Left-right swap</td>
<td>LRSwap(A)</td>
<td>SWAP</td>
<td>yes</td>
</tr>
</tbody>
</table>

---

### Notes

- **Reorder Canonical to MoTor**: This function reorders the canonical form of a matrix to the MoTor format, ensuring compatibility with other routines.
- **Reorder MoTor to Canonical**: This function reorders the MoTor format back to the canonical form, which is useful for reusing existing routines.
- **Row permutation**: Performs a row permutation on a matrix, allowing for rearrangement of rows.
- **Column permutation**: Performs a column permutation on a matrix, allowing for rearrangement of columns.
- **Replication**: Enables replication of elements from one matrix to another, facilitating the creation of larger matrices.
- **Addition and broadcast**: Adds matrices and broadcasts the result, useful for combining smaller matrices.
- **Max and broadcast**: Finds the maximum value and broadcasts it, useful for identifying the maximum element.
- **Min and broadcast**: Finds the minimum value and broadcasts it, useful for identifying the minimum element.
- **Upside-down swap**: Performs an upside-down swap on elements, useful for rearranging elements in a specific manner.
- **Left-right swap**: Performs a left-right swap on elements, useful for rearranging elements in a specific manner.

These functions are designed to be versatile and adaptable, allowing for the implementation of various matrix manipulation algorithms on different architectures and computational environments.
public Matrix Canonical_to_Motor(A) {
    M = R * A * transpose(R);
    return M
}
public Matrix UDswap(A) { /* upside-down swap */
    return MMU(O(n), SWAP, A);
}
public Matrix LRswap(A) { /* left-right swap */
    return MMU(O(n), A, SWAP);
}
/* image vertical rotation */
public Matrix Rotate(A) {
    A = MMU(O(n), SWAP, A);
    return MMU(O(n), A, SWAP);
}

private MMU(A, B, C: Matrix(n)) { /* return "vendor/implementer specific realization of MMU = C + A*B where + / * are from class scalar_Semiring" */
    return M
}

Obviously, just defined class and interface allow us to write codes in the suggested manner. Here, the matrix operations (image manipulations) can be performed by calling very simple functions, and hiding all implementation details from the user.

V. CONCLUDING REMARKS

The aim of this paper was to reflect on current trends in computational sciences. We have focused our attention on selected trends in hardware and software design, to visualize possible designs of future processors and ways they will be combined to build scalable (super)computers. In this context, the mesh-of-tori architecture is one of the more promising concepts for design of large-scale computer systems. This provided us with background, against which we have considered the role of generalized matrix multiplication. As a result we proposed a novel library of routines, based on generalized matrix multiplication that allows for data (matrix / image) manipulations. In the future we plan to implement the proposed library on the virtual MoTor system.
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Abstract—IEC 61131-3 standard defines five languages for programming industrial controllers. They support both textual and graphical development approaches. In case of Function Block Diagram graphical language, diagrams consist of a set of elements connected with lines, which have various length and shape. Development of an editor supporting diagrams design involves implementation of an algorithm, which is able to automatically find a suitable connection between blocks. In the paper an appropriate application of A* algorithm is proposed. The authors have ensured that the proposed solution is efficient and work smoothly. Relations between implementation details and performance are discussed. Achieved results caused that the mechanism has been introduced into graphics editors available in CPDev engineering environment for programming controllers.
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I. INTRODUCTION

GRAPHICS editors for various diagrams allow the user to create connections between symbolic blocks. The simplest approach is to draw an exact line or polyline by the user. It can be cumbersome and lead to errors, especially when the block, which is a start or end point for the connection, is moved later, because the connection is not updatable. A better solution is to draw connections between blocks automatically and also update them when necessary, without user attention. This scenario makes creation of the diagram easier and limits a number of errors. It is consistent with a process of diagram creation that starts from designing the first working version of control algorithm, without focusing on legibility of the diagram, and then moving elements to get more readable design that is easier to understand and maintain.

To implement such an approach, a dedicated algorithm is required. It complies with some rules corresponding to the diagram type (e.g. restrictions on overlapping lines and crossing other blocks) and takes into account user preferences (directions changed rarely). Moreover, the algorithm should determine all paths on the fly, immediately after creating or moving an element.

Results obtained during research caused an implementation of the mechanism of automatic connections finding in graphics editors inside the CPDev engineering environment. They work smoothly also on devices with limited resources and allow the designer to create and modify connections in almost imperceptible way. A process of updating connections between multiple elements typically takes only a few milliseconds.

In this paper, the algorithm with an application for Function Block Diagram (FBD) graphical language from IEC 61131-3 standard is presented. The article is organized as follows. The second section reviews FBD language and CPDev engineering environment. A problem of path searching in a graph with analysis of A* algorithm modifications is described in the third section. The results of measurements and a short information about test software is presented in the fourth section.

II. FBD IN CPDEV ENGINEERING ENVIRONMENT

Third part of the IEC 61131 standard [1] defines five programming languages for industrial controllers. Textual languages include ST (Structured Text) and IL (Instruction List). FBD (Function Block Diagram) and LD (Ladder Diagram) are graphical, while SFC (Sequential Function Chart) is mixed and requires parts implemented in other languages.

In the paper, the authors focus on FBD, that is a graphical language allowing users to create control programs in a visual way. POUs (Program Organization Units, i.e. programs, function blocks, and functions) defined in this language consist of rectangles that represent variables, constants, instances of function blocks, and functions. All of them are connected with lines as shown in Fig. 1.

Graphical languages benefit from visual programming. Their features include legibility of diagrams, easiness of program understanding or modification, and a possibility of attaching printouts directly to the documentation. Engineering tools (e.g. Beckhoff TwinCAT [2], CoDeSys [3], Control Builder F [4]) contain graphics editors that allow users to design programs graphically. They support drawing and
updating connections between blocks automatically, using some proprietary solutions, without any clues of the used algorithms and implementation details. Development of the CPDev engineering environment required another solution, thus the authors proposed using the A* algorithm with some adjustments and tuning of parameters, as described later.

CPDev (Control Program Developer) is an engineering environment [5] developed in the Department of Computer and Control Engineering at Rzeszow University of Technology (Poland). It can be used for controlling PLC, and PAC controllers, mini-DCSs [6], and secure NCS systems [7], according to IEC 61131-3 standard [1]. The CPDev environment is universal and generates code in the form that can be executed on various target platforms, including AVR, ARM, x86, and FPGA. It is achieved by using a virtual machine executing an intermediate code [8]. The environment is open for controller constructors and engineers that can implement low-level procedures and add them to the virtual machine. Developers using CPDev can create own libraries with POU's and reuse them in multiple projects. CPDev consists of several parts, including integrated development environment (Fig. 2), compilers, translators, configuration tools, testing application [9], and visualization mechanism [10]. CPDev has been applied for ship control and monitoring systems from Praxis Automation Technology B.V. (Leiderdorp, the Netherlands) [11] and for small PAC controller in measurement-and-control systems from LUMEL S.A. (Zielona Gora, Poland) [12].

All kinds of POU's, i.e. programs, function blocks, and functions, can be created using CPDev graphics editors [13]. They are equipped with typical functionalities such as basic edition operations (adding, moving, copying, pasting), translation to ST code, conversion to XML format, and printing accordingly to a template. The editors provide also an execution mode to run programs with support of tracing variable values and breakpoints.

Automatic connection finding is one of the most important features. It generates a connection between two elements on the diagram (variables, functions, or function blocks) automatically. Therefore, the user can focus on implementation of the control software, without paying special attention to connections. In CPDev graphics editors the lines are drawn automatically, just after selecting the beginning and the end of the connection. The problem can be interpreted as finding a path in a graph. However, some simplifications and modifications have to be done due to short time requirement.

III. PATH SEARCHING IN A GRAPH

The problem of finding the shortest path in a graph is one of typical problems in discrete mathematics [14]. The classical approach, like the Dijkstra algorithm [15], focuses on examining all possible paths to find the shortest one. However, such a solution is not performance efficient. As an extension to the classical approach, a number of BFS (Best-First Search) algorithms have been proposed. For the problem specified above, the authors have chosen the A* algorithm [16], which combines traditional approach (similar to Dijkstra’s) and heuristic one involving a metric. The A* algorithm requires estimation of a distance between the current node and the target for every node in a graph. Such a distance must be predicted in an optimistic way, i.e. real distance cannot be shorter than estimated. Numerous modifications of A* algorithm have been described [17], as well as applications including finding optimal routing in wireless sensor networks [18], [19], shortest road on a map [20], or even solving motion correspondence problem in computer vision [21].

Basically, the A* algorithm in every step tries to go the most promising way, i.e. chooses such a neighbor node that is close both to the current track and to the target node. At first, estimated distance from the target is calculated for every node, denoted as H score. While traversing the graph, real distances from the start node to neighbors of the current one are evaluated. The G score for every node reflects the distance from the start point via the shortest path already examined. The G score for every node can be updated later if a shorter path to this node is found. The F score is a sum of G and H scores. It represents estimated cost of using this node while directing to the target. In every step a node with the lowest F score from so-called open set (containing nodes to be traversed) is selected, and added to the closed set (nodes already traversed).

Implementation of such an algorithm requires consideration of some data structures for these sets. Ordinary lists or hash-tables can be used, but heaps or binary search trees (simple BST or self-balancing, e.g. red-black trees RBT) [22] usually turn out better. Selection of a node with the minimal F score from the open set (which is a priority queue) is one of the most time consuming parts in A* algorithm. The worst case computational complexity of such an operation is $O(n)$ for tables, $O(\log n)$ for balanced BST or RBT, and $O(1)$ for min heap. Choosing F score as a key for a complex data structure improves performance, but checking if the set already contains the node, by using structure with coordinates of the node as a key, is more convenient. Similarly, adding or removing a node from complex data structures, as well as updating their F score (and position in the structure) takes significantly more time. Thus, choosing the most efficient structure, as well as its key, in a given case requires some tests, as shown in the following section.
Another possibility for closed set implementation is addition of marks indicating whether the node has been already traversed. Such marks are included in internal class representation of the nodes. Thus, an additional data structure is unnecessary, which simplifies the implementation.

Finding an appropriate connection between elements in FBD diagrams can be considered as solving the shortest path problem in a graph. The connection should meet the following requirements:

- be found every time if elements are placed on the diagram correctly,
- pass round elements placed earlier,
- limit a number of intersections with other lines,
- change direction rarely,
- support additional margin around elements.

In our solution such a graph is created automatically. The nodes are simply diagram grid points, as shown in Fig. 3. Elements placed on the diagram (variables, functions, and function blocks) remove some nodes from the graph. Arcs connect the nodes vertically and horizontally, according to the neighborhood of the grid points. Initially weights of all arcs are equal. The start and end nodes (in the graph) are defined by positions of the elements, which should be connected.

A structure of the graph, which nodes represent grid points, is suitable for searching the shortest path using A* algorithm. The Manhattan (taxicab) distance is a natural choice for heuristic function to estimate a connection cost in such a case. The distance is calculated according to the formula $d(n_1, n_2) = |x_1 - x_2| + |y_1 - y_2|$, where $n_i = (x_i, y_i)$ denotes node $i$ with coordinates $x_i$ and $y_i$. Among other metrics, that could be also considered, the maximum (Chebyshev) one seems also promising, calculated as $d(n_1, n_2) = \max(|x_1 - x_2|, |y_1 - y_2|)$.

In order to find an optimal connection some additional conditions must also be considered while analyzing the diagram. Firstly, connection lines can not overlap, and can cross only when necessary. Overlapping can be easily solved by removing the arcs in the graph, which connect nodes representing fields that are already parts of any line. Crossing can be reduced by adding a high penalty for the G score. Secondly, lines in the diagram should go straight and change direction rarely. It can be achieved by setting an appropriate penalty on the G score, depending on a direction of actual path. An example of path cost calculation according to these rules is shown in Fig. 4.

It is worth mentioning, that G score rules sometimes lead to calculating different costs for a path between two nodes, depending on the previous path. Such a case is shown in Fig. 5. Considering the paths between A and B nodes, the algorithm can choose either one marked by a solid line or by dashed. In both cases the connection crosses C node. Two paths between A and C have the same cost, but the cost of the path between C and B is different, depending on the previous path. If the solid line between A and C is chosen, the connection changes direction in C towards B, thus some penalty for the G score is added.

A method for adding nodes to the structure representing the open set is another issue. In every step one node with the lowest F score in the open set is selected, but sometimes there may be many nodes with the same minimal F score. Selection of the node in such a case depends on the order of adding nodes in previous steps. There are several possibilities to be considered. New nodes can be added before or after previous ones, and they can be unsorted or sorted by direction. Such modifications affect searching time and shape of resulting path.

The costs of line intersection and direction change have
also an impact on the final path (Fig. 6, 7). If penalty for crossing a line is huge (as in Fig. 6), intersections will be avoided, but the path will go by roundabout way. The metric influences a shape of the path as well (Fig. 8, 9). For maximum metric the algorithm tries to minimize the distance in one of coordinates, the longest first. Such a metric can lead to generating “stairs shaped” connection (Fig. 9) when a penalty for changing direction is low. Selection of appropriate cost values to find reasonable compromise in general case is not trivial.

IV. TEST SOFTWARE AND PERFORMANCE RESULTS

A. Test software

Test results have been measured using a dedicated software with user interface shown in Fig. 10. That makes it possible to adjust settings and perform measurements for various combinations of parameter values. All tests are run on the map implemented as a matrix of integer values. They represent current states of fields: start, end, blocked, line, or clear. Available settings include:

- cost values (e.g. direction change or line crossing)
- open set data structure (BST, RBT, list, max heap, and min heap)
- closed set data structure (hash set, mark, list, BST, and RBT)
- keys for open and closed set structure (F value or coordinates)

The testing application consists of two parts, i.e. map and settings panel. In the example from Fig. 10, the map presents a connection found by the mechanism between the start element (top-left) and the end (bottom-right). Some other elements, like blocks and variables from diagrams, are shown as black rectangles. They are connected by gray lines.

The measurements have been performed for a number of data sets, including simple and complex (Fig. 11, 12–15, respectively). The results have been calculated for various metrics, costs, structures, and keys for open and closed sets.

B. Simple map

The simple example from Fig. 11 consists of three blocks. Two of them represent input variables and the third one is an instance of function block. There are two lines from inputs to the block. The algorithm has to find a path between the start element (top-left) and the end (bottom-right) one. It is clear that for specified values of parameters the algorithm tries to avoid crossing lines, even if it requires to change direction and apply a longer path. Improving performance is one of the most important reasons for testing the mechanism of finding connections. The results are presented in Table I. Following abbreviations have been assumed: F indicates F value, C – coordinates, HS – hash set structure, Heap – min heap structure, Man – Manhattan metric, and Max – Maximum metric. Cost is equal to 191 in all cases. Tests have been performed on PC with 2.5 GHz processor. Even for the simple example (Fig. 11) required times are different and depend on parameters, mainly on open and closed
set structures, as well as their keys. The metrics do not have such an important impact. The mechanism allows to calculate the path in the fastest way by using RBT or BST structures of the open set, and mark or hash set as a structure of the closed set (Table I, rows 1-6). The performance is significantly decreased by using a list or min heap as a structure of the open set, and BST, RBT, or list as a structure of the closed set (Table I, rows 15-16).

As mentioned in Section III, the results can be explained by internal concepts of various data structures and their computational complexity. In case of the open set it is important to select data structure that performs well while adding or removing an item, checking whether the structure contains specified item, or selecting an element with minimum value. For the closed set, only two operations should be well supported, i.e. adding an item and checking whether the structure contains specified item. Choosing a suitable combinations of structures for the open and closed sets significantly increases overall performance of the mechanism.

### C. Complex map

The complex map (Fig. 12–15) consists of sixteen elements from the FBD diagram, i.e. ten input variables, three output variables, and three instances of function blocks. All of them are connected in more complicated way than before. The performance results for finding connections are presented in Table II. Cost is equal 351 in all cases.

The results confirm conclusions from the previous example. Again, the mechanism performs well with RBT or BST as a structure of the open set (Fig. 16), and with mark or hash set as a structure of the closed set (Fig. 17). However, differences between required times are higher, because significantly more operations must be performed while searching. In this case, the best combination of parameters finds the connection in 1 ms, but the worst in 781 ms.
Using a proper open set structure (for fixed closed set structure) improves performance even a few times (Fig. 16). The difference is also seen in case of mark and hash set as structures of the closed set (Fig. 17). The mark can lead up to 50% increase of performance. Choosing a key for the closed set structure also affects performance, but only in case of structures other than mark.

A comparison between four combinations of structures of open and closed sets (RBT or BST, mark or hash set), depending on the metric, is shown in Fig. 18. The difference in case of the complex map is not high between BST and RBT used as the open set. Performance for mark and hash set as structures of the closed set is also similar. There is a difference in average time required to find connection when the mechanism uses Manhattan and maximum metrics. It is caused mainly by a different number of fields analyzed during searching. The difference is specific to the map.

Parameters have an impact not only on performance, but also on the path found. Depending on the metric and costs, it can change a direction more or less frequently, promote variants without crossing other lines, or even promote a specific direction. Differences are presented in Figs. 12–15 on a set of maps for the complex example.

The first connection (Fig. 12) is found for the Manhattan metric and 50 as a cost of crossing other lines. In this case the algorithm avoids crossings even by changing directions more frequently (see the top left part). In the second connection (Fig. 13) the cost of crossing is smaller and equals to only 20. It promotes crossing other lines instead of changing direction. Because of it, the first half of the connection differs significantly from the previous case. Similar conclusions can be made for the third and fourth connections (Figs. 14, 15), however, shape of the connection is different. The change
is caused by the metric, either Manhattan (Figs. 12, 13) or maximum (Figs. 14, 15). The authors empirically found that values about 10-20 for direction change and 20-50 for line crossing give satisfactory results in case of FBD and LD diagrams.

V. CONCLUSION

The problem of finding a suitable path in a graph is typical in discrete mathematics. However, its application in FBD graphic diagrams to automatically find connections between elements requires some additional research and discussion. The mechanism meets a set of requirements which contain an execution in short time allowing to use on devices with limited resources. It supports a process of almost imperceptible updating and redrawing connections after moving any block on the diagram. Thus, the developer can easily adjust design of the diagram after creation of the first working version of POU. It can significantly increase legibility of the diagram and makes it easier to understand, modify, and maintain. Taken assumptions caused some modifications and tuning of the A* algorithm. As measured, values of parameters have significant impact on performance, length, and shape of the connection.

In the paper the authors considered some implementation details of A* algorithm, created a dedicated software for performance testing, and presented conclusions. The measurements indicate data structures that are efficient for the A* algorithm, and group of structures with performance problems. An impact on the shape of connection depending on path costs and metric is also described. All of these aspects are combined to tune properly the mechanism of finding connections in IEC 61131-3 Function Block Diagram editor implemented in the CPDev engineering environment.
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Abstract—Through the last decades multigrid methods have been used extensively in the solution of large sparse linear systems derived from the discretization of Partial Differential Equations in two or three space variables, subject to a variety of boundary conditions. Due to their efficiency and convergence behavior, multigrid methods are used in many scientific fields as solvers or preconditioners. Herewith, we propose a new algorithm for N-body simulation, based on the V-Cycle multigrid method in conjunction with Generic Approximate SParse Inverses (GenAspi). The N-body problem chosen is in toroidal 3D space and the bodies are subject only to gravitational forces. In each time step, a large sparse linear system is solved to compute the gravity potential at each nodal point in order to interpolate the solution to each body and through the velocity Verlet method compute the new position, velocity and acceleration of each respective body. Moreover, a parallel version of the multigrid algorithm with a truncated approach in the parallel levels is utilized for the fast solution of the linear system. Furthermore parallel results are provided which depict the efficiency and performance for the proposed multigrid N-body scheme.

I. INTRODUCTION

Let us consider the Partial Differential Equation (PDE) describing the gravity potential in a domain \( \Omega \), \[ \Delta \Phi = 4\pi \mu \rho , \quad (x, y, z) \in \Omega \] (1)
subject to Dirichlet boundary conditions
\[ \Phi = 0, \quad (x, y, z) \in \partial \Omega \] (1.a)
where \( \Omega \) denotes the region where the problem resides, \( \partial \Omega \) is the boundary of the region, \( \rho \) is the Gravitational constant and \( \mu \) is the mass density in each nodal point computed by the mass of the neighboring bodies.

Applying the Finite Difference method, with the seven point stencil, for the PDE (1)-(1.a) results in solving a seven diagonal linear system,
\[ A\phi = f, \] (2)
where \( A \) is a large sparse diagonally dominant symmetric matrix, \( f \) is the right hand side vector consisting of the forcing term and respective boundary conditions and \( \phi \) is the gravity potential at each nodal point.

The linear system (2) derived from the discretization of the 3D PDE can be solved by the multigrid method. Multi-grid methods have been used extensively, during the last decades, in a variety of scientific fields such as Computational Fluid Dynamics, Computational Economics and Partial Differential Equations, due to their near optimal computational complexity and convergence behavior, \([3, 4, 5, 10, 15, 16, 17, 18, 21, 23, 24]\). Multigrid methods are based on the observation that the low-frequency components of the error are not effectively damped by a stationary iterative method. However, the high frequency components of the error are quickly reduced towards zero within the first few iterations, \([3, 4, 21]\). In order to handle the low frequency components of the error, multigrid methods utilize a grid hierarchy consisting of coarser levels with higher mesh size (h) and by projecting the finer problem to the coarser levels the lower frequency components are becoming more oscillatory and can be damped efficiently by a stationary iterative solver. The vectors required in each level are transferred between the respective grid with the use of two operators: the prolongation and the restriction operator, which transfer vectors from coarser to finer grids and vice versa, \([3, 4, 21]\). The sequence in which the coarser grids are visited and the respective coarse grid corrections to the solution are obtained is referred to as the cycle strategy, \([3, 4, 21]\). A 3D Geometric multigrid hierarchy is depicted in Figure 1. In order to accelerate the convergence of the multigrid method the Dynamic Over / Under Relaxation (DOUR) scheme is used, \([18]\), in conjunction with the GENeric Approximate SParse Inverse (GenAspi) matrix, as the smoother for the multigrid method, \([8]\).

Approximate inverses have been used as preconditioners for various iterative schemes due to their inherent parallelism and convergence behavior, \([5, 11, 12, 13, 20]\). Moreover, approximate inverses have been used effectively in conjunction with the multigrid method for a variety of problems, \([5, 9, 10, 14]\). Recently, classes of Generic Approximate Inverses have been proposed, \([8, 14]\), that can handle any sparsity pattern of the coefficient matrix \( A \), based on incomplete LU factorization with zero fill-in. Unlike their predecessors, \([11, 12, 13, 20]\), these Generic schemes are not limited by the structure of the coefficient matrix or the method used for the discretization and produce approximate inverses with sparsity patterns, based on Powers of Sparsi-
fied Patterns (PSM’s), [6, 7], using adequate dropping strategies to further sparsify the initial sparsity pattern of the coefficient matrix A, thus leading to sparser more efficient approximate inverses. The GenAspI matrices are then computed using a modified procedure introduced in the GENeric Approximate Banded Inverses class (GenAbI), [14], according to an a priori known sparsity pattern. The GenAspI matrices are used as preconditioners in the damped Richardson scheme, in conjunction with the DOUR scheme, and V-cycle strategy to derive the GenAspl-MGV method which is used to obtain the gravity potential in each time step of the N-body simulation scheme proposed. The parallelization of the GenAspl-MGV method is performed with a new approach where the lower order levels are executed sequentially in order to avoid overhead in levels with low computational cost.

Fig. 1 Grid hierarchy of a three-dimensional PDE discretized with the Finite Differences method for mesh size h=1/2 (red points) and h=1/4 (red and white points).

The N-body simulation is a simulation of a dynamical system of particles, under the influence of, mainly the gravitational force. N-body simulations have become a fundamental tool in the study of complex physical systems, [19]. Starting from a basic physical interaction (e.g., gravitational, Coulomb) one can follow the dynamical evolution of a system of bodies, which represent the phase-space density distribution of the system. The greater the number of the particles used on the simulation results in more accurate and complete results, [19]. There are a lot of methods that can be used to calculate such kind of forces in a confined space. A direct approach to the problem called particle-particle simulation (P-P) assumes that on a simulation containing N bodies, there are N×(N-1) force pairs (Newtonian gravitation), [19]. This direct approach to the problem scales with O(N²) complexity, where N denotes the number of bodies, rendering the scheme restrictive for large values of particles.

Herewith, we propose a new scheme for computing the gravity potential and thus the forces in the bodies, using the Particle Mesh method and the GenAspl-MGV method to accelerate the solution of the linear system. The Particle Mesh method neglects the close interactions between particles and takes into account only the dynamics of superparticles consisting of a great number of particles. The density of these masses is then added according to weights computed from the distance of each node to the grid points surrounding each respective particle resulting in the rhs vector of the linear system (2). The assignment of the respective weights in each nodal point is performed using the Cloud in Cell (CIC) method, [19]. The linear system is solved using an iterative method and the potential is computed at the cell centers. Finally, by integrating the equations of motion through the Verlet integrator, [22], the new position of each particle is computed. Repeating the aforementioned process leads to the simulation of the system of particles. The Particle Mesh method is efficient due to the fact that the nodal points are, in general, less than the number of particles and thus a large number of pairing forces is not computed. Moreover, the low computational complexity of the multigrid method utilized in each time step for the solution of the linear system renders the algorithm efficient especially for increasing numbers of particles.

The proposed N-body algorithm is parallelized using OpenMP. OpenMP is a collection of directives available for a variety of languages including C/C++/Fortran used to parallelize programs for Symmetric Multi-Processing Units.

Finally, numerical results on the performance and convergence behavior of the proposed GenAspl-MGV schemes are given for solving three-dimensional N-body simulation problems.

II. MULTIGRID METHOD IN CONJUNCTION WITH GENERIC APPROXIMATE SPARSE INVERSES

The multigrid method, especially in the last decades, is used extensively by the scientific community in the fields of computational physics, computational fluid dynamics and financial engineering due to its near-optimal complexity and its convergence behavior, [3, 4, 5, 9, 14, 15, 16, 17, 21, 23, 24].

Multigrid methods are composed by four distinct components: Smoothers, Prolongation and Restriction operators and Cycle strategy. The smoothers are an essential component of the multigrid algorithm and are used to obtain the respective corrections for the solution on each level. Smoothers are stationary iterative methods that can be described by the following relation, [4, 5, 21, 23],

$$x^{(k+1)}_l = x^{(k)}_l + \omega M^{-1} (b - A x^{(k)}_l)$$

where l denotes the level in which the smoother is applied, M is the preconditioner to the Richardson’s iterative method and \(\omega\) is the damping parameter with values between 0 and 2. In case where \(M = D^{-1}\), the iterative scheme (3) results in the Damped Jacobi method, [4, 21, 23]. Substituting

$$M_l = \begin{pmatrix} M_{\text{fill}}^{\text{drtol}} \end{pmatrix}_l$$

where \(M_{\text{fill}}^{\text{drtol}}\) is the l-th level Generic Approximate Sparse Inverse with ifill levels of fill and drtol drop tolerance results in the proposed parametric smoothing scheme. The Generic Approximate Sparse Inverse
(GenAspI) is inherently parallel and can be adjusted by modifying the drptol and lfill parameters.

A. Generic Approximate Sparse Inverse smoothing

Let us consider the ILU(0), [1], factorization of a matrix $A$,

$$A=LU+E \quad (4)$$

where $E$ is the error matrix and $L$ and $U$ are the lower and upper factors of the matrix $A$, retaining the same profile. In order to compute the GenAspI matrix a sparsity pattern must be known a priori. The approximate inverse sparsity pattern is computed through Powers of Sparsified Matrices (PSMs) of the filtered version of the coefficient matrix, [6,7]. Let the sparsified version of the matrix $A$ be described as follows,

$$\tilde{A}_{ij}=\begin{cases} 1, & i=j \text{ and } \left\|D^{-1/2}AD^{-1/2}\right\|_{ij}>\text{drptol} \\ 0, & \text{otherwise} \end{cases} \quad (5)$$

where $D$ is a diagonal matrix such that

$$D_{ii}=\left|A_{ii}\right|, \left|A_{ii}\right|>0$$

and drptol is the so called drop tolerance, [6,7]. The coefficient matrix $A$ is sparsified with the process described by equation (5), which denotes the normalization of each element with the diagonal element, [6,7]. Then each element is compared in absolute value against a given drop tolerance in order to withhold or discard the element. The sparsification process is succeeded by the augmentation of the sparsity pattern by raising it to powers denoted by lfill, [6,7]. The remaining nonzero elements of the coefficient matrix represent the strong connections (neighbors) of each element, by considering the equivalent graph of the matrix, [6,7]. The $k$-th row of the $\ell$-th level sparsity pattern $\tilde{A}$ can be computed as $\tilde{A}_{k}^{\ell} = \tilde{A}_{k}^{\ell-1}$, which denotes that the $k$-th row of the $\tilde{A}$ pattern is composed by “fusing” the non-zero indices of columns in the rows of $\tilde{A}^{\ell-1}$ corresponding to the nonzero columns of the $k$-th row of the sparsified coefficient matrix $A$, [6,7]. By increasing the levels of fill the approximate inverse tends to the exact inverse of the linear system. The algorithm for the computation of an approximate inverse sparsity pattern is given in [6,7,8]. More information concerning the approximate inverse sparsity patterns can be found in [6,7].

The GenAspI matrix is computed, according to the sparsity pattern defined by the previous procedure, by solving recursively the following system, [8],

$$UM_{\text{fill}}^{\text{drptol}}L=I$$

where $L$ and $U$ are the lower and upper triangular factors computed by the ILU(0), [1], factorization, (4). The GenAspI algorithm has been presented in [8]. The complexity of the GenAspI algorithm in terms of its nonzero elements and its order can be shown to be $\approx 3/4/\text{nnz } M^{2}/n - 3/8/\text{nnz } M + 3/4 + n$ additions, [8].

The GenAspI matrix could be used in conjunction with the iterative scheme (3) in order to derive a parametric parallel smoother. The proposed smoother is inherently parallel because the smoothing procedure is limited to matrix – vector multiplication while complex orderings and parallel algorithmic schemes are avoided. In order for a smoother to be effective the smoothing property must be satisfied, [4, 15, 16, 17, 21, 23]. The smoothing property has been proven for the Optimized Banded Generalized Approximate Inverse (OBGAIM) matrix, [9]. Equivalently, the smoothing property can be proven for the GenAspI matrix. Moreover, sharp estimates for the convergence of multigrid algorithms, for generalized smoothing, have been proven by Bank and Douglas in [2]. Furthermore, Hackbusch has proven the optimal values for the damping parameter for various iterative schemes and various PDEs, [15, 16, 17]. It can be observed that the resulting scheme requires a damping parameter $\omega$, which cannot be defined optimally for every problem. In order to tackle the problem of the value of the damping parameter, the Dynamic Over/Under Relaxation (DOUR) algorithm is used, [18]. The DOUR scheme is predictor – corrector scheme that dynamically determines the value of $\omega$ to ensure convergence of the smoothing scheme.

Let us consider the equivalent expression for the relaxation scheme (3),

$$x^{k+1} = x^{k} + \omega \left( S \left( x^{k} \right) - x^{k} \right)$$

where

$$S \left( x^{k} \right) = x^{k} + M_{\text{fill}}^{\text{drptol}}Lf - A_{k}x^{k}$$

By applying the predictor–corrector scheme, [18], we have

$$\tilde{x}^{k} = x^{k} + \kappa \left( \Delta x^{k} \right)$$

where

$$\kappa = \frac{\left< \Delta x^{k}, b \right>}{\left< A_{k} \Delta x^{k} \right>}$$

From (8), (9), (10) and (11) we obtain

$$x^{k+1} = x^{k} + \omega_{e} \left( S \left( x^{k} \right) - x^{k} \right), \omega_{e} = \omega \left( |1 + \kappa| \right)$$

where $\omega_{e}$ is the effective relaxation parameter and equation (12) is the proposed iterative scheme, [18]. The equation (12) denotes a two stage non-stationary approximate inverse smoother. Further information and convergence analysis of the DOUR algorithm were given in [18].

B. Transfer Operators

The transfer operators are special operators that are used to transfer vectors from coarser to finer grids and finer to coarser grids. The transfer operators for the multigrid method are the restriction and prolongation operators. The
The restriction operator is used to transfer vectors from finer to coarser grids. An effective choice for the restriction operator is the full-weighting, which for the three-dimensional case, [21], can be expressed by the following stencil,

\[ R = \frac{1}{64} \begin{bmatrix}
1 & 2 & 1 & 2h & 4 & 2 & 2h & 1 & 2 & 1 & 2h \\
2 & 4 & 2 & 4 & 8 & 4 & 2 & 4 & 2 \\
1 & 2 & 1 & 2h & 4 & 2 & 4 & 2 & 2h & 1 & 2 & 1 & 2h
\end{bmatrix} \]

It can be observed that both for the two-dimensional and three-dimensional case the elements of the coarse vector are the weighted average of their neighbors in the finer grid. The prolongation operator is an interpolation procedure used to transfer vectors from coarser to finer grids. An effective choice for the prolongation operator is the tri-linear interpolation.

For three-dimensional problems the tri-linear interpolation can be expressed by the following stencil, [21]

\[ P = \frac{1}{16} \begin{bmatrix}
1 & 2 & 1 & h & 2 & 4 & 2 & h & 1 & 2 & 1 & h \\
2 & 4 & 2 & 4 & 8 & 4 & 2 & 4 & 2 & h & 1 & 2 & 1 \\
1 & 2 & 1 & 2h & 2 & 4 & 2 & 2h & 1 & 2 & 1 & 2h
\end{bmatrix} \]

The full-weighting operator and the tri-linear interpolation operator are related through the Galerkin condition \( [P] = c[R]^T \), thus simplifying the mapping on the data, [4, 21]. Transfer operators occupy about 30% of the total computational work of the multigrid algorithm, thus choosing higher order interpolation schemes may lead to excessive computational cost at no extra gain in the convergence behavior, [4, 21]. The prolongation and restriction operators for the proposed schemes are in sparse matrix representation and thus the transfer operation between the levels is limited to matrix “times” vector multiplication and their parallelization is covered by the parallelization of the matrix-vector multiplication. Further information concerning the transfer operators can be found in [3, 4, 21, 23].

C. Cycle Strategy

The cycle strategy is the last component of the multigrid method. The cycle strategy refers to the sequence in which the grids are visited and the respective corrections are obtained, [4, 21, 23]. The most commonly used cycle strategy is the V-Cycle where the method descends to coarser level executing \( v_1 \) smoother iterations in each level and then the method ascends executing \( v_2 \) iterations in each level. The V-Cycle strategy is depicted in Figure 2.

The V-Cycle is parallelized only in the higher order levels to ensure the efficiency of the scheme, because lower order levels possess computational effort comparable to the parallelization overhead produced during the procedure of creating and detaching threads present in the parallel computation. Thus, levels with many nodes are computed in parallel using multiple threads, however levels with lower order are executed sequentially. As the number of levels is increased the sequential part is occupying lesser computational effort compared to higher order levels, thus increasing the speedup and efficiency of the proposed scheme.

The Parallel truncated V-Cycle multigrid algorithm with GenAspI parallel smoothing is the following, [4, 21, 23],

\[ v^h \leftarrow \text{MGV} \left( A^h, \left| M^\text{fill}_{\text{drtol}} \right|^{\frac{h}{2}}, v^h, f^h, 1 \right) \]  \hspace{1cm} (13)

**if** is the coarsest level

\[ \text{relax} \left( A^h, \left| M^\text{fill}_{\text{drtol}} \right|^{\frac{h}{2}}, v^h, f^h \right) \] \hspace{1cm} (14)

**else**

**if** order \( n \) large enough

\[ \text{Prelax} \left( A^h, \left| M^\text{fill}_{\text{drtol}} \right|^{\frac{h}{2}}, v^h, f^h \right) \] \hspace{1cm} (15)

\[ f^{2h} \leftarrow \text{Prestrict} \left( f^h - A^h v^h \right) \] \hspace{1cm} (16)

\[ v^{2h} \leftarrow 0 \] \hspace{1cm} (17)

\[ v^{2h} \leftarrow \text{MGV} \left( A^{2h}, \left| M^\text{fill}_{\text{drtol}} \right|^{2h}, v^{2h}, f^{2h}, 1 \right) \] \hspace{1cm} (18)

\[ v^h \leftarrow v^h + \text{Pprolong} \left( v^h \right) \] \hspace{1cm} (19)

**else**

\[ \text{relax} \left( A^h, \left| M^\text{fill}_{\text{drtol}} \right|^{\frac{h}{2}}, v^h, f^h \right) \] \hspace{1cm} (20)

\[ f^{2h} \leftarrow \text{restrict} \left( f^h - A^h v^h \right) \] \hspace{1cm} (22)

\[ v^{2h} \leftarrow 0 \] \hspace{1cm} (23)

\[ v^{2h} \leftarrow \text{MGV} \left( A^{2h}, \left| M^\text{fill}_{\text{drtol}} \right|^{2h}, v^{2h}, f^{2h}, 1 \right) \] \hspace{1cm} (24)

\[ v^h \leftarrow v^h + \text{prolong} \left( v^h \right) \] \hspace{1cm} (25)

**else**

\[ \text{relax} \left( A^h, \left| M^\text{fill}_{\text{drtol}} \right|^{\frac{h}{2}}, v^h, f^h \right) \] \hspace{1cm} (26)

where \( v_1 \) denotes the iterations for the inexact solution on the coarsest level. The prefix “P” denotes the parallel version of the method used. More information concerning the V-Cycle strategy as well as more Cycle schemes can be found in [3, 4, 21, 23].
III. PARTICLE MESH METHOD BASED ON MULTIGRID ITERATIVE SCHEME

The Particle Mesh method (PM), introduced by Hockney in [19], significantly reduces the computational cost of N-body simulation algorithms in cosmological simulations of large scale structure formations. The PM method is based on the computation of the forces of the so-called “superparticles”, which are composed by large formations of smaller particles and react together through their gravitational force as a whole.

In the PM method each particle contributes to the density of the concentrated mass along the grid points. Thus, each particle contributes to the neighboring points of the mass by a fraction analogous to the distance of the body from the surrounding nodes. The most commonly known method for adding the contribution of each body to the density of mass in the region is the Nearest Grid Point (NGP), [19]. The NGP method, however, increases the overall error of the PM scheme, because bodies inside a single cell share the same acceleration and force without considering the position of the particle. In order to decrease the computational error introduced during the discretization or the interpolation, the multilinear interpolation is used, namely Cloud in Cell (CIC), [19]. The Cloud In Cell method is used to interpolate the contribution of mass to every nearby grid point and raises significantly the accuracy of the computations. For the computation of the mass density of a particle with mass \( m_p \) located at \((x_p, y_p, z_p)\) the Cloud In Cell (CIC) method is used and the respective mass densities for the eight surrounding grid points are given by equations (27), [19].

The grid points where each respectable mass contributes are depicted in Figure 3.

Let us consider the PDE (1) subjected to Dirichlet boundary conditions (1.a), discretized with the Finite Differences

\[
\begin{align*}
\rho_{i,j,k} &= \frac{m_p}{h^3} (h - \Delta_{pi})(h - \Delta_{pj})(h - \Delta_{pk}) \\
\rho_{i,j,k+1} &= \frac{m_p}{h^3} (h - \Delta_{pi})(h - \Delta_{pj})(\Delta_{pk}) \\
\rho_{i,j+1,k} &= \frac{m_p}{h^3} (h - \Delta_{pi})(\Delta_{pj})(h - \Delta_{pk}) \\
\rho_{i,j+1,k+1} &= \frac{m_p}{h^3} (\Delta_{pi})(h - \Delta_{pj})(h - \Delta_{pk}) \\
\rho_{i+1,j,k} &= \frac{m_p}{h^3} (\Delta_{pi})(h - \Delta_{pj})(h - \Delta_{pk}) \\
\rho_{i+1,j,k+1} &= \frac{m_p}{h^3} (\Delta_{pi})(\Delta_{pj})(h - \Delta_{pk}) \\
\rho_{i+1,j+1,k} &= \frac{m_p}{h^3} (\Delta_{pi})(\Delta_{pj})(h - \Delta_{pk}) \\
\rho_{i+1,j+1,k+1} &= \frac{m_p}{h^3} (\Delta_{pi})(\Delta_{pj})(\Delta_{pk})
\end{align*}
\]  

(27)

method and solved with the parallel GenAspI-MGV method. The solution of the resulting linear system provides the gravity potential in each point of the mesh.

The gravity potential is acquired from the solution of the linear system and the acceleration \( g \) is computed by the following equation, viz.

\[
g = -\nabla \Phi = - \left( \frac{\partial \Phi}{\partial x}, \frac{\partial \Phi}{\partial y}, \frac{\partial \Phi}{\partial z} \right)
\]  

(28)

The computation of the acceleration in the center of the cells is commencing by using centered differences to retain the accuracy of the computed results. For the \( x \)-direction the acceleration can be computed by the following equation,

\[
\frac{\partial \Phi}{\partial x} \approx \frac{\Phi_{i+1,j,k} - \Phi_{i-1,j,k}}{2h} + O(h^2)
\]  

(29)

![Fig. 3 Neighboring points in a three-dimensional cell of mesh size h.](image)

The acceleration in the centers of the cells is interpolated back to the particles using the CIC method. Applying the CIC method for a particle in the three-dimensional space results in the following formula for the acceleration, [19],

\[
g_p = k_1 \Phi_{i,j,k} + k_2 \Phi_{i+1,j,k} + k_3 \Phi_{i,j+1,k} + k_4 \Phi_{i+1,j+1,k} + k_5 \Phi_{i+1,j,k+1} + k_6 \Phi_{i,j+1,k+1} + k_7 \Phi_{i+1,j+1,k+1} + k_8 \Phi_{i+1,j+1,k+1}
\]  

(30)

where

\[
\begin{align*}
k_1 &= (h - \Delta_{pi})(h - \Delta_{pj})(h - \Delta_{pk}) \\
k_2 &= (h - \Delta_{pi})(h - \Delta_{pj})(\Delta_{pk}) \\
k_3 &= (h - \Delta_{pi})(\Delta_{pj})(h - \Delta_{pk}) \\
k_4 &= (h - \Delta_{pi})(\Delta_{pj})(\Delta_{pk}) \\
k_5 &= (\Delta_{pi})(h - \Delta_{pj})(h - \Delta_{pk}) \\
k_6 &= (\Delta_{pi})(\Delta_{pj})(h - \Delta_{pk}) \\
k_7 &= (\Delta_{pi})(\Delta_{pj})(\Delta_{pk}) \\
k_8 &= (\Delta_{pi})(\Delta_{pj})(\Delta_{pk})
\end{align*}
\]  

(31)

while the \( \Delta \) operator denotes the difference between the two points as denoted by the subscripts.
The acceleration of each mass is subject to weights computed by the distances from the nodal points of the grids. To compute the final displacement of a body, the equations of motion have to be integrated. In this article the velocity Verlet integrator is utilized due to its low computational cost and O(h^2) accuracy, [22]. The Verlet integration of the equations of motion leads to the following equations,

\[ \vec{x}(t+\Delta t) = \vec{x}(t) + \vec{u}(t) \Delta t + \frac{1}{2} \vec{a}(t) \Delta t^2 \]  

\[ \vec{a}(t+\Delta t) = \vec{a}(t) + \frac{1}{2} [\vec{a}(t) + \vec{a}(t+\Delta t)] \Delta t \]  

where \( \vec{u}, \vec{a}, \vec{x} \) are the three-dimensional vectors of the velocity, the acceleration and the position, respectively. This process is repeated according to the chosen time step and the maximum time of the simulation. It should be noted that particles cannot escape from the domain because the region is forced to be toroidal. The parallelization of the method is simplified and based on loop level parallelism using OpenMP, because the proposed schemes are mainly composed of matrix-vector multiplications and vector-vector computations. Further information concerning the Particle Mesh method can be found in [19].

IV. Numerical Results

In this section the applicability and performance of the proposed scheme is demonstrated by simulating the 3D spaces with different numbers of particles. The numerical tests were performed on a Dual Socket AMD Opteron Processor 6128 HE, with 16GB RAM, running Ubuntu Linux 12.04.1.

The domain chosen for the simulations was the unit cube. The time step for the method was set to 0.001 and the simulation was executed for 10 consequent time steps.

The 3D region chosen was 10 parsec in each direction and the masses of the bodies were chosen to be 10^12 kg. These variables were normalized in order to model the system on the unit cube.

The termination criterion was set to \( ||r|| < 1\times10^{-10}||r_0|| \). The pre-smoothing and post-smoothing steps were set to \( v_0=2 \) and \( v_0=2 \). The drop tolerance for the computation of the GenAspl matrices was set to drptol=0.0. The method for lfill=1 presented the fastest performance and required 7 iterations to converge to the desired tolerance. The levels below \( n=343 \) were executed sequentially because the computational overhead exceeds the computational effort required in order to obtain the coarse grid corrections.

In Table 1, the overall performance of the designed simulation algorithm based on the GenAspl-MGV method for various numbers of bodies, various numbers of threads and various resolutions, is presented. In Table 2, the speedups of the designed simulation algorithm based on the GenAspl-MGV method for various numbers of bodies, various numbers of threads and various resolutions, are presented. In Table 3, the efficiency of the designed simulation algorithm based on the GenAspl-MGV method for various numbers of bodies, various numbers of threads and various resolutions, is presented. It should be noted that the preprocessing cost of the designed simulation algorithm concerning the computation of the Generic Approximate Sparse Inverses for resolutions \( h=1/16 \) and \( h=1/32 \) was \( t_p=0.030093 \) seconds and \( t_p=0.248670 \) seconds respectively, which is several orders less than the computational time needed for the model problems rendering the method efficient by slightly enlarging the computational cost.

V. Conclusion

The proposed schemes were proven experimentally effective for various choices of bodies and resolutions. Additionally, it should be stated that the proposed scheme presented satisfactory scalability as the number of particles increases and resolution is refined. Research efforts are under way to improve the parallel performance of the method with new hybrid schemes. Moreover, new computational schemes that will enhance convergence behavior and accuracy of the simulation are under further research.
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TABLE I.
THE OVERALL PERFORMANCE OF THE DESIGNED SIMULATION ALGORITHM BASED ON THE GENASPI-MGV METHOD FOR VARIOUS NUMBERS OF BODIES, VARIOUS NUMBERS OF THREADS AND VARIOUS RESOLUTIONS.

<table>
<thead>
<tr>
<th>N</th>
<th>Threads</th>
<th>h=1/16</th>
<th>h=1/32</th>
</tr>
</thead>
<tbody>
<tr>
<td>10⁵</td>
<td>1</td>
<td>1.260010</td>
<td>3.182530</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.874061</td>
<td>2.036820</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.534355</td>
<td>1.139530</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.330208</td>
<td>0.722727</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.269090</td>
<td>0.646396</td>
</tr>
<tr>
<td>10⁶</td>
<td>1</td>
<td>10.821700</td>
<td>12.841400</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>6.224200</td>
<td>7.336500</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>3.630050</td>
<td>4.041050</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>2.325110</td>
<td>2.350280</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>1.488090</td>
<td>1.605920</td>
</tr>
<tr>
<td>10⁷</td>
<td>1</td>
<td>110.123000</td>
<td>119.286000</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>60.767680</td>
<td>65.667200</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>34.057200</td>
<td>34.706500</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>19.708600</td>
<td>19.180160</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>12.293300</td>
<td>11.013100</td>
</tr>
</tbody>
</table>
### Table II.
The speedups of the designed simulation algorithm based on the GenAspI-MGV method for various numbers of bodies, various numbers of threads and various resolutions.

<table>
<thead>
<tr>
<th>N</th>
<th>Threads</th>
<th>$h=1/16$</th>
<th>$h=1/32$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^5$</td>
<td>2</td>
<td>1.44</td>
<td>1.56</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2.36</td>
<td>2.79</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>3.82</td>
<td>4.40</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>4.68</td>
<td>4.92</td>
</tr>
<tr>
<td>$10^6$</td>
<td>2</td>
<td>1.74</td>
<td>1.75</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2.98</td>
<td>3.18</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>4.65</td>
<td>5.46</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>7.27</td>
<td>8.00</td>
</tr>
<tr>
<td>$10^7$</td>
<td>2</td>
<td>1.81</td>
<td>1.82</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>3.23</td>
<td>3.44</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>5.59</td>
<td>6.22</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>8.96</td>
<td>10.83</td>
</tr>
</tbody>
</table>

### Table III.
The efficiency of the designed simulation algorithm based on the GenAspI-MGV method for various numbers of bodies, various numbers of threads and various resolutions.

<table>
<thead>
<tr>
<th>N</th>
<th>Threads</th>
<th>$h=1/16$</th>
<th>$h=1/32$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^5$</td>
<td>2</td>
<td>0.72</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.59</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.48</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.29</td>
<td>0.31</td>
</tr>
<tr>
<td>$10^6$</td>
<td>2</td>
<td>0.87</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.75</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.58</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.45</td>
<td>0.50</td>
</tr>
<tr>
<td>$10^7$</td>
<td>2</td>
<td>0.91</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.81</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.70</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.56</td>
<td>0.68</td>
</tr>
</tbody>
</table>
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Abstract—When there is a need to store a sparse matrix into a file system, is it worth to convert it first into some space-efficient storage format? This paper tries to answer such question for the adaptive-blocking hierarchical storage format (ABHSF), provided that the matrix is present in memory either in the coordinate (COO) or in the compressed sparse row (CSR) storage format. The conversion algorithms from COO and CSR to ABHSF are introduced and the results of performed experiments are then presented and discussed.

I. INTRODUCTION

SPARSE matrices are commonly present in computer memory in storage formats that provide high performance of the matrix-vector multiplication operation. Considering a generic sparse matrix without any particular pattern of its nonzero elements, such storage formats are usually not space-optimal [1]–[3]. If we need to store such a matrix in a file, we have two options:

1) either to store the matrix in its in-memory storage format (IMSF), in which is the matrix stored in a computer memory;
2) or to store it in some space-efficient storage format (SESF), which additionally requires to perform the conversion between these formats.

Question 1. Which of these two options will take less time?

The second option should result in a smaller file and hence its faster store operation. However, the price paid for that is the overhead of the conversion algorithm.

Let \( S_{IMSF} \) and \( S_{SESF} \) denote the amount of memory required to store a matrix in particular IMSF and SESF, respectively. The time that will be saved when storing the matrix in a file system in SESF instead of IMSF will be

\[
t_{\text{saved}} = \frac{S_{IMSF} - S_{SESF}}{\text{file system I/O bandwidth}}.
\]

Let further \( t_{\text{overhead}} \) denote the running time of the conversion algorithm between IMSF and SESF. Storing a matrix in SESF will pay off if \( t_{\text{saved}} > t_{\text{overhead}} \).

As the size of a computational problem, and therefore the size of a given sparse matrix, varies, then:

- \( L_{IMSF} \) (and hence \( L_{SESF} \) as well) is more or less constant, since it is limited by the amount of physical memory available to a single processor on a given MPCS.
- \( t_{\text{overhead}} \) is approximately constant, since the IMSF-to-SESF conversion algorithm is executed independently by all processors on their local parts of the matrix (of size \( L_{IMSF} \)).
- The file system I/O bandwidth—at least its listed maximum value—is constant.
- The number of processors \( P \) varies.
- \( t_{\text{saved}} \) varies, according to (2), proportionally to \( P \).

Thus, we may expect that as the size of a computational problem grows, beyond some point it will be faster to store a sparse matrix in a file system in SESF instead of IMSF.

In this paper, we focus on situations where the IMSF is either the coordinate (COO) or the compressed sparse row (CSR) storage format [4, Section 3.4], [5, Section 4.3.1] and the SESF is the adaptive-blocking hierarchical storage format (ABHSF) [2]. These formats are introduced in more details in Section II. We have developed conversion algorithms from COO and CSR to ABHSF, which are presented in Section III. The experiments performed with these algorithms are then described and the results discussed in Section IV.

Note that within the context of this paper, by a storage format we mean the way how sparse matrices are stored in computer memory (physical/disk), by a file format we mean the way how sparse matrices are stored in files (in a particular storage format), and by a storage scheme we mean a storage format at a block level for ABHSF.
II. DATA STRUCTURES

Let $A$ be an $m \times n$ sparse matrix with $z$ nonzero elements. The COO storage format consist of 3 arrays of size $z$ that contain row indexes, column indexes, and values of the nonzero elements of $A$. We can thus define a data structure COO that stores $A$ in the COO storage format as follows:

```
structure COO := {
  m, n: matrix size;
  z: number of nonzero elements;
  rows[]: row indexes of nonzero elements;
  colinds[]: column indexes of nonzero elements;
  vals[]: values of nonzero elements;
};
```

Note that we accompany a data name with [] if the data is meant to be an array.

The advantages of the COO storage format are its clear concept, simple usage, and no requirement for the order of matrix nonzero elements. Its drawback is relatively high amount of memory needed for storing $A$, i.e., high $S_{COO}$.

If we order matrix nonzero elements according to the increasing row index, we can modify the COO storage format such that we substitute the array of row indexes by the array of positions of each row data in the remaining two arrays. Such approach results in the CSR storage format, which can be defined by the following data structure:

```
structure CSR := {
  m, n: matrix size;
  z: number of nonzero elements;
  colinds[]: column indexes of nonzero elements;
  vals[]: values of nonzero elements;
  rowptrs[]: offsets of places where data of each row in the colinds and vals arrays start;
};
```

Since the array $\text{rows}[]$ of COO is of size $z$ and the array $\text{rowptrs}[]$ of CSR is of size $m$ (usually $m + 1$ for the sake of simpler implementation), and since $z \gg m$ usually holds for real-world sparse matrices, the CSR storage format typically requires considerably less amount of memory for storing $A$ when compared with COO, i.e., $S_{CSR} < S_{COO}$.

ABHSF is a two-level hierarchical storage format (see Figure 1) based on partitioning a matrix into $\lceil m/s \rceil \times \lceil n/s \rceil$ blocks of size $s \times s$ and storing each nonzero block in its space-optimal storage scheme. This approach can considerably reduce the memory requirements for storing sparse matrices when compared not only with COO and CSR but also with other fixed-scheme hierarchical storage formats.

We consider the following storage schemes within this text:

1) **dense**: all block elements are stored including zeros,
2) **bitmap**: only nonzero block elements are stored and their structure is defined by a bit map,
3) **COO**: equivalent of the COO storage format at a block level,
4) **CSR**: equivalent of the CSR storage format at a block level.

The optimal block size $s$ for a particular matrix is application dependent, however, block sizes between 64 and 256 provide best results in general.

We can define a data structure ABHSF that stores $A$ in the ABHSF format as follows:

```
structure ABHSF := {
  m, n: matrix size;
  z: number of nonzero elements;
  s: block size;
  brows[]: row indexes of nonzero blocks;
  bcols[]: column indexes of nonzero blocks;
  zetas[]: the number of nonzero elements of nonzero blocks;
  schemes[]: optimal storage scheme tag of nonzero blocks;
  bitmap[]: a bit map;
  brows[]: row indexes local to a block;
  bcols[]: column indexes local to a block;
  browptrs[]: offsets of places where data of each row of a block start;
  vals[]: values of the elements of nonzero blocks;
};
```

More details about ABHSF are beyond the scope of this paper, however, they were presented by Langr et at. [2].

Let $\text{BLOCK}$ be an auxiliary data structure used for storing data of a single nonzero block, defined as follows:

```
structure BLOCK := {
  brow: row index of a block within $A$;
  bcol: column index of a block within $A$;
};
```

![Fig. 1: An 8×8 matrix (a) represented as a hierarchical data structure with 2×2 blocks (b).](image-url)
III. Algorithms

We further suppose that all indexes are 0-based (as used in the C/C++ programming languages).

A. Conversion from COO to ABHSF

The pseudocode of the conversion process from COO to ABHSF is presented as Algorithm 1. It is based on the successive gathering and processing of data for each nonzero block. To optimize this process, the nonzero elements of A are first iterated at line 5, according to the key represented by the following quadruple with left-to-right significance of its elements:

\[
\left(\lfloor\text{coo.rows}[i]/s\rfloor, \lfloor\text{coo.cols}[i]/s\rfloor, \text{coo.rows}[i] \mod s, \text{coo.cols}[i] \mod s\right).
\]

(3)

Such ordering puts the nonzero elements of each nonzero block into a continuous chunks within the arrays of the COO data structure. Consequently, the conversion can be performed within a single iteration over matrix nonzero elements (lines 7–21).

The PROCESSBLOCK procedure, which stores data of a single nonzero block into the ABHSF data structure at line 20, is defined in Section III-C.

B. Conversion from CSR to ABHSF

The pseudocode of the conversion process from CSR to ABHSF is presented as Algorithm 2. It is based on the same principle as Algorithm 1, i.e., on the successive gathering and processing of the data of individual nonzero blocks. However, this process is here more complicated, since we cannot simply reorder the matrix nonzero elements according to (3), as in Algorithm 1. Therefore, instead of iterating over matrix nonzero elements, Algorithm 2 iterates over all blocks (loops at lines 5 and 15) and for each block it tries to obtain its nonzero elements. If there are any, they are then processed by the PROCESSBLOCK procedure as well.

C. Processing Blocks

The PROCESSBLOCK procedure stores data of a single nonzero block into the ABHSF data structure. Its pseudocode is shown as Algorithms 3.

We assume that the ABHSF data structure represents an open file and that all updates into this data structure will be directly translated into corresponding updates of its file representation. Within the pseudocode, we regard all ABHSF arrays as file output streams/virtual dynamic arrays to which the elements are successively appended.

The space-optimal storage schemes for blocks are selected at line 1 line by comparing their memory requirements, which were defined by Langr et al. [2] as functions (1a)–(1d). According to the optimal storage scheme, the block data are then stored into the ABHSF data structure as follows:

- **dense** (lines 7–17): The procedure iterates over all elements of a block. If the corresponding nonzero element is found, then its value is appended to the vals[] array of the ABHSF data structure. Otherwise, 0 is appended instead.
- **bitmap** (lines 19–30): The procedure iterates over all elements of a block. If the corresponding nonzero element is found, then its value is appended to the vals[] array of the ABHSF data structure and 1 is appended to the bitmap[] array. Otherwise, 0 is appended to the to the bitmap[] array instead.
- **COO** (lines 32–36): The procedure iterates over nonzero block elements and appends their row/column indexes and values to the corresponding arrays of the ABHSF data structure.
- **CSR** (lines 38–50): The procedure iterates over nonzero block elements and appends their column indexes and values to the corresponding arrays of the ABHSF data structure, while it also constructs the array lrowptrs[] of positions of data for each row of a block.

Note that to PROCESSBLOCK work properly, the nonzero elements in the input BLock data structure need to be ordered according to growing row index and for each row according to the growing column index. Both Algorithm 1 and Algorithm 2 conform to this requirement.

IV. Experiments and Discussion

We have designed and performed experiments to evaluate the suitability of storing sparse matrices in files in ABHSF. Within these experiments, same matrices were stored in the COO, CSR, and ABHSF storage formats into files based on the HDF5 file format [6] so that particular data from the COO, CSR, and ABHSF data structures were stored as HDF5 attributes and data sets.

Within our implementation, the ABHSF data structure represented an open file, i.e., all updates to its data were directly translated into updates of corresponding file attributes and data sets. The data types for data sets containing indexes were always chosen to be unsigned integer data types of minimal possible bit width. All floating-point numbers were stored in files in single precision.

For all the experiments, we used the block size \( s = 256 \), which generally provides reasonable results for a wide range of matrices, as shown by Langr et al. [2]. To achieve maximum performance, we implemented experimental programs so that:

- All HDF5 data sets were chosen to be fixed-size. The conversion algorithms hence needed to be executed twice. Within the first dry run, the sizes of data sets were computed. Within the second run, data were actually written into them. (Sorting of elements in Algorithm 1 was performed only once within the dry run.)
- All updates of HDF5 data sets were buffered. We used buffers of size 1024 elements for each data set.
Algorithm 1: Conversion from COO to ABHSF

Input: coo: COO; s: integer
Output: abhsf: ABHSF

Data: block: BLOCK; k, brow, bcol: integer

1. abhsf.n ← coo.m
2. abhsf.n ← coo.n
3. abhsf.z ← coo.z
4. abhsf.s ← s
5. sort the coo.rows, coo.cols, and coo.vals arrays all at once according to (3)
6. k ← 0
7. while k < coo.z do
8.    block.bcol ← ⌊coo.cols[k]/s⌋
9.    block.zeta ← 0
10.   while |coo.rows[k]/s| = block.brow and |coo.cols[k]/s| = block.bcol do
11.      block.brow[block.zeta] ← coo.rows[k] mod s
12.      block.bcol[block.zeta] ← coo.cols[k] mod s
13.      block.lvals[block.zeta] ← coo.vals[k]
14.      block.zeta ← block.zeta + 1
15.     if k ≥ coo.z then break
16.   end
17. end
18. PROCESSBLOCK(block, abhsf)
19. end

- All the bitmap, brows, lcols, and lrowptrs arrays from the ABHSF data structure were implemented in files as a single data set.

Reasoning for the listed decisions is beyond the scope of this paper. However, they all originated from results of our complementary tests and measurements.

A. File Sizes for Benchmark Matrices

First, we compared sizes of files for different matrices that emerged in real-world scientific and engineering applications. All used benchmark matrices were taken from The University of Florida Sparse Matrix Collection (UFSMC) [7]. We tried to choose matrices from different computational domains and therefore with different structural properties. Their list together with their characteristics is presented in Table I, where z denotes the relative number of nonzero elements in percents, i.e., the inverse measure of sparsity of a matrix.

We stored matrices in HDF5-based files in the COO, CSR, and ABHSF storage formats. We further refer to these options as HDF5-COO, HDF5-CSR, and HDF5-ABHSF, respectively. The results are presented in Figure 2 where the file sizes are relative (in percents) to the HDF5-ABHSF option. For comparison, we also included the sizes of compressed (.mtx.gz) and uncompressed (.mtx) files in the Matrix Market file format [8], in which matrices are originally published in UFSMC.

The main conclusion from these results is that for all benchmark matrices, HDF5-COO resulted in files about twice as big as HDF5-ABHSF and HDF5-CSR resulted in files about 1.4 times bigger than HDF5-ABHSF. Therefore, if we convert matrices to ABHSF, we can save a considerable amount of file system capacity.

Unfortunately, we cannot simply compare the results for the text-based Matrix Market file format and the binary-based HDF5 file format, since in the text-based file formats, the floating-point values are generally represented in various precisions. However, note that for some matrices the smallest files were achieved for the compressed Matrix Market file format. This effect was caused by the fact that in these special cases, many matrix elements had identical floating-point values, which led to high efficiency of text compression. HDF5 also allows to compress data, which should reduce the sizes of data sets containing repeated floating-point values. We have, however, not tested this possibility.

B. Parallel Experiments

The matrices in UFSMC are of smaller sizes suitable for sequential rather than parallel processing. Since we did not find any suitable scalable HPC application able to generate very large sparse matrices, we simulated such matrices by parallel generation of random block matrices. The developed generating algorithm works as follows:

1. an imaginary global matrix is partitioned into P submatrices,
2. each submatrix is further treated by a single processor,
3. each submatrix is partitioned into blocks,
Algorithm 2: Conversion from CSR to ABHSF

**Input:** csr: CSR; s: integer

**Output:** abhsf: ABHSF

**Data:** block: BLOCK; k, brow, bcol, firstrow, lastrow, nrows, row, brow: integer; from, remains: integer array

1. \( \text{abhsf.m} \leftarrow \text{csr.m} \)
2. \( \text{abhsf.n} \leftarrow \text{csr.n} \)
3. \( \text{abhsf.z} \leftarrow \text{csr.z} \)
4. \( \text{abhsf.s} \leftarrow s \)
5. for \( b_{row} \leftarrow 0 \) to \( \lfloor \text{csr.m}/s \rfloor - 1 \) do

   - \( \text{firstrow} \leftarrow b_{row} \cdot s \)
   - if \( \text{firstrow} + s \leq \text{csr.m} \) then \( \text{nrows} \leftarrow s \)
   - else \( \text{nrows} \leftarrow \text{csr.m} - \text{firstrow} \)
   - \( \text{lastrow} \leftarrow \text{firstrow} + \text{nrows} - 1 \)

6. for \( \text{row} \leftarrow \text{firstrow} \) to \( \text{lastrow} \) do

   - \( \text{from}[\text{row} - \text{firstrow}] \leftarrow \text{csr.rowptrs}[\text{row}] \)
   - \( \text{remains}[\text{row} - \text{firstrow}] \leftarrow \text{csr.rowptrs}[\text{row} + 1] - \text{csr.rowptrs}[\text{row}] \)

7. end

8. for \( b_{col} \leftarrow 0 \) to \( \lfloor \text{csr.n}/s \rfloor - 1 \) do

   - \( \text{block.brow} \leftarrow b_{row} \)
   - \( \text{block.bcol} \leftarrow b_{col} \)
   - \( \text{block.zeta} \leftarrow 0 \)

9. for \( \text{row} \leftarrow \text{firstrow} \) to \( \text{lastrow} \) do

   - \( \text{trow} \leftarrow \text{row} - \text{firstrow} \)
   - while \( \text{remains}[\text{trow}] > 0 \) and \( \text{csr.colinds}[\text{from}[\text{trow}]] < (b_{col} + 1) \cdot s \) do

     - \( \text{block.lrows}[\text{block.zeta}] \leftarrow \text{trow} \)
     - \( \text{block.lcols}[\text{block.zeta}] \leftarrow \text{csr.colinds}[\text{from}[\text{trow}]] - b_{col} \cdot s \)
     - \( \text{block.vals}[\text{block.zeta}] \leftarrow \text{csr.vals}[\text{from}[\text{trow}]] \)
     - \( \text{block.zeta} \leftarrow \text{block.zeta} + 1 \)
     - \( \text{from}[\text{trow}] \leftarrow \text{from}[\text{trow}] + 1 \)
     - \( \text{remains}[\text{trow}] \leftarrow \text{remains}[\text{trow}] - 1 \)

   - end

10. if \( \text{block.zeta} > 0 \) then \( \text{PROCESSBLOCK(block, abhsf)} \)

end

end

4) each block becomes nonzero with some probability,
5) each nonzero block contains a random number of nonzero elements,
6) each nonzero element is assigned a random row/column index and a random value.

We further set up the generator so that:

- \( L_{\text{COO}} \approx 600 \text{ MB} \), therefore submatrices took about 600 MB each when stored in COO (the typical amount of physical memory per processor is 1–2 GB on contemporary MPCSs).
- Resulting matrices contained nonzero blocks of various properties, thus various storage schemes were generally space-optimal for them.
- Processors used different seeds for their instances of a pseudorandom number generator to produce different submatrices. However, these seeds were preserved in time, thus each processor generated the very same submatrices through all experiments.

The parallel experiments were carried out in the following steps:

1) Each processor generated a random submatrix and stored it in memory either in COO or in CSR.
2) All processors stored their submatrices to a file system in the original IMSF, which resulted in HDF5-COO or HDF5-CSR files.
3) All processors stored their submatrices to a file system in the ABHSF storage format utilizing either Algorithm 1 or Algorithm 2, which resulted in HDF5-ABHSF files.
Algorithm 3: PROCESS BLOCK (b, a)

Input: block: BLOCK; abhsf: ABHSF
Output: abhsf: ABHSF
Data: scheme: scheme tag; k, row, col: integer

1 scheme ← space-optimal storage scheme for block block  // functions (1a)–(1d) defined by Langr et al. [2]
2 append block.brow to abhsf.brows
3 append block.bcol to abhsf.bcols
4 append scheme to abhsf.schemes
5 append block.zeta to abhsf.zetas
6 if scheme = dense then  // optimal scheme is dense
7     k ← 0
8     for row ← 0 to abhsf.s − 1 do
9         for col ← 0 to abhsf.s − 1 do
10            if k < block.zeta and block.lrows[k] = row and block.lcols[k] = col then  // if element exists
11                append block.lvals[k] to abhsf.vals  // store its nonzero value
12                k ← k + 1
13            else
14                append 0 to abhsf.vals  // otherwise store 0
15         end
16     end
17 end
18 else if scheme = bitmap then  // optimal scheme is bitmap
19     k ← 0
20     for row ← 0 to abhsf.s − 1 do
21         for col ← 0 to abhsf.s − 1 do
22            if k < block.zeta and block.lrows[k] = row and block.lcols[k] = col then  // if element exists
23                append block.lvals[k] to abhsf.vals  // store its nonzero value
24                append 1 to abhsf.bitmap  // and 1 to bit map
25                k ← k + 1
26            else
27                append 0 to abhsf.bitmap  // otherwise store 0 to bitmap
28         end
29     end
30 end
31 else if scheme = COO then  // optimal scheme is COO
32     for k ← 0 to block.zeta − 1 do
33         append block.lrows[k] to abhsf.lrows  // and store them into COO storage scheme
34         append block.lcols[k] to abhsf.lcols
35         append block.lvals[k] to abhsf.vals
36     end
37 end
38 else if scheme = CSR then  // optimal scheme is CSR
39     row ← 0
40     for k ← 0 to block.zeta − 1 do
41         while row ≤ block.lrows[k] do
42             append k to abhsf.lrowptrs
43             row ← row + 1
44         end
45         append block.lcols[k] to abhsf.lcols
46         append block.lvals[k] to abhsf.vals
47         end
48     while row ≤ abhsf.s do  // align final rows if needed
49         append block.zeta to abhsf.lrowptrs
50         row ← row + 1
51 end
<table>
<thead>
<tr>
<th>Matrix</th>
<th>Domain</th>
<th>m</th>
<th>n</th>
<th>( z' ) [%]</th>
<th>Symmetric</th>
</tr>
</thead>
<tbody>
<tr>
<td>ldoor</td>
<td>structural problem</td>
<td>9.5 \times 10^5</td>
<td>9.5 \times 10^5</td>
<td>2.6 \times 10^{-3}</td>
<td>yes</td>
</tr>
<tr>
<td>Freescale1</td>
<td>circuit simulation</td>
<td>3.4 \times 10^6</td>
<td>3.4 \times 10^6</td>
<td>1.6 \times 10^{-4}</td>
<td>no</td>
</tr>
<tr>
<td>atmosmodj</td>
<td>computational fluid dynamics</td>
<td>1.3 \times 10^5</td>
<td>1.3 \times 10^5</td>
<td>5.5 \times 10^{-4}</td>
<td>no</td>
</tr>
<tr>
<td>cage12</td>
<td>directed weighted graph</td>
<td>1.3 \times 10^5</td>
<td>1.3 \times 10^5</td>
<td>1.2 \times 10^{-2}</td>
<td>no</td>
</tr>
<tr>
<td>oman2</td>
<td>semiconductor device</td>
<td>1.8 \times 10^5</td>
<td>1.8 \times 10^5</td>
<td>3.3 \times 10^{-2}</td>
<td>no</td>
</tr>
<tr>
<td>FEM_3D_thermal2</td>
<td>thermal problem</td>
<td>1.5 \times 10^5</td>
<td>1.5 \times 10^5</td>
<td>1.6 \times 10^{-2}</td>
<td>no</td>
</tr>
<tr>
<td>bmw7st_1</td>
<td>structural problem</td>
<td>1.4 \times 10^5</td>
<td>1.4 \times 10^5</td>
<td>1.8 \times 10^{-2}</td>
<td>yes</td>
</tr>
<tr>
<td>nlpkkt120</td>
<td>optimization problem</td>
<td>3.5 \times 10^5</td>
<td>3.5 \times 10^5</td>
<td>4.0 \times 10^{-4}</td>
<td>yes</td>
</tr>
</tbody>
</table>

TABLE I: The list of the benchmark matrices used for the performed experiments.

We measured the storage times of steps 2 and 3 for different numbers of processors. Results for the case of using COO and CSR as IMSF are in Figure 3 and Figure 4, respectively. All measurements were performed 3 times and the average values are presented. Since the conversion algorithm from COO to ABHSF contains sorting of elements, we kept nonzero elements in memory in COO in two different orderings to evaluate the influence of the sorting algorithm. In the first case the elements were randomly shuffled and in the second case they were sorted by their (row index, column index) keys.

The obtained results clearly correspond to our assumption introduced in Section I. In case of ABHSF, there was some constant computational overhead imposed by the conversion algorithms (note that this overhead was considerably higher for the conversion from CSR, which was caused by the higher complexity of the conversion algorithm compared with the
COO case). For smaller numbers of processors, this overhead dominated the overall storage time ($t_\text{saved} < t_\text{overhead}$) and therefore it was faster to store matrices to a file system in their original IMSFs. However, as the matrix size increased (proportionally to $P$), the amount of saved data ($S_\text{IMSF} - S_\text{SESF}$) increased as well, and from some point, it paid off to store matrices in ABHSF.

From the measured storage times, we have also computed the total I/O bandwidth of the used file system. Provided that this total bandwidth is shared by all processors evenly, we can also express the I/O bandwidth per processor. These values are shown in Figure 5.

C. Generalization of Results

If we assume that the total I/O file system bandwidth is shared evenly among processors, we may rewrite (2) as

$$t_\text{saved} \approx \frac{L_\text{IMSF} - L_\text{SESF}}{\text{file system I/O bandwidth per processor}}$$

This implies that the amount of saved time generally grows inversely proportionally to the file system I/O bandwidth per processor.

Within our experiments, we utilized a small parallel computer system with the GPFS-based storage subsystem [9]. The total I/O bandwidth of this file system varied, according to Figure 5, approximately from 100 to 200 MB/s. On this system, the point where ABHSF started to provide faster storage of matrices emerged around 16–32 processors, which corresponded to the I/O bandwidth of 4–8 MB/s per processor.

On today's biggest MPCSs, the per-processor I/O bandwidth would be typically much lower for large-scale computations. For instance, the Hopper/NERSC MPCS consists of over 153 thousands processors (CPU cores) and the listed maximum I/O bandwidth of its fastest file system is 35 GB/s. Therefore, we cannot get the I/O bandwidth per processor higher than 0.23 MB/s when utilizing the whole system. In general, for such low I/O rates, we may expect that the ABHSF storage format would be much more superior to the original IMSF when storing matrices to a file systems.

V. Conclusions

The contribution of this paper are new conversion algorithms for sparse matrices from the COO and CSR to the ABHSF storage formats and the evaluation of suitability of storing sparse matrices into file systems in ABHSF using these algorithms, with the focus on the HPC application domain. We showed that as the size of a computational problem grows, and so does the number of processors, there is some point from which it pays off to store matrices to a file system in ABHSF instead of their original IMSF.

Unfortunately, we cannot simply predict this point, since it depends on many factors, such as the I/O bandwidth of the file system, the actual workload of the file system, the clock rate of processors, the bandwidth of memory units, the available amount of physical memory per processor, the quality of the compiler, the quality of the program code, structural properties of the matrix, etc. However, provided that we use a particular MPCS and a particular HPC application that generates matrices with similar properties, many of these factors becomes fixed. Moreover, computational power and compiler capabilities that influence the overhead imposed by the conversion algorithms generally do not differ much across contemporary MPCSs. Then, the suitability of storing matrices to a file system in ABHSF (generally in any SESF) would be determined primarily by the I/O bandwidth of the file system per processor.
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Abstract—For decades, Domain Decomposition (DD) techniques have been used for the numerical solution of boundary value problems. In recent years, the Algebraic Multigrid (AMG) method has also seen significant rise in popularity as well as rapid evolution. In this article, a Domain Decomposition method is presented, based on the Schur complement system and an AMG solver, using generic approximate banded inverses based on incomplete LU factorization. Finally, the applicability and effectiveness of the proposed method on characteristic two dimensional boundary value problems is demonstrated and numerical results on the convergence behavior are given.

I. INTRODUCTION

Domain decomposition includes a significant range of computing techniques for the numerical solution of Partial Differential Equations (PDEs). Domain decomposition techniques are based on splitting the computational domain into smaller subdomains, with or without overlap. The problems in the subdomains are independent, thus rendering domain decomposition methods suitable for parallelization. Domain decomposition techniques can themselves be used as stationary iterative schemes, as well as preconditioners in order to accelerate the convergence of other iterative methods, specifically Krylov subspace methods [14].

Domain decomposition methods can be split into two categories: overlapping and non-overlapping methods. In overlapping DD methods, often referred to as Schwarz methods due to Schwarz’s work in 1870 [22], the subdomains overlap by more than the interface. The overlapping methods have a simple algorithmic structure, since there is no need to solve special interface problems between neighbouring subdomains. This feature differentiates overlapping from non-overlapping DD methods [5],[23]. Overlapping methods operate by an iterative procedure, where the PDE is repeatedly solved within every subdomain. For each subdomain, the artificial internal boundary condition is provided by its neighbouring subdomains. The convergence of the solution on these internal boundaries ensures the convergence of the solution in the entire solution domain.

In non-overlapping DD methods, also referred to as iterative substructuring methods, the subdomains intersect only on their interface. Non-overlapping methods can furthermore be distinguished in primal and dual methods. Primal methods, such as BDDC [7], enforce the continuity of the solution across the subdomain interface by representing the value of the solution on all neighbouring subdomains by the same unknown. In dual methods, such as FETI [10], the continuity is further enforced by the use of Lagrange multipliers. Hybrid methods, such as FETI-DP [8],[9],[16], have also been introduced.

In the past decades, the development of multigrid methods has also been critical for the numerical solution of PDEs. An essential component of the multigrid method is the relaxation scheme, which efficiently reduces high frequency components of the error, however is inefficient at reducing the lower frequency ones [2]. Transferring the problem to a coarser grid, those low frequency errors become more oscillatory and can be effectively damped by a stationary iterative method. Recursive application of this process produces the multigrid methods [18].

The algebraic multigrid algorithm (AMG) was first introduced over twenty years ago [1],[20]. Unlike geometric multigrid, the algebraic multigrid method does not require knowledge of the geometry of the problem to define its components. This is the reason AMG is perfectly suited for unstructured grids, both in two and three dimensions, and complicated domains. Specifically, by considering a linear system Au=f, the AMG method requires only the coefficient matrix A and the right-hand side vector f. As a result, AMG solvers can easily be integrated into existing problem solving environments as standard solvers or preconditioners [18].

Consider a linear system Au=f, where \( A=[a_{ij}] \), \( i,j \in [1,n] \) is an \( n \times n \) coefficient matrix. A “grid” is a set of indices of the variables, thus the first grid is \( \Omega=[1,2,\ldots,n] \). Since AMG is independent of the geometry of the problem, the coarser grids, where the successive corrections to the solu-
tion will be obtained, have to be constructed by the coarsening process, which is an essential component of the AMG algorithm.

The components needed for AMG, where superscripts indicate the level with 1 being the finest level [4],[27], are the following:

- Grids \( \Omega^1 \supset \Omega^2 \supset \ldots \supset \Omega^N \) containing the following two disjoint subsets:
  - Coarse points set (C-points): \( C^k, k = 1, \ldots, N-1 \).
  - Fine points set (f-points): \( F^k, k = 1, \ldots, N-1 \).

- Grid operators: \( A^1, A^2, \ldots, A^N \), where \( A^1 = A \).

- Interpolation and restriction operators:
  - \( I_{k+1}, k = 1, \ldots, N-1 \);
  - \( I_k, k = 1, \ldots, N-1 \).

- A smoother (relaxation scheme) for each level.

AMG consists of two main phases: the setup phase, where the above components are created, and the solution phase that utilizes the components in the recursively defined multigrid cycle.

In this article, a domain decomposition method is presented, based on the Schur complement system. An Algebraic Multigrid method is used to solve the resulting linear systems for each domain, based on the use of generic approximate banded inverses, derived from the ILU(0) factorization [13],[18]. In section II, the Schur complement method is showcased, while in section III, the AMG method is presented.

Finally in section IV, the applicability of the new proposed scheme on two dimensional boundary value problems is demonstrated and numerical results on the convergence behavior and performance are given.

II. THE SCHUR COMPLEMENT METHOD

In this section, the Schur complement domain decomposition method is presented.

The Schur complement method is the earliest version of non-overlapping DD methods. Methods such as Dirichlet-Neumann and Neumann-Neumann are essentially the Schur complement method with the use of particular preconditioners.

Let us consider the Poisson equation on a region \( \Omega \), with zero Dirichlet data given on \( \partial \Omega \), the boundary of \( \Omega \). Let us also suppose that \( \Omega \) is partitioned into two non-overlapping subdomains \( \Omega \):

\[
\Omega = \Omega_1 \cup \Omega_2, \quad \Omega_1 \cap \Omega_2 = \emptyset, \quad \Gamma = \partial \Omega_1 \cap \partial \Omega_2
\]

as shown in Fig. 1 [25].

Assuming the boundaries of the subdomains are Lipschitz continuous, we consider the problem:

\[
-\Delta u(x,y) = f \quad (x,y) \in \Omega
\]

\[
u(x,y) = 0 \quad (x,y) \in \partial \Omega
\] (1) (a)

Considering a triangulation of the domain \( \Omega \) and a finite element approximation of the problem (1), assuming that subdomains consist of unions of elements, leads to a linear system

\[
Au = f
\] (2)

with a symmetric, positive definite matrix \( A \). Partitioning the degrees of freedom to those internal to \( \Omega_1 \), \( \Omega_2 \) and those interior of \( \Gamma \), the matrix \( A \) and vectors \( u \), \( f \) can be expressed as:

\[
A = \begin{bmatrix}
A_{11} & 0 & A_{12} \\
0 & A_{22} & 0 \\
A_{12}^T & 0 & A_{22}^T
\end{bmatrix}
\]

\[
u = \begin{bmatrix}
u_{1} \\
u_{2} \\
u_{\Gamma}
\end{bmatrix}
\]

\[
f = \begin{bmatrix}
f_{1} \\
f_{2} \\
f_{\Gamma}
\end{bmatrix}
\]

The first step of many iterative domain decompositions methods eliminates the unknowns in the interior of the subdomains \( u^{(0)} \). This leads to a block factorization of the matrix \( A \) (3) [25]:

\[
A = LR = \begin{bmatrix}
I & 0 & 0 \\
0 & I & 0 \\
A_{12} & A_{12}^T & I
\end{bmatrix}
\]

\[
A_{11} \quad A_{12} \quad A_{12}^T \quad A_{22} \quad A_{22}^T
\]

\[
n = A_{11} - A_{12} A_{22}^{-1} A_{12}^T
\]

(4)

and the resulting linear system:

\[
A_{11} \quad 0 \\
0 \quad A_{22}^T
\]

\[
u = \begin{bmatrix}
u_{1} \\
u_{2} \\
u_{\Gamma}
\end{bmatrix}
\]

\[
f = \begin{bmatrix}
f_{1} \\
f_{2} \\
f_{\Gamma}
\end{bmatrix}
\]

where \( I \) is the identity matrix and \( S \) is the Schur complement matrix relative to the unknowns on \( \Gamma \). Defining the local Schur complements by

\[
S^{(i)} = A^{(i)} - \sum_{i=1}^{2} A_{1}^{(i)} A_{1}^{(i)-1} A_{1}^{(i)} A_{2}^{(i)-1} A_{2}^{(i)}
\]

(6)

Fig. 1 \( \Omega \) partitioned into two non-overlapping subdomains.

we find the Schur complement system for \( u_{\Gamma} \) to be [25]:

\[
Su_{\Gamma} = g_{\Gamma}
\] (7)

with
\[ S = S^{(1)} + S^{(2)} \]  
(8)

\[ g_\Gamma := g^{(1)}_\Gamma + g^{(2)}_\Gamma = \left( f^{(1)}_\Gamma - A^{(1)}_{I_\Gamma} A^{-1}_{II} f^{(1)}_I \right) + \left( f^{(2)}_\Gamma - A^{(2)}_{I_\Gamma} A^{-1}_{II} f^{(2)}_I \right) \]  
(9)

Once \( u_{i\Gamma} \) is found by solving (7), the internal components can be found by using (5):

\[ u^{(i)}_j = A^{(i)}_{II}^{-1} \left( f^{(i)}_j - A^{(i)}_{I_\Gamma} u^{(i)}_{I_\Gamma} \right) \]  
(10)

Equations (8) and (9) can be extended to a generic case, where there are more than two domains.

In the method presented in this paper, equation (7) is solved by using a typical direct solver, such as Gaussian Elimination. An AMG solver, based on the Generic Approximate Banded Inverse (GenAbI) algorithm [13], is used in order to solve the equations (10) for each domain.

III. THE AMG SOLVER

In this section, we present the AMG method [13],[18] used for the solution of the systems that arise from the Schur complement method described in the previous section.

The key part of AMG’s setup phase is the coarse-grid selection, which is the process of creating the degrees of freedom of a coarse-level problem. The goal of coarse-grid selection is to determine the sets C and F of coarse-grid and fine-grid points respectively, as well as a small set of dependencies for point \( i \) as:

\[ \{ i, j \} \in N \]

The interpolation formula used for the purposes of this article is direct interpolation, in which the weights \( w_{ij} \) are defined as follows:

\[ w_{ij} = \sum_{k \in N_{ij}} a_{ik} a_{jj}^{-1} \]  
(13)

This formula is easy to implement and only requires immediate neighbours of \( i \), however, it generally leads to worse convergence rates compared to interpolation formulas that use extended neighbourhoods [27]. The interpolation operator can now be computed according to (11).

The restriction operator is defined as the transpose of the interpolation operator through the Galerkin condition [19]. Thus the next coarser level matrix is defined as the triple matrix product of the restriction operator, the finer grid matrix and the interpolation operator. When the current grid is considered “coarse enough”, then the setup phase terminates and AMG proceeds to the solution phase.

The cycle strategy is an elementary component of any multigrid algorithm and refers to the sequence in which the various grids are visited and the respective coarse grid corrections are obtained. The common cycle strategy is the V-cycle algorithm and is shown in Fig. 2 [18].

The solution can be achieved by successive applications of the cycle according to arbitrary termination criterion. The proposed multigrid scheme descends to the coarsest level and then, the multigrid method ascends to the finer levels and corrects the respective solution [18].
Fig. 2 The V–Cycle with finest grid $\Omega^h$, coarsest grid $\Omega^8h$, and $v_1,v_2$ pre–smoothing and post–smoothing steps, respectively.

An important component in multigrid methodology is the stationary iterative solver, namely smoother, that can be described by the following recurrence relation [13],[18]:

$$x_{(i+1)}^k = x_{(i)}^k + M^k f^k = f^k - A^k x_{(i)}^k \quad (14)$$

where $f^k, A^k$ are the right-hand side and coefficient matrix (at the $k$-th coarse level) and $x_{(i)}^k$ is the solution vector at the $i$-th iterative step. Equation (14) describes a family of stationary iterative methods, according to the choice of the $M^k$ matrix.

Generic approximate banded inverses are used as smoothers for multigrid schemes, by choosing $M^k = (M^k)^{\delta l}$, where $(M^k)^{\delta l}$ is a class of approximate inverses. The class of smoothing methods proposed can be described as follows:

$$x_{(i+1)}^k = x_{(i)}^k + \omega |M^k|_r \left( f^k - A^k x_{(i)}^k \right) \quad (15)$$

where $\omega$ is the damping parameter with $0 < \omega \leq 1$ [13].

Let us assume the incomplete LU factorization, such that

$$A \approx LU + R \quad (16)$$

where $L$ and $U$ are upper and lower matrices of the same non-zero structure as the lower and upper parts of coefficient matrix $A$ respectively and $R$ is some error matrix. This is the so-called incomplete LU factorization with zero fill-in, or more commonly ILU(0) factorization [21].

Let $M^\delta l = [{\mu_{ij}}, i \in [1, n], j \in [1 - \delta l + 1, i + \delta l - 1]$ be the generic approximate banded inverse of the coefficient matrix $A$. The elements of a class of banded forms of the generic approximate inverse, by retaining $\delta l$ and $\delta l-1$ elements in the lower and upper parts, can be computed by solving recursively the following systems [11],[13],[17]:

$$M^\delta l L = U^{-1} \qquad \text{and} \qquad UM^\delta l = L^{-1} \quad (17)$$

Then, the elements of the approximate inverse are computed by the Generic Approximate Banded Inverse (GenAbI) algorithm [13].

Specific information on the smoothing and approximation property for the GenAbI algorithm, as well as the use of the DOUR scheme [15] in order to dynamically compute the relaxation parameter $\omega$ for the smoothing scheme can be found in [12],[13],[18].

IV. NUMERICAL RESULTS

In this section we examine the effectiveness of the new proposed scheme, namely Domain Decomposition-Algebraic Multigrid method in conjunction with the Generic Approximate Banded Inverse matrix.

The convergence factor depends on the required number of iterations for convergence [2],[3],[26]. The convergence factor with respect to the 2-norm is defined as:

$$q = \frac{\|r_m\|_2}{\|r_0\|_2} \quad (18)$$

where $r_m$ is the residual vector at the $m$-th iteration. The termination criterion for the AMG solver is $\|r_m\|_2 < 10^{-10} \|r_0\|_2$ and the numbering of the grid is lexicographical. The maximum number of iterations was set to 200 iterations.

The strength threshold $\theta$ was set to 0.25 for the AMG solver. The values for the pre-smoothing and post-smoothing steps were set to $v_1$, $v_2=2$. The coarsest level, with its maximum amount of variables allowed set to 15, was solved using the BiCGSTAB method.

The coarsening scheme used in the first problem was the CLJP algorithm, while for the second problem the PMIS coarsening technique was utilized. It should also be mentioned that for the second problem, the AMG solver was modified to use the V-cycle as a preconditioner for the BiCGSTAB method in order to accelerate convergence.

Model Problem I: The model problem to be solved with the proposed scheme is the Poisson equation:

$$-\Delta u(x,y) = f \quad (19)$$

$$u(x,y) = 0 \quad (x,y) \in \partial \Omega \quad (19.a)$$

discretized with the finite element method, where $\Omega = [0,1] \times [0,2]$ and $\partial \Omega$ denotes the boundary of $\Omega$. The domain $\Omega$ was split into 8 subdomains, as shown in Fig. 3.

In Table I, the convergence factors and convergence behavior are presented for various values of the order of the linear system $n$ and “retention” parameter $\delta l$ of the generic approximate banded inverse. Additionally, the convergence factors and convergence behavior for the same values of $n$ and $\delta l$ using AMG as a standalone solver without domain decomposition techniques are given. In Table II, the performance, in seconds, of both the DD/AMG and standalone AMG methods is showcased for various values of the order of the linear system $n$ and “retention” parameter $\delta l$ of the generic approximate banded inverse.

Model Problem II: Let us consider the following elliptic PDE:

$$-\Delta u(x,y) + \alpha(x,y) u(x,y) = f (x,y) \quad (20)$$

$$u(x,y) = 0 \quad (x,y) \in \partial \Omega \quad (20.a)$$

discretized with the finite element method, where $\alpha(x,y)=40x+70y$, $f(x,y)=19x-44y$, $\Omega$ is the unit square and $\partial \Omega$ denotes the boundary of $\Omega$. The domain $\Omega$ was split into 16 subdomains, as shown in Fig. 4.
In Table III, convergence behavior for various values of the order of the linear system \( n \) and “retention” parameter \( \delta_l \) of the generic approximate banded inverse is presented. Additionally, convergence behavior for the same values of \( n \) and \( \delta_l \) using AMG-BiCGSTAB as a standalone solver without domain decomposition techniques is given. In Table IV, the performance, in seconds, of both the DD/AMG-BiCGSTAB and standalone AMG-BiCGSTAB methods is showcased for various values of the order of the linear system \( n \) and “retention” parameter \( \delta_l \) of the generic approximate banded inverse.

It should be noted that, for both problems, the convergence and performance results for the DD/AMG method are the average of the results taken from all domains, since the domains were not identical.

As already expected considering past results [18], increasing the value of the “retention” parameter \( \delta_l \) leads to improved convergence behavior. Additionally, we notice that solving the linear systems arising from the subdomains is significantly more efficient, both in performance and convergence.

One of the drawbacks of AMG methods is the computational work added by the setup phase in addition to the solution phase. The resulting smaller linear systems from the domain decomposition method significantly reduce the workload for both phases. Considering that these systems can be solved in parallel since domain decomposition methods are well suited for parallel computing, the combination of domain decomposition with AMG can be very efficient.

Finally, it should be stated that the effectiveness and applicability of the new proposed method will be shown when applied to more general problems, such as quasilinear boundary-value problems or convection-diffusion problems.

V. CONCLUSIONS

A Schur complement domain decomposition method, utilizing an AMG solver, based on generic approximate banded inverse matrices, for solving the resulting subdomain systems was presented. The use of domain decomposition techniques was proven to be effective by improving the performance and convergence behavior of Algebraic Multigrid method. Since domain decomposition methods lead to smaller linear systems, arising from each subdomain, the load for both the setup and solution phase of the AMG solver is significantly reduced.
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**Table I.**

<table>
<thead>
<tr>
<th>Method</th>
<th>$n=24353$</th>
<th>$n=96833$</th>
<th>$n=386177$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\delta l$</td>
<td>$q$</td>
<td>$i ts$</td>
</tr>
<tr>
<td>DD/AMG</td>
<td>1</td>
<td>0.2152</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.2102</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.1946</td>
<td>14</td>
</tr>
<tr>
<td>AMG</td>
<td>1</td>
<td>0.3483</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.3427</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.3142</td>
<td>20</td>
</tr>
</tbody>
</table>

**Table II.**

<table>
<thead>
<tr>
<th>Method</th>
<th>$n=24353$</th>
<th>$n=96833$</th>
<th>$n=386177$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\delta l$</td>
<td>time</td>
<td>time</td>
</tr>
<tr>
<td>DD/AMG</td>
<td>1</td>
<td>0.0971</td>
<td>0.4499</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0990</td>
<td>0.4653</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.2994</td>
<td>1.3975</td>
</tr>
<tr>
<td>AMG</td>
<td>1</td>
<td>1.1680</td>
<td>6.025</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.1954</td>
<td>6.2288</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>3.339</td>
<td>15.4747</td>
</tr>
</tbody>
</table>
Table III.
Convergence behaviour of the DD/AMG-BiCGSTAB method for model problem II

<table>
<thead>
<tr>
<th>Method</th>
<th>n=11457</th>
<th>n=45441</th>
<th>n=180993</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>δl</td>
<td>its</td>
<td>its</td>
</tr>
<tr>
<td>DD/AMG-BiCGSTAB</td>
<td>1</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>AMG-BiCGSTAB</td>
<td>1</td>
<td>15</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>13</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>12</td>
<td>15</td>
</tr>
</tbody>
</table>

Table IV.
Performance, in seconds, of the DD/AMG-BiCGSTAB method for model problem II

<table>
<thead>
<tr>
<th>Method</th>
<th>n=11457</th>
<th>n=45441</th>
<th>n=180993</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>δl</td>
<td>time</td>
<td>time</td>
</tr>
<tr>
<td>DD/AMG-BiCGSTAB</td>
<td>1</td>
<td>0.0174</td>
<td>0.0704</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0182</td>
<td>0.0706</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.0399</td>
<td>0.1962</td>
</tr>
<tr>
<td>AMG-BiCGSTAB</td>
<td>1</td>
<td>0.3936</td>
<td>2.2724</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.3854</td>
<td>2.003</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>1.2891</td>
<td>5.5477</td>
</tr>
</tbody>
</table>
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Abstract—Non-Local Means (NLM) algorithm is widely considered as a state-of-the-art denoising filter in many research fields. High computational complexity led to implementations on Graphic Processor Unit (GPU) architectures, which achieve reasonable running times by filtering, slice-by-slice, 3D datasets with a 2D NLM approach. Here we present a fully 3D NLM implementation on a multi-GPU architecture and suggest its high scalability. The performance results we discuss encourage the coding of further filter improvements and the investigation of a large spectrum of applicative scenarios.

I. INTRODUCTION

MAGE denoising represents one of the most common tasks of image processing. Several techniques have been developed in the last decades to face the problem of removing noise from images, still preserving the small structures from an excessive blurring [2]. All those schemes share the belief that an improved value of a given image point can be expressed as a function of the image itself; each of them diverges in how the function is defined.

One of the most performing and robust denoising approaches is the non-local means (NLM) filter, introduced in [1]. Since its first appearance, the family of NLM algorithm and implementation variants has enormously grown (just to mention some of the most relevant improvements, see [5], [6], [7], [14], [10], [4], [11]); nevertheless, all of them assume that the restoring function for a given point is a mean of all the image values, largely weighted according to the radiometric similarity between values and only weakly tied to a spatial proximity criterion.

The result is a general-purpose denoising scheme, whose performances are widely accepted to be better with respect to the previous state-of-the-art algorithms, such as the total variation, the wavelet thresholding or the anisotropic filtering [13]. In particular, it has been shown that NLM filter guarantees the homogeneity of flat zones, preserves edges and fine structures, and transforms white noise into white noise, thus avoid the introduction of artifacts and spurious correlated signal [2].

Unsurprisingly, the NLM algorithm is computationally very heavy, and even some fast versions of the scheme are quite demanding on 2D images and almost daunting on 3D datasets. The huge amount of computational demand has been recently addressed by using accelerated hardware, the Graphic Processor Units (GPUs) in particular.

In 3D datasets, e.g. in the context of the Magnetic Resonance Imaging (MRI), the use of fully 3D filters is more appropriate than a 2D-based slice-by-slice filtering approach to exploit all the information contained in the image.

To the best of our knowledge, although there are several 2D GPU-based NLM versions ([9], [3], [8]), the 3D version of NLM filter has been poorly investigated in terms of both implementation and performance on GPUs.

In this paper, we present GPU and Multi-GPU versions of the 3D NLM filter based on Compute Unified Device Architecture (CUDA) [12]. We report the performance of the implementation for different 3D synthetic and real datasets. The parallelization of the filter via GPUs gives clinically-feasible MRI denoising execution times.

The plan of the paper is as follows. In §II we briefly describe the NLM algorithm. To follow, in §III we provide the implementation details. In §IV we present and discuss the results. Finally, in §V we draw conclusions and future works.

II. THEORY

A. General description

An N-D image $X$ can be considered as a real function $X : \mathbb{R}^N \rightarrow \mathbb{R}$ with a bounded support $\Omega \subset \mathbb{R}^N$. The NLM filter [1] is a class of endomorphisms of the image space, identified by 2 parameters ($a$ and $h$), that acts as follows:

$$[\text{NLM}_{a,h}(X)](\vec{x}) = Y(\vec{x}) = \frac{\int_{\Omega} \exp \left[ \frac{-d_2^2(\vec{x}, \vec{y})}{\varepsilon^2} \right] X(\vec{y}) d\vec{y}}{\int_{\Omega} \exp \left[ \frac{-d_2^2(\vec{x}, \vec{y})}{\varepsilon^2} \right] d\vec{y}} , \quad (1)$$

where

$$d_2^2(\vec{x}, \vec{y}) \equiv \int_{\mathbb{R}^N} |X(\vec{x} + \vec{i}) - X(\vec{y} + \vec{i})|^2 \cdot \exp \left[ \frac{-\|\vec{i}\|^2}{2\varepsilon^2} \right] d\vec{i} . \quad (2)$$

The intensity of a given point of the new image is a mean of the intensities of the original image, according to a weight function that disregards any explicit criterion of spatial proximity and only considers a measure (ruled by $h$) of self-similarity between windows of radius $a$ centered on each point (radiometric proximity).

If the image is defined on a discrete, regular grid $\{ \vec{x}_i | 1 \leq i \leq \prod_{d=1}^{N} L_d \}$,

$$X(\vec{x}) = \sum_{i} X_i \delta(\vec{x} - \vec{x}_i) , \quad (3)$$
from Eqns. 1–2 it follows that the filtered dataset is given by
\[ Y_i = \frac{\sum_j \exp \left[ -\frac{d^2(x_i, x_j)}{2\sigma^2} \right] X_j}{\sum_j \exp \left[ -\frac{d^2(x_i, x_j)}{2\sigma^2} \right]}, \tag{4} \]
\[ d^2(x_i, x_j) = \sum_k \left| X(x_i + \Delta_k) - X(x_j + \Delta_k) \right|^2 \cdot \exp \left[ -\frac{\|\Delta_k\|^2}{2\alpha^2} \right]. \tag{5} \]
Moreover, from Eqns. 4–5 it follows that the complexity of the filter is \( O \left( \prod_{l=1}^L L_l^2 \right) \).

B. Actual algorithm

Both computational issues and the convenience to introduce a geometric proximity criterion in addition to the pure radiometric distance measure led to a change in the original version of the NLM filter [7].

Therefore, given a search radius \( M \), for each voxel \( i \) located at \( x_i \) we define a search box \( V_i \) as
\[ V_i = \{ x_j \in \Omega \left| \| x_j - x_i \|_\infty < M \right. \}. \tag{6} \]
The search box associated with the \( i \)-th voxel defines the ensemble of voxels whose intensities will be available in the following for restoring (denoising) of the intensity \( X(x_i) \), thus reducing the search freedom of Eqn. 4 (in that case, \( V_i = \Omega \)). The authors of ([7], [10]) suggest that a good choice for \( M \) should guarantee the cardinality of the search box, \(|V_i|\), to be of the order of \( 10^3 \).

Analogously, given a similarity radius \( d \), for each voxel \( x_j \) within a given search box \( V_i \), we can define a similarity box
\[ jB_i = \{ x_k \in \Omega \left| \| x_k - x_j \|_\infty < d \right. \}. \tag{7} \]
In this case, \( d \) plays the role of \( \alpha \) in Eqn. 4, provided that the original smooth Gaussian kernel is replaced by a binary cut-off; a good choice for \( d \) should guarantee \(|jB_i| \sim 30 \) ([7], [10]).

Finally, the denoised image is
\[ Y_i = \frac{\sum_{j \in jB_i \cap V_i} \exp \left[ -\frac{\|B_i \cdots 0 \) && (i_1 X_Dim) && (i_2 Y_Dim) && (i_3 Z_Dim) \} \}
\]
whence it results that the algorithm complexity is \( O \left( |V_i| \cdot |jB_i| \cdot \prod_{l=1}^L L_l \right) \).

The filter strength, which is determined by \( h \), can be automatically tuned to obtain an optimized denoising, independently from the search radius \( M \) and the standard deviation of noise \( \sigma \):
\[ h^2 = 2\beta \sigma^2 |V_i| \tag{9} \]
(\( \beta \sim 1 \) is an adimensional constant to be manually tuned).

III. IMPLEMENTATION

General Purpose computation on Graphics Processing Units (GPGPU) is the use of GPUs to perform highly parallelizable computations that would normally be handled by CPU devices. Programming with GPUs requires both a deep understanding of the underlying computing architecture and a massive rethinking of existing CPU based algorithms.

A. Architecture

We implement the 3D NLM filter on the NVIDIA parallel computing architecture, which consists in a set of cores, or Scalar Processors (SPs), performing simple mathematical operations.

In the NVIDIA Fermi architecture, each SM has scheduler and dispatch units, execution units and a configurable memory of 64KB, which consists of a register file, an internal shared memory and an L1 cache. This memory is configurable in 16KB (or 48KB) for shared memory and 48KB (or 16KB) for L1 cache.

B. Mapping the algorithm on GPU

The Algorithm 1 is the pseudo-code of the NLM filter.

**Algorithm 1** Pseudo-code of the NLM algorithm

1. for each voxel \((i_1, i_2, i_3)\) of the 3D image to be filtered do
2. Initialize the cumulative sum of weights and the restored value to 0;
3. for each voxel \((j_1, j_2, j_3)\) of the search window \(V_{(i_1, i_2, i_3)}\) do
4. for each voxel \((k_1, k_2, k_3)\) of the similarity window \((j_1, j_2, j_3)B_{(i_1, i_2, i_3)}\) do
5. Cumulate squared Euclidean distance;
6. end for
7. Calculate and cumulate the weight of the voxel in search window;
8. Cumulate the restored value;
9. end for
10. Normalize restored value to the sum of the weights;
11. end for

In details, the statement at line 1 represents a nested iteration structure. In our GPU version, the loops on line 1 and line 3 in the Algorithm 1 are logically mapped onto the grid of thread blocks defined by means of the CUDA framework.

A first implementation in CUDA is presented in the Algorithm 2. Moreover, in order to make this algorithm compatible with multi-GPU architectures, we introduce some improvements. The number of GPU devices is returned by means of a CUDA library function and stored in the variable \( n \_\text{gpus} \). Then, the third dimension of the image is “splitted” between the available GPUs, setting the first \((\text{start}_1, k)\) and the last \((\text{end}_k)\) slices that each GPU has to manage. We report a sketch of the GPU implementation in the Algorithm 3.

In order to explore different types of data access, we test several configurations, both mono- and bi-dimensional, for the thread block size in which each slice is divided. Each thread processes sequentially the voxels along the third dimension. The workload is divided along the third dimension for multi-GPU configurations. Inside each GPU the workload...
Algorithm 3 CUDA MULTI-GPU code of NLM algorithm

1: int const i_1 = threadIdx.x + blockDim.x*blockIdx.x;
2: int const ... floating point peak performance of the GPU.

IV. RESULTS AND DISCUSSIONS

A. Consistency

As we aim to produce a strictly equivalent GPU implementation of the sequential NLM algorithm, we check the implementation consistency by comparing voxel-by-voxel the images obtained by one-core-CPU and GPU denoising. In Fig. 1 we show the 3D NLM filtering result on a real 3D knee MRI dataset. The difference between the GPU and CPU restored images falls within machine precision order of magnitude which are likely to be due to the arithmetic logic unit precision.

B. Performance

In order to investigate cache size impact on the execution time, we perform several test runs varying L1-prefer switch. Results are shown in Table I. L1-prefer choice gives a benefit on larger datasets, with a performance improvement ranging from fraction of percent in the smallest dataset to some 5% in the largest ones. These results suggest that the L1 miss rate, is low enough to have high performance processing even with old generation cards having small amount of cache.

The strip or tile thread division influences the performance among the various experiments, which makes feasible large datasets size typical of MRI clinical practice, is close to be ideal. Moreover, the optimal thread size seems to be strips of (2.7-3.7 GHz). Speed-up values suggest that the bigger the dataset to be filtered, the better the scalability of the implementation, which, for datasets size typical of MRI clinical practice, is close to be ideal. Moreover, the optimal thread size seems to be strips of thread between 128 and 256 elements. This result is consistent with NVIDIA guidelines [12]. Finally, on large datasets strip configuration should be preferred to tile configuration of the window filter testing in a reasonable time.

In Table II we report a comparison between running times of CPU, single GPU and multi-GPU implementation of 3D NLM filter with various thread block size. Reported running times include the overall data transfer between CPU and GPU and viceversa, which even for the biggest datasets appears negligible. Speed-up values suggest that the bigger the dataset to be filtered, the better the scalability of the implementation, which, for datasets size typical of MRI clinical practice, is close to be ideal. Moreover, the optimal thread size seems to be strips of thread between 128 and 256 elements. This result is consistent with NVIDIA guidelines [12]. Finally, on large datasets strip configuration should be preferred to tile configuration of the same size because more sequential memory access of the former. In Table III, we investigate the behavior of running times against the search (|V|) and similarity (|B|) window cardinalities. We note an high and almost constant speed-up among the various experiments, which makes feasible large window filter testing in a reasonable time.

Finally, in Figure 2 we outline the CPU, single GPU and multi-GPU GFlops for variable dataset sizes. It should be remarked that we are able to exploit up to 43.5% of single precision floating point peak performance of the GPU.
TABLE II

<table>
<thead>
<tr>
<th>Dataset size</th>
<th>Single GPU</th>
<th>16(16,1)</th>
<th>128(128,1)</th>
<th>256(256,1)</th>
<th>512(512,1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>64&lt;sup&gt;3&lt;/sup&gt;</td>
<td>5.08/4.47</td>
<td>5.73/3.96</td>
<td>6.33/4.03</td>
<td>6.94/3.27</td>
<td>11.7/1.94</td>
</tr>
<tr>
<td>256&lt;sup&gt;3&lt;/sup&gt;</td>
<td>9.06/19.3</td>
<td>10.8/16.2</td>
<td>10.4/16.9</td>
<td>16.7/10.5</td>
<td>10.3/17.0</td>
</tr>
<tr>
<td>512&lt;sup&gt;3&lt;/sup&gt;</td>
<td>22.1/31.8</td>
<td>24.3/28.9</td>
<td>25.0/28.0</td>
<td>31.0/22.6</td>
<td>16.9/41.6</td>
</tr>
</tbody>
</table>

TABLE III

<table>
<thead>
<tr>
<th>Dataset size</th>
<th>Single GPU</th>
<th>16(16,1)</th>
<th>128(128,1)</th>
<th>256(256,1)</th>
<th>512(512,1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>64&lt;sup&gt;3&lt;/sup&gt;</td>
<td>68.8/44.10</td>
<td>67.0/42.1</td>
<td>67.1/42.0</td>
<td>72.7/38.8</td>
<td>73.6/76.3</td>
</tr>
<tr>
<td>128&lt;sup&gt;3&lt;/sup&gt;</td>
<td>277/40.7</td>
<td>268/42.2</td>
<td>264/42.7</td>
<td>285/39.6</td>
<td>142/79.3</td>
</tr>
</tbody>
</table>

V. CONCLUSIONS

NLM filter is a state-of-the-art denoising algorithm. However, the huge amount of computational load prevents the large-scale diffusion of its most common implementations.

To the best of our knowledge, in this paper we presented the first multi-GPU implementation of a fully 3D NLM filter. We analyzed several configurations of thread block organization and data access, thus identifying a set of optimal settings that guarantee high performance results for a wide spectrum of application scenarios. The reduction of running times shows that scalability is close to ideal one for most common dataset sizes, e.g. those typical of MRI clinical practice. Speed-up high values encourage the exploration of more sophisticated algorithm variants, and reduce the gap between the previous execution times and acceptable performance for real-time scenarios.
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Abstract—Expander graphs are highly connected sparse finite graphs. The property of being an expander seems significant in many of these mathematical, computational and physical contexts. Even more, expanders are surprisingly applicable in other computational aspects: in the theory of error correcting codes and the theory of pseudorandomness, which are used in probabilistic algorithms. In this article we present a method to obtain a new examples of families of expanders graphs and some examples of Ramanujan graphs which are the best expanders. We describe properties of obtained graphs in comparison to previously known results. Numerical computations of eigenvalues presented in this paper have been computed with MATLAB.

I. INTRODUCTION

There are many different algorithms in everyday life where graphs are used. The development of information technology has allowed various representations of graphs in the memory of a computer. Graph based algorithms are used, in particular, in cryptography, coding theory, car navigation systems, sociology, mobile robotics and even in computer games. Graphs used for different purposes often must have some special properties.

One of the most interesting features of the new graphs is their expansion property. Expander graphs are highly connected sparse finite graphs. This property seems to be very significant. From a practical viewpoint, these graphs resolve an extremal problem in communication network theory. Second, they fuse diverse branches of pure mathematics: number theory, representation theory and algebraic geometry.

Expander graphs are used to efficient error reduction in probabilistic algorithms. A randomized algorithm uses a source of pseudorandom bits. During execution, it takes random choices depending on those random data. However, to collect a reasonable collection of random bits is not an easy task. Algorithms that use the random input to reduce the expected running time or memory usage have a chance of producing an incorrect result. Using expander walks allows to achieve the same error probability, with much fewer random bits. The exact form of the exponential decay in error using expander walks and its dependence on the spectral gap was found by Gillman [6].

Constructions of the best expander graphs with a given regularity and order is not easy and in many cases, it is an open problem. In this article we present a method to obtain a new examples of families of expanders graphs and some examples of Ramanujan graphs which are the best expanders. We describe properties of obtained graphs in comparison to previously known results.

Throughout this paper, only undirected simple graphs without loops or multiple edges are considered. A distance between vertices v1 and v2 in the graph is the length of minimal path from v1 to v2. A graph is connected if for arbitrary pair of vertices there is a path from v1 to v2. The length g of the shortest cycle in a graph is called a girth, [3]. Bipartite graph is a graph whose vertices set V can be divided into two disjoint subsets V1 and V2 such that every edge connects a vertex in V1 to one in V2. We refer to bipartite graph Γ(V1 ∪ V2, E) as biregular one if the number of neighbors for vertices from each partition sets are constants s and t (bidegrees). We call a graph regular in the case s = t.

By the theorem of Alon and Boppana, large enough members of an infinite family of d-regular graphs with constant d satisfy the inequality \(\lambda \geq 2\sqrt{d-1} - o(1)\), where \(\lambda\) is the second largest eigenvalue in absolute value. Ramanujan graphs are d-regular graphs for which the inequality \(\lambda \leq 2\sqrt{d-1}\) holds.

We say that a family of regular graphs of bounded degree \(g\) of increasing order \(n\) has an expansion constant \(c, c > 0\) if for each subset \(A\) of the vertex set \(X, |X| = n\) with \(|A| \leq n/2\) the inequality \(|\partial A| \geq c|A|\) holds. The expansion constant of the family of \(g\)-regular graphs can be estimated via upper limit \(q - \lambda_n, n \to \infty\), where \(\lambda_n\) is the second largest eigenvalue of family representative of order \(n\). It is clear that a family of Ramanujan graphs of bounded degree \(q\) has the best expansion constant.

The first explicit expander graph family was constructed by Gregory Margulis in the 1970’s via studies of Cayley graphs of large girth [13].

A family of graphs \(G_n\) is a family of graphs of increasing girth if \(g(G_n)\) goes to infinity with the growth of \(n\).

The family of graphs of large girth is an infinite family of
simple regular graphs $\Gamma_i$ of degree $k_i$ and order $v_i$ such that
\[ g(\Gamma_i) \geq \gamma \log k_i v_i, \]
where $c$ is an independent of $i$ constant (see [11], [2]).

A sparse graph has a small number of edges in comparison to the number of vertices. A simple relationship describing the density of the graph $\Gamma(V, E)$ is
\[ D = \frac{2|E|}{|V|(|V| - 1)}, \]
where $|E|$ is the number of edges of graph $\Gamma$ and $|V|$ is the number of vertices. The maximal density is $D = 1$ when a graph is complete and the minimal density is $0$ (Coleman & Moré 1983).

One of the very important classes of small world bipartite graphs with additional geometric properties important in this context, is a class of regular generalized $m$-gon, i.e. regular tactical configurations of diameter $m$ and girth $2m$. For each parameter $m$, a regular generalized $m$-gon has degree $q + 1$ and order $2(1 + q + \ldots + q^{m-1})$, [15].

According to the famous Feit-Higman theorem the regular thick (i.e. degree $\geq 3$) generalized $m$-gons exist only for $m = 3, 4$ and $6$, [5]. Thus Generalized Pentagon does not exist, in particular. We have the following properties of generalized polygons:

- the incidence graph of a projective plane $PG(2, q)$ has $|V| = q(q + 1, 6) = 2(1 + q + q^2)$ and $g = 6$,
- the incidence graph of a generalized quadrangle $GQ(q, q)$ has $|V| = \nu(q + 1, 8) = 2(1 + q + q^2 + q^3)$ and $g = 8$,
- the incidence graph of a generalized hexagon $GH(q, q)$ has $|V| = \nu(q + 1, 10) = 2(1 + q + q^2 + q^3 + q^4 + q^5)$ and $g = 12$.

II. CONSTRUCTION OF THE FAMILIES

Described below families of graphs $D(n, F_q)$ and $W(n, F_q)$ can be used to obtain the new construction of expander graphs or even Ramanujan graphs.

Let $F_q$, where $q$ is prime power, be a finite field. $CD(n, q)$ (connected components of $D(n, F_q)$) and $W(n, F_q)$ are connected, regular, bipartite families of graphs.

Traditionally in graph theory one subset of vertices in bipartite graphs is denoted by $V_1 = P$ and called a set of points and another one $V_2 = L$ is called a set of lines. Let $P$ and $L$ be two copies of Cartesian power $F_q^n$, where $n \geq 2$ is an integer. Brackets and parenthesis will allow the reader to distinguish points and lines. In this note we concentrate on finite bipartite graphs on the vertex set $P \cup L$, where $P$ and $L$ are two copies of $F_q^n$. If $z \in F_q^n$, then $\langle z \rangle \in P$ and $[z] \in L$.

First, we introduce the bipartite graph $D(F_q)$, [9], with the following points and lines, which are infinite dimensional vectors over $F_q$ written in the following way:

$$ (p) = (p_{0,1}, p_{1,1}, p_{1,2}, p_{2,1}, p_{2,2}, p_{2,3}, \ldots, p_{i,i}, p_{i,i+1}, p_{i+1,1}, p_{i+1,2}, \ldots), $$

$$ [l] = [l_{1,0}, l_{1,1}, l_{1,2}, l_{2,1}, l_{2,2}, l_{2,3}, \ldots, l_{i,i}, l_{i,i+1}, l_{i+1,1}, l_{i+1,2}, \ldots]. $$

The point $(p)$ is incident with the line $[l]$, which is written by the formula: $(p)I[l]$, if the following relations between their coordinates hold:

$$ \begin{align*}
    l_{1,1} - p_{1,1} &= l_{1,0}p_{0,1} \\
    l_{1,2} - p_{1,2} &= l_{1,1}p_{0,1} \\
    l_{2,1} - p_{2,1} &= l_{0,1}p_{1,1} \\
    l_{i,i} - p_{i,i} &= l_{0,1}p_{i-1,i} \\
    l_{i,i+1} - p_{i,i+1} &= l_{i,i}p_{0,1} \\
    l_{i+1,i} - p_{i+1,i} &= l_{i,i}p_{0,1} \\
    l_{i+1,1} - p_{i+1,1} &= l_{0,1}p_{i,i} 
\end{align*} $$

where $i \geq 2$. The set of vertices of the graph $D(F_q)$ of this infinite structure is $V = P \cup L$ and the set of edges consisting of all pairs $\{(p), [l]\}$ for which $(p)I[l]$.

For each positive integer $n > 2$ we obtain a finite incidence structure $(P_n, L_n, I_n)_D$ as follows. Firstly, $P_n$ and $L_n$ are obtained from $P$ and $L$, respectively, by projecting each vertex onto its $n$ initial coordinates with respect to the natural order. The incidence $I_n$ is then defined by imposing the first $n - 1$ incidence equations and ignoring all others. The graph corresponding to the finite incidence structure $(P_n, L_n, I_n)$ is denoted by $D(n, F_q)$. $D(n, F_q)$ becomes disconnected for $n \geq 6$. Graphs $D(n, F_q)$ are edge transitive. It means that their connected components are isomorphic. A connected component of $D(n, F_q)$ is denoted by $CD(n, F_q)$. Notice that all connected components of infinite graph $D(F_q)$ are $q$-regular trees.

The family of graphs $D(n, F_q)$ is a family of $q$-regular, bipartite graphs of large girth (1). Graphs $D(n, F_q)$, $n \geq 2$ of fixed degree $q$ form a family of expanders with the second largest eigenvalue bounded from above by $2\sqrt{q}$, [9]. So, family $D(n, F_q)$ consist of “almost Ramanujan graphs”. A graph $D(n, F_q)$ has practical application in the construction of error correcting codes. Firstly LDPC codes based on graphs $CD(n, F_q)$ were described in [7]. They are still in practical use.

Let us consider an alternative way of presentation of $q$-regular infinite graph via equations over finite field $F_q$ We consider an infinite graph $W(F_q)$ with the points and lines:

$$ (p) = (p_{0,1}, p_{1,1}, p_{1,2}, p_{1,3}, p_{1,4}, \ldots, p_{i,i}, \ldots), $$

$$ [l] = [l_{1,0}, l_{1,1}, l_{1,2}, l_{1,3}, l_{1,4}, \ldots, l_{i,i}, \ldots]. $$

$W(F_q)$ is a graph of infinite incidence structure $(P, L, I)_W$ such that a point $(p)$ is incident with the line $[l]$ $(p)I[l]$, if the following relations between their coordinates hold:

$$ l_{i,i} - p_{i,i} = l_{i,i-1}p_{0,1} $$

Like in the case of $D(F_q)$ for each positive integer $n > 2$ we obtain an finite incidence structure $(P_n, L_n, I_n)_W$ where $P_n$ and $L_n$ are obtained from $P$ and $L$, respectively, by projecting each vector onto its $n$ initial coordinates with respect to the natural order. The incidence $I_n$ is then defined by imposing the first $n - 1$ incidence equations and ignoring all others.
The graph corresponding to the finite incidence structure \((P_n, L_n, I_n)\) is denoted by \(W(n, \mathbb{F}_q)\).

The family \(W(n, \mathbb{F}_q)\) is a family of \(q\)-regular, bipartite graphs with \(g = 8\), given by a nonlinear system of equations.

By theorem 4.2 in [14] Wenger graph \(W(n, \mathbb{F}_q)\) graph is an edge transitive one.

In fact, \(W(n, \mathbb{F}_q)\) form a family of small world graphs. There is a conjecture that \(CD(n, \mathbb{F}_q)\) is another family of small world graphs.

Firstly, let us consider an ordinary \(n + 1\)-gon as a bipartite graph with vertex set \(V = \{(1), (2), \ldots, (n + 1)\} \cup \{[1, 2], [2, 3], \ldots, [n, n + 1], [n + 1, 1]\}\). We can write the incidence relation \(I\) in \(n + 1\)-gon as follows:

\[
(A)I[a, b] \iff A = a \lor A = b.
\]

A line is incident with point if this point belong to this line.

Graphs \(G(n + 1, \Gamma(n, \mathbb{F}_q))\) correspond to incidence structure with the point set \(P\), the line set \(L\) and symmetric incidence relation \(I_G\). \(\Gamma\) is a \(q\)-regular bipartite family of graphs defined by systems of equations. Then the number of vertices in graph \(G\) is \(|V| = 2(1 + q + q^2 + \ldots + q^n)\). The graph is bipartite \(V = P \cup L\) and a set \(V\) consists of:

* 2 elements of type \(t_0 = (1, 0)\) and \([1, 2, 0]\),
* 2\(q^2\) elements of type \(t_1 = (2, \ast)\) and \([1, 2, \ast]\),
* 2\(q^2\) elements of type \(t_2 = (n + 1, \ast, \ast)\) and \([2, 3, \ast, \ast]\),
* \(2q^n\) elements of type \(t_n = (\frac{n(n-1)}{2}, \ast, \ldots, \ast)\) and \([\frac{n(n-1)}{2}, \frac{n(n+1)}{2}, \ldots, \ast]\).

Each \(\ast\) represents an arbitrary element from \(\mathbb{F}_q\). Brackets and parenthesis will allow the reader to distinguish points (\(\ast\) and lines \([\cdot]\). The set of edges consisting of all pairs \([(p), [l]]\) for which \((p)I_G[l]\).

The incidence relation \(I_G\) in graphs \(G(n + 1, \Gamma(n, \mathbb{F}_q))\) is described as follows. A point of type \(t_0 = (1, 0)\) is connected by an edge with a line of type \(t_0 = [1, 2, 0]\) and lines of type \(t_1\). A line of type \(t_0 = [1, 2, 0]\) is connected by an edge with a point of type \(t_0 = (1, 0)\) and points of type \(t_1\). For \(n \geq x, y \geq 1\), the point \((p) = (A, \alpha_1, \alpha_2, \ldots, \alpha_x)\) of type \(t_x\) is incident \((p)I_G[l]\) with the line \([l] = [a, b], \beta_1\beta_2, \ldots, \beta_y\) of type \(t_y\) if \(A = a \lor A = b\) and the following hold:

\[
\begin{align*}
\alpha_1 &= \beta_1, \alpha_2 = \beta_2, \ldots, \alpha_x = \beta_{y-1}, \text{ for } x + 1 = y, \\
\alpha_1 &= \beta_1, \alpha_2 = \beta_2, \ldots, \alpha_{x-1} = \beta_y, \text{ for } x = y + 1, \\
\{\alpha_1, \alpha_2, \ldots, \alpha_x\}I[\beta_1, \beta_2, \ldots, \beta_y] \in \Gamma, \text{ for } x = y = n.
\end{align*}
\]

(5)

If we rewrite incidence relation for a graph \(D(n, \mathbb{F}_q)\) with the notation for points as lines for graph \(W(n, \mathbb{F}_q)\):

\[
(p) = (p_0,1, p_{1,1}, p_{1,2}, p_{1,3}, p_{1,4}, \ldots, p_{1,1}, \ldots),
\]

\[
([l] = [l_1, 0, l_1, l_2, 1, l_3, l_4, \ldots, l_n, 1, \ldots].
\]

\[
(p_{2,1} = p_{3,1}, p_{2,2} = p_{4,1}, p_{2,3} = p_{5,1}, \text{ and } l_2 = 0, l_3 = l_3, l_4 = l_{1,4}, l_{2,2} = l_{1,4})\) then the first 5 equations describing incidence relations for graph \(D(n, \mathbb{F}_q)\) can be written as follows:

\[
\begin{align*}
l_1,1 - p_{1,1} &= l_1, p_{0,1}, \\
l_1,2 - p_{1,2} &= l_1, p_{0,1}, \\
l_1,3 - p_{1,3} &= l_0, p_{1,1}, \\
l_1,4 - p_{1,4} &= l_0, p_{1,2}, \\
l_1,5 - p_{1,5} &= l_0, p_{0,1},
\end{align*}
\]

(6)

and tables II, III, IV, V describe incidence relations \(I_G\) for "small" representatives of the family.

### TABLE I

**REGULARITY AND ORDER FOR SOME REPRESENTATIVES OF THE FAMILY**

<table>
<thead>
<tr>
<th>Construction</th>
<th>Regularity</th>
<th>IVI</th>
</tr>
</thead>
<tbody>
<tr>
<td>(G(3, D(2, \mathbb{F}_q)))</td>
<td>(q + 1)</td>
<td>(2(1 + q + q^2))</td>
</tr>
<tr>
<td>(G(4, D(3, \mathbb{F}_q)))</td>
<td>(q + 1)</td>
<td>(2(1 + q + q^2 + q^2))</td>
</tr>
<tr>
<td>(G(5, D(4, \mathbb{F}_q)))</td>
<td>(q + 1)</td>
<td>(2(1 + q + q^2 + q^2 + q^3))</td>
</tr>
<tr>
<td>(G(6, D(5, \mathbb{F}_q)))</td>
<td>(q + 1)</td>
<td>(2(1 + q + q^2 + q^3 + q^4 + q^5))</td>
</tr>
</tbody>
</table>

### III. COMPARISON WITH PREVIOUSLY KNOWN RESULTS

The graphs \(G(n + 1, \Gamma(n, \mathbb{F}_q))\) have a structure which is some aspects similar to generalized polygons. They are \(q + 1\) regular graphs and have the same number of vertices for fixed \(n + 1 = 3, 4, 6\) as generalized polygons. According to the famous Feit-Higman theorem regular thick polygons exist only for \(n + 1 = 3, 4, 6\) (see [5]). For \(n + 1 = 2\) the described construction yields classical projective plane which is a generalized 3-gon and has the second eigenvalue \(\lambda_1 = \sqrt{q}\). To show that the constructed graphs for \(n + 1 = 4, 6\) are not isomorphic to generalized quadrangles and hexagons we prove the following theorem.

**Theorem 1.** Family of graphs \(G(n + 1, D(n, \mathbb{F}_q))\) and \(G(n + 1, W(n, \mathbb{F}_q))\) are families of graphs of girth 6.

**Proof.** Graphs \(G(n + 1, D(n, \mathbb{F}_q))\) and \(G(n + 1, W(n, \mathbb{F}_q))\) are bipartite so there is no cycle \(C_3\) and \(C_5\). Because of the structure of this families there are two possibilities of appearance \(C_4\):

1. There is a cycle \(C_4\) consisting of two points of type \(t_n\) and two lines of type \(t_n\). But it means that \(D(n, \mathbb{F}_q)\) or \(W(n, \mathbb{F}_q)\) have cycles of length 4 and we know from [14], [9] that \(g(D(n, \mathbb{F}_q)) \geq 6\) and \(g(W(n, \mathbb{F}_q)) \geq 6\).

2. There exists two vertices \(v_1\) and \(v_2\) of type \(t_n\) in the same branch which are separated by a path of length 2 \(([l_1]I[p_1]I[l_2])\), where \(p_2\) is of type \(t_{n-1}\) and have a common neighbor of type \(t_n\).

Suppose that the graph has \(C_4\), \(v_1\) and \(v_2\) are from the same branch so they have equal coordinates except the last one. Assume without loss of generality that these are lines and denote them as follows:

\([l_1] = [[a, a], [\frac{n+1}{2}], 1, 0, \ast_1, \ast_2, \ldots, \ast_{n-1}, Y_1]\).
### Table II

**Incidences relations for graph** \( G(3, W(2, F_q)) \approx G(3, D(2, F_q)) \)

<table>
<thead>
<tr>
<th>(1), ( \emptyset )</th>
<th>(2), ( p_0,1 )</th>
<th>(3), ( p_0,1, p_1,1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1, 2], ( \emptyset )</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>[3, 1], ( l_1,0 )</td>
<td>+</td>
<td>-</td>
</tr>
</tbody>
</table>
| [2, 3], \( l_1,0, l_1,1 \) | - | + : \( p_0,1 = l_1,0 \) | + : \( l_1,1 - p_1,1 = l_1,0 p_0,1 \)

*The first incidence equation for used graph*

### Table III

**Incidences relations for graph** \( G(4, \overline{W(3, F_q)}) \approx G(4, D(3, F_q)) \)

<table>
<thead>
<tr>
<th>(1), ( \emptyset )</th>
<th>(2), ( p_0,1 )</th>
<th>(4), ( p_0,1, p_1,1 )</th>
<th>(5), ( p_0,1, p_1,1, p_1,2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1, 2], ( \emptyset )</td>
<td>+</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>[4, 1], ( l_1,0 )</td>
<td>+</td>
<td>-</td>
<td>+ : ( p_0,1 = l_1,0 )</td>
</tr>
<tr>
<td>[2, 3], ( l_1,0, l_1,1 )</td>
<td>-</td>
<td>+ : ( p_0,1 = l_1,0 )</td>
<td>+ : ( p_0,1 = l_1,0 )</td>
</tr>
<tr>
<td>[3, 4], ( l_1,0, l_1,1, l_1,2 )</td>
<td>-</td>
<td>-</td>
<td>+ : ( p_0,1 = l_1,0 )</td>
</tr>
</tbody>
</table>

### Table IV

**Incidences relations for graph** \( G(5, W(4, F_q)) \) and \( G(5, D(4, F_q)) \)

<table>
<thead>
<tr>
<th>(1), ( \emptyset )</th>
<th>(2), ( p_0,1 )</th>
<th>(3), ( p_0,1, p_1,1 )</th>
<th>(4), ( p_0,1, p_1,1, p_1,2, p_1,3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1, 2], ( \emptyset )</td>
<td>+</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>[1, 5], ( l_1,0 )</td>
<td>+</td>
<td>-</td>
<td>+ : ( p_0,1 = l_1,0 )</td>
</tr>
<tr>
<td>[2, 3], ( l_1,0, l_1,1 )</td>
<td>-</td>
<td>+ : ( p_0,1 = l_1,0 )</td>
<td>+ : ( p_0,1 = l_1,0 )</td>
</tr>
<tr>
<td>[4, 5], ( l_1,0, l_1,1, l_1,2 )</td>
<td>-</td>
<td>-</td>
<td>+ : ( p_0,1 = l_1,0 )</td>
</tr>
<tr>
<td>[3, 4], ( l_1,0, l_1,1, l_1,2, l_1,3 )</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

### Table V

**Incidences relations for graph** \( G(6, W(5, F_q)) \) and \( G(6, D(5, F_q)) \)

<table>
<thead>
<tr>
<th>(1), ( \emptyset )</th>
<th>(2), ( p_0,1 )</th>
<th>(3), ( p_0,1, p_1,1 )</th>
<th>(4), ( p_0,1, p_1,1, p_1,2, p_1,3 )</th>
<th>(5), ( p_0,1, \ldots, p_1,3 )</th>
<th>(6), ( p_0,1, \ldots, p_1,4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1, 2], ( \emptyset )</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[1, 6], ( l_1,0 )</td>
<td>+</td>
<td>-</td>
<td>+ : ( p_0,1 = l_1,0 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[2, 3], ( l_1,0, l_1,1 )</td>
<td>-</td>
<td>+ : ( p_0,1 = l_1,0 )</td>
<td>+ : ( p_0,1 = l_1,0 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[5, 6], ( l_1,0, l_1,1, l_1,2 )</td>
<td>-</td>
<td>-</td>
<td>+ : ( p_0,1 = l_1,0 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[3, 4], ( l_1,0, \ldots, l_1,3 )</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[4, 5], ( l_1,0, \ldots, l_1,4 )</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+ : ( p_0,1 = l_1,0 )</td>
<td></td>
</tr>
</tbody>
</table>

*The first incidence equation for used graph*
\[ [l_2] = [[[n+3\over 2}, [n+5\over 2]], *_1, *_2, \ldots, *_{n-1}, Y_2]. \]

Denote their neighbor of type \( t_n \) as:

\( (p_1) = ((\ldots, 2 \leq r \leq 13. \)

The above theorem leads to the following conclusion.

Corollary 2. For \( n \geq 3 \) graphs \( G(n+1, D(n, F_q)) \) and \( G(n+1, W(n, F_q)) \) there are not isomorphic to generalized polygons.

IV. EXPANDING AND OTHER PROPERTIES

The families \( G(n+1, \Gamma(n, F_q)) \) consist of bipartite graphs with \( |V| = 2(1 + q + q^2 + \ldots + q^n) \) vertices and \( (q+1)(1 + q + q^2 + \ldots + q^n) \) edges. \( G(n+1, D(n, F_q)) \) and \( G(n+1, W(n, F_q)) \) are \( q+1 \) regular sparse graphs and the density according to (2) is

\[ q + 1 \]

\[ \frac{2(q + q^2 + \ldots + q^n) + 1}{2}. \]

Fig. 1. shows the graph \( G(3, \Gamma(2, F_2)) \) with 14 vertices \( V = \{(1,0), (2,0), (2,1), (3,0), (3,1), (3,1,0), (3,1,1)\} \cup \{(1,2,0), (1,3,0), (1,3,1), (2,3,0), (2,3,1), (2,3,1,0), (2,3,1,1)\} \) and density \( \frac{3}{14} \). The red vertices correspond to points and the blue vertices correspond to lines.

Each of the representatives of the presented family is \( q+1 \) regular graph so the first eigenvalue of the adjacency matrix, corresponding to this graph, is \( \lambda_0 = q + 1 \). Let us denote the second eigenvalue by \( \lambda_1 = \max_{\lambda_i, 0 \neq \lambda_i} |\lambda_i| \). On the basis of numerical calculations included in tables (VI), (VII), (IX), (X), (XI) we state the following conclusions:

- For \( q = 2, 3, 4, 5, 7, 9, 11, 13, 17, 19, 23 \) the constructed graphs \( G(4, D(3, F_q)) = G(4, W(3, F_q)) \) are Ramanujan graphs. The spectral gap increases with the value of \( q \). Basing on this observation we have included Conjecture 1.

- For \( q = 2, 3, 4, 5, 7, 11 \) the constructed graphs \( G(5, D(4, F_q)) \) and \( G(5, W(4, F_q)) \) are Ramanujan graphs. The spectral gap \( |\lambda_0 - \lambda_1| = |q + 1 - 2\sqrt{q}| \) increases with the value of \( q \) and basing on this observation we have included Conjecture 2.

- For \( q = 2, 3, 4, 5, 7 \) the constructed graphs \( G(6, D(5, F_q)) \) and \( G(6, W(5, F_q)) \) are expander graphs. The spectral gap for graph \( G(6, W(5, F_q)) \) increases with the value of \( q \) and for graph \( G(6, D(5, F_q)) \) increases with the value of \( \rho \). This observation allows us to formulate Conjecture 3.

**TABLE VI**

\[ \begin{array}{|c|c|c|c|}
\hline
\text{Number field} & \text{regularity} & \text{second} & \text{first eigenvalue} & |V| \\
\hline
F_2 & 3 & 2.2002 & 2.2002 & 100 \\
F_3 & 4 & 2.8052 & 3.4641 & 80 \\
F_4 & 5 & 3.2361 & 4 & 170 \\
F_5 & 6 & 3.6180 & 4.7271 & 312 \\
F_6 & 7 & 4.2809 & 5.2915 & 800 \\
F_7 & 8 & 5.3664 & 6.6332 & 2928 \\
F_{13} & 14 & 5.8333 & 7.2111 & 4720 \\
F_{17} & 18 & 6.6713 & 8.2462 & 10440 \\
F_{19} & 20 & 7.0528 & 8.7178 & 14440 \\
F_{23} & 24 & 7.7598 & 9.5917 & 25440 \\
\hline
\end{array} \]

We can use a finite ring \( Z_p \) and modulo operation instead of \( F_q \). The incidence relation for graph \( G(n+1, \Gamma(n, Z_p)) \) can be described the same as for graph \( G(n+1, D(n, F_q)) \). When we choose \( s = 2r \) then the graphs \( G(4, D(3, Z_{2r})) = G(4, W(3, Z_{2r})) \) have interesting constant value of spectral gap: \( |\lambda_0 - \lambda_1| = 1 \), for \( 2 \leq r \leq 13 \). The

<table>
<thead>
<tr>
<th>Table VII</th>
<th>Expanding properties of $G(4, D(3, Z_{2r})) = G(4, W(3, Z_{2r}))$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finite ring</td>
<td>regularity $q + 1$</td>
</tr>
<tr>
<td>$Z_{2r}$</td>
<td>5</td>
</tr>
<tr>
<td>$Z_{2r}$</td>
<td>7</td>
</tr>
<tr>
<td>$Z_{2r}$</td>
<td>9</td>
</tr>
<tr>
<td>$Z_{2r}$</td>
<td>11</td>
</tr>
<tr>
<td>$Z_{2r}$</td>
<td>13</td>
</tr>
<tr>
<td>$Z_{2r}$</td>
<td>15</td>
</tr>
<tr>
<td>$Z_{2r}$</td>
<td>17</td>
</tr>
<tr>
<td>$Z_{2r}$</td>
<td>19</td>
</tr>
<tr>
<td>$Z_{2r}$</td>
<td>20</td>
</tr>
<tr>
<td>$Z_{2r}$</td>
<td>22</td>
</tr>
<tr>
<td>$Z_{2r}$</td>
<td>24</td>
</tr>
<tr>
<td>$Z_{2r}$</td>
<td>26</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table VIII</th>
<th>Expanding properties of $G(4, D(3, Z_{2r})) = G(4, W(3, Z_{2r}))$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finite ring</td>
<td>regularity $q + 1$</td>
</tr>
<tr>
<td>$Z_{9}$</td>
<td>10</td>
</tr>
<tr>
<td>$Z_{15}$</td>
<td>16</td>
</tr>
<tr>
<td>$Z_{21}$</td>
<td>22</td>
</tr>
<tr>
<td>$Z_{27}$</td>
<td>28</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table IX</th>
<th>Expanding properties of $G(5, D(4, F_{pq}))$ and $G(5, W(4, F_{pq}))$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number field</td>
<td>regularity $q + 1$</td>
</tr>
<tr>
<td>$F_{2}$</td>
<td>3</td>
</tr>
<tr>
<td>$F_{3}$</td>
<td>4</td>
</tr>
<tr>
<td>$F_{4}$</td>
<td>5</td>
</tr>
<tr>
<td>$F_{5}$</td>
<td>6</td>
</tr>
<tr>
<td>$F_{6}$</td>
<td>8</td>
</tr>
<tr>
<td>$F_{11}$</td>
<td>12</td>
</tr>
</tbody>
</table>

Conjecture 3. The graphs $G(6, D(5, F_{pq}))$ and $G(6, W(5, F_{pq}))$ are expanders.

Conjecture 4. The graphs $G(4, D(3, Z_{2r}))$ for arbitrary large $r$ are $2r + 1$-regular expander graphs with constant spectral gap $|2r + 1 - \lambda_1| = 1$.

The graphs $G(n + 1, \Gamma(n, F_{pq}))$ for arbitrary large $n, q$ and any bipartite graph $\Gamma$ are connected even if $\Gamma$ is disconnected. What more we have conjecture that the family of graphs $G(n + 1, \Gamma(n, F_{pq}))$ is $q + 1$-connected, namely highly connected. A graph is said to be $k$-connected when there does not exist a set of $k - 1$ vertices whose removal disconnects the graph.

The connectivity of graphs is important property used in many practical and theoretical aspects.
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Abstract—The newest GPU Kepler architecture offers a reconfigurable L1 cache per Streaming Multiprocessor with different cache size and cache associativity. Both these cache parameters affect the overall performance of cache intensive algorithms, i.e. the algorithms which intensively reuse the data. In this paper, we analyze the impact of different configurations of L1 cache on execution of matrix multiplication algorithm for different problem sizes. The basis of our research is the existing theoretical analysis of performance drawbacks which appear for matrix multiplication while executed on multicore CPU. We perform series of experiments to analyze the matrix multiplication execution behavior on GPU and its set associative L1 and L2 cache memory with three different configurations: cache size of 16KB, 32KB and 48KB with appropriate set associativity of 4 and 6, respectively. The results show that only L2 cache impacts the algorithm’s overall performance, particularly the L2 capacity and set associativity. However, the configuration of the L1 cache with 48KB and 6-way set associativity slightly reduces these performance drawbacks, compared to other configurations of L1 with 32KB and 16KB using 4-way cache set associativity, due to greater set associativity.

Index Terms—Cache Memory, Set Associativity, GPGPU.

I. INTRODUCTION

CACHE memory is a very important part of memory hierarchy since it reduces the performance gap between the main memory and the CPU [1]. The algorithm performance with a certain problem size depends on several cache parameters: cache size, cache replacement policy, cache levels, cache-line size, cache inclusivity, cache associativity, etc.

Today’s GPU (Graphics Processing Unit) devices are more appropriate for applications with regular data access patterns [2]. They have multilevel set associative cache memory expressed with L1 and L2 level. The former is private per SM (Streaming Processor), while the latter is shared among all SMs on a single GPU device. The NVIDIA’s Fermi architecture introduced size configuration (and automatically the appropriate cache set associativity) of L1 cache memory, while the newest Kepler architecture allows the programmer even further configuration.

In this paper, we configure the GPU device with three different cache sizes and two different set associativity sizes in order to determine how this new feature impacts the most common cache intensive algorithm, i.e. dense matrix multiplication (DMM). Our intention is neither to speedup the algorithm execution using the power of many core GPU, nor to speedup the algorithm using some existing transformations, but to use the DMM algorithm as a benchmark and evaluate the impact of cache sizes and associativity on the overall performance. We use only one processing unit of only one SM and realize a micro-benchmark to avoid the impact of many cores and potential additionally generated cache misses.

Since the cache set associativity can provide huge performance drawbacks for cache intensive algorithms, such as DMM, we perform additional analysis on the performance of those matrix sizes where the drawbacks are expected due to L1 and L2 cache set associativity. A performance drawback is a phenomenon where the performance does not follow the existing trend and has smaller value than the performance obtained in the neighboring points. Usually this is reflected as a negative performance peak, i.e. the performance in analyzed point \( x \) is lower than the performance in the points left or right of \( x \), which follow a trend in performance behavior.

The goal in this research is to determine which configuration of L1 cache memory provides the best cost - performance ratio.

The rest of the paper is organized as follows. In Section II, we give an overview of related work in the area of the research problem. Analysis of possible performance drawbacks and a description of methodology used in the experiments is presented in Section III. The results of the experiments are elaborated in Section IV. Finally, we conclude our work followed by our plans for future work in Section V.

II. RELATED WORK

The latest GPUs have two level cache hierarchy organized with set cache associativity. The impact of cache associativity on GPU performance was analyzed by several authors. Performance drawbacks are likely expected for DMM execution on GPU for particular matrix sizes, due to the usage of only small subset of the cache due to the matrix storage pattern, similar to the effect on multicore architectures reported by Gusev and Ristov [3]. An example of huge performance drawbacks of DGEMM (Double precision General Matrix Multiply) for matrix size that are multiples of 1024 are reported by Matsumoto et. al [4] without deeper explanation. This problem was also analyzed by Batson and Vijakumar [5]. They propose reactive mechanisms (selective displacement and feedback) as a solution. Calder et al. propose that way prediction [6] can improve set-associative cache access times.
Greater set associativity will reduce the cache misses, but will still not improve the performance since this will increase the cache hit access time. Padding the first element of the second matrix will amortize the performance drawback due to cache associativity [7]. Hongil [8] dynamically selects an optimized replacement policy for each cache set via workload speculation mechanism to improve the cache performance. Ding et al. [9] designed a software runtime library to include intelligence in the cache allowing the programmers to manage and optimize last level cache usage by allocating proper cache space for different data sets of different threads.

Gusev and Ristov [3] proved both theoretically and experimentally that CPU cache memory storage pattern can significantly reduce the performance of DMM execution by increasing the generation of last level cache misses due to the usage of set associative cache. By using their theorems one can determine the matrix sizes where maximum cache performance drawback in the matrix multiplication algorithm will appear due to matrix storage pattern in a n-way associative memory. Our recent research proved those theoretical results for GPU’s L2 set associativity cache [10]. In this paper, we set a research problem to check validity of theoretical results and experimentally test if they hold for different configurations of L1 set associative cache in GPU architectures.

Two problems are exposed with usage of the caches, cache capacity problem refers to the lack of the resources, while the cache associativity problem refers to inefficient usage of the cache. In this paper, we are focused on performance analysis of the cache associativity problem.

### III. Testing Methodology

We use the classical DMM algorithm, where the operations are performed column-wise in order to exploit the effect of cache reuse, assuming that the matrix elements are stored in row-major order, usually used in C programming language.

This research is focused on GPUs analyzing both the cache capacity and cache associativity problems defined for multicore architectures by Gusev and Ristov [3].

Table I presents the cache parameters of the GPU model GeForce GTX 680 for each configuration of L1 cache and for L2 cache, using the theoretical analysis described in [3]. According to this analysis, we expect the performance drawbacks for bold values of \( d \ (n < N/d) \), as presented in Table I. Further on we calculate that maximum \( N \) for which the performance drawback will appear is determined as:

- \( N = 1024 \) for L1 cache configured with 16KB cache and 4 way set associative;
- \( N = 2048 \) for L1 cache configured with 32KB (4 way set) or 48KB (6 way set); and
- \( N = 8192 \) for 512KB L2 cache 16 way set associative.

This paper aims to confirm these theoretical results for GPUs by experimental research.

The Ubuntu 12.04 LTS operating system runs on Intel i7-3770 CPU@3.40GHz, 32GB of Kingston RAM @ 1.60GHz and NVIDIA GeForce GTX 680 GPU. The implementations of all of the experiments are compiled with the Nvidia’s nvcc compiler from the CUDA 5.0 toolkit.

We conducted experiments for three different configurations of 16/32/48KB of L1 cache memory. Since the cache-line size (cbs) does not influence the equations in our theoretical analysis, there isn’t any particular reason to choose a value of cbs. In our case we have chosen 128B. We also assume that the cache memories are set-associative.

Six experiments of the sequential matrix multiplication algorithm were performed in the regions around the critical matrix sizes: \( N = 64, 128, 256, 512, 1024 \) and 2048. The sequential implementation of the DMM runs one thread per only one active SM [11], thus the whole L1 cache is dedicated to the thread. Each experiment consists of twenty test cases for problems in the area around the critical points.

Average execution time is measured from 10 iterations, excluding the first iteration.

### IV. Results of the Experiments

The obtained results of the experiments on the GPU to analyze the impact of different L1 cache size and set associativity configuration are presented in this section. Our focus is to observe the areas around the problem size for the points where maximum drawbacks are expected from the theoretical analysis performed in Section III. All 6 experiments are performed for three different configurations of L1 cache size, i.e., 16KB, 32KB or 48KB.

The results on performance around the area of \( N = 64 \) (Experiment 1) are depicted in the left part of Figure 1. For this example, both matrices can be stored completely in the L1 cache.


---

**TABLE I**

<table>
<thead>
<tr>
<th>Condition for Performance Drawbacks</th>
<th>L1 (16KB)</th>
<th>L1 (32KB)</th>
<th>L1 (48KB)</th>
<th>L2 (512KB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N ) ( d ) ( N/d ) ( n )</td>
<td>( N ) ( d ) ( N/d ) ( n )</td>
<td>( N ) ( d ) ( N/d ) ( n )</td>
<td>( N ) ( d ) ( N/d ) ( n )</td>
<td>( N ) ( d ) ( N/d ) ( n )</td>
</tr>
<tr>
<td>16 4 4</td>
<td>16 4 4</td>
<td>16 4 4</td>
<td>16 4 4</td>
<td></td>
</tr>
<tr>
<td>32 2 32</td>
<td>32 2 32</td>
<td>32 2 32</td>
<td>32 2 32</td>
<td></td>
</tr>
<tr>
<td>64 16 4</td>
<td>64 16 4</td>
<td>64 16 4</td>
<td>64 16 4</td>
<td></td>
</tr>
<tr>
<td>256 8 32</td>
<td>256 8 32</td>
<td>256 8 32</td>
<td>256 8 32</td>
<td></td>
</tr>
<tr>
<td>512 4 64</td>
<td>512 4 64</td>
<td>512 4 64</td>
<td>512 4 64</td>
<td></td>
</tr>
<tr>
<td>1024 2 128</td>
<td>1024 2 128</td>
<td>1024 2 128</td>
<td>1024 2 128</td>
<td></td>
</tr>
<tr>
<td>2048 1 256</td>
<td>2048 1 256</td>
<td>2048 1 256</td>
<td>2048 1 256</td>
<td></td>
</tr>
<tr>
<td>4096 0 512</td>
<td>4096 0 512</td>
<td>4096 0 512</td>
<td>4096 0 512</td>
<td></td>
</tr>
<tr>
<td>8192 0 1024</td>
<td>8192 0 1024</td>
<td>8192 0 1024</td>
<td>8192 0 1024</td>
<td></td>
</tr>
</tbody>
</table>
This experiment proves our theoretical analysis since the performance drawbacks do not appear in this region. The elements of a matrix B column can be stored in a particular set and no cache misses will be generated. All three L1 cache size configurations comply with the theoretical analysis.

We observe a very strange speed curve, which increases for even matrix size $N$ and decreases for odd matrix size $N$. This phenomenon appears due to the average load time for a matrix element, which is smaller for an even matrix size $N$. Therefore, the matrix elements fulfill the cache line more efficiently within a given cache line.

The speed in this region has a positive increasing trend due to increased amount of data reuse without repeated generation of cache misses.

**Experiment 2** covers the area around matrix size $N = 128$. The middle part of Figure 1 depicts the results. The second matrix cannot be stored completely in the L1 cache for these matrix sizes and therefore drawbacks appear due to insufficient L1 cache. However, comparing it with the previous experiment, we can conclude that despite the increased number of generated L1 cache misses, the speed in the Experiment 2 is greater than the speed achieved in Experiment 1.

The results show that performance drawbacks due to L1 cache set associativity are seemingly small due to the unsatisfied condition for L2 cache set associativity, as presented in Table I. We observe a slight speed discrepancy for different L1 cache configurations using the same matrix size. Similar to the Experiment 1, performance discrepancy is observed for even and odd matrix sizes. The speed holds the positive trend as in the Experiment 1, but with smaller intensity.

The **Experiment 3** covers the area of $N = 256$. The second matrix cannot be stored completely in the L1 cache as in the Experiment 2. The speed in this region has even lighter positive trend than experiments 1 and 2, as depicted in the right part of Figure 1.

Similar to the previous case, performance drawbacks are not observed in this region, due to the smaller impact of L1 cache associativity in comparison to L2, where the set associativity problem does not appear in this region. Additionally, we observe that the performance for $N = 256$ is even greater than the values near $N$ in that region, for each L1 cache size configuration. We explain this observation with the fact that despite the L1 cache associativity problem, the whole matrix row can be stored in the exact number of cache blocks and no L2 cache misses are generated neither due to L2 capacity nor L2 associativity problem. Therefore, the average access time is smaller for a matrix element stored in a particular cache block for $N = 256$. We observe a slightly higher speed while L1 cache is configured with 48KB.

Similar performance discrepancy is observed for even and odd matrix sizes, as in previous experiments.

The **Experiment 4** covers the area around matrix size $N = 512$ and the results of the experiment are depicted in Figure 2 (left). Matrix $B$ cannot be stored completely neither in L1 nor L2 cache, and thus the drawback exists mainly due to their size and associativity.

Although one might think the results are strange in this region, there is an explanation. The speed for matrix size $N = 512$ is much greater than the other problem sizes in the region, except for $N = 504$ and $N = 520$. We have also tested the other close positioned points $N \in \{488, 496, 528, 536\}$ and achieved the same positive peaks. The conclusion is that the execution for $N = 512$ has performance drawback compared to these points. The observation consists of two parts: greater speed and performance drawbacks. The former appears for the same reason as explained for $N = 256$. The latter appears
compared due to cache associativity and condition of Table I, compared to points $N = 504$ and $N = 520$ (and for the other points that we measured additionally).

We also observe a slightly better speed while L1 cache is configured with 48KB for $N = 512$.

**Experiment 5** analyzes the area around $N = 1024$. Matrix $B$ cannot be stored completely in L2 cache and drawbacks appear due to L2 cache size and associativity. The speed drawbacks are clearly detected and they are depicted in Figure 2 (middle).

Significant performance drawback appears as stated in Table I, but also smaller performance drawbacks appeared in points $N - 4$ and $N + 4$ (as well as for $N + 12$ and $N - 12$).

The same positive peaks are observed in the points $N + 8$ and $N - 8$ as in the region around $N = 512$.

We also observe a slightly better speed while L1 cache is configured with 48KB in the point $N = 1024$, similar to the result for $N = 512$.

**Experiment 6** analyzes the area around the matrix size $N = 2048$ where matrix $B$ also cannot be stored completely in the L2 cache. Performance drawback is clearly observed for $N = 2048$ as depicted in Figure 2 (right).

Neither additional positive nor negative peaks are observed in this area since the number of generated L2 cache misses is huge. The impact of L2 cache capacity problem is greater than the positive impact of cache memory to data locality in this region, i.e., loading the elements of the whole cache line while reading one element of that cache line.

V. CONCLUSION AND FUTURE WORK

The performance of GPU general purpose application can be seriously degraded by the set associative L1/L2 caches. In this paper, we present the performance drawbacks for specific problem sizes of the DMM algorithm for different L1 cache configurations and fixed L2 cache size. We have performed series of experiments in the areas of critical problem sizes, which prove the analysis.

It is shown that the side effects of the associative cache on the CPU, as discussed in our earlier paper are also present in the GPU environment. However, this paper shows also some other interesting conclusions, due to a specific organization of caches in GPU, which is quite different from CPU (very small 1st level cache and no third level cache in comparison to GPU).

A total of six experiments were evaluated in points where theoretical results expect negative performance peaks with analysis of speed diagrams. The results show that the configuration of L1 cache size does not influence significantly on performance drawbacks, which appear for $N = 1024$ and 2048 due to L2 cache set associativity. Because L2 cache set size is enough to fit the cache storage requirements for problem sizes $N = 64, 128$ and 256, performance drawbacks are not observed, i.e., the algorithm performance depends mostly on L2 cache size, rather than L1’s. The performance for $N = 256$ is even greater than the matrix size values near $N$ in that region for all L1 cache size configuration.

An interesting phenomenon appears in the region around $N = 512$. The speed for $N = 512$ is greater than the other problem sizes in the region, except for $N = 504$ and $N = 520$. Although higher values are obtained than the neighboring points, still there is a performance drawback compared to analyzed points $N = 504$ and $N = 520$. More interestingly, we have found smaller negative peaks in the region around $N = 1024$ in points $N + 4$ and $N - 4$, as well as positive peaks in the points $N + 8$ and $N - 8$.

Another phenomenon was observed in the regions around $N = 64, 128$ and 256, i.e., the speed increases for even matrix size $N$ and decreases for odd matrix size $N$. This happens due to the effect of loading the elements of the whole cache line while reading one element of the same cache line.

Probably the most important result is to report the platform impact of reconfigurable cache, i.e., what the user can choose for configuration of the L1 cache to achieve maximum processing speed and avoid associativity problems.

Future work will cover further research on these phenomena, as well as analysis of correlation of power consumption with the L1/L2 capacity and associativity, since the results show that L1 cache size does not impact the algorithm performance, but different cache associativity configuration due to different cache size configuration can reduce the power consumption.

Also, we plan to measure the number of generated L1 and L2 cache misses to determine the performance drawbacks and performance discrepancies more precisely.
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Abstract—In order to make a proper selection for the given matrix-matrix multiplication operation and to decide which is the best suitable algorithm that generates a high throughput with a minimum time, a comparison analysis and a performance evaluation for some algorithms is carried out using the identical performance parameters.
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I. INTRODUCTION

Most of the parallel algorithms for matrix multiplication use matrix decomposition that is based on the number of processors available. This includes the systolic algorithm [1], Cannon’s algorithm [2], Fox’s and Otto’s Algorithm [3], PUMMA (Parallel Universal Matrix Multiplication) [4], SUMMA (Scalable Universal Matrix Multiplication) [5] and DIMMA (Distribution Independent Matrix Multiplication) [6]. The standard method for multiplying $n \times n$ matrices requires $O(n^3)$ multiplications. Most existing parallel algorithms are parallelization of the standard method. All implementations of the standard method have a cost, i.e., time-process or product of at least $O(n^3)$. Therefore, it is interesting to develop highly parallel and processor efficient algorithms that have less than $O(n^3)$ cost.

II. WHY SYSTOLIC ARRAY?

The MPI technique needs two kinds of time to complete the multiplication process, $t_c$ and $t_f$, where $t_c$ represents the time it takes to communicate one data between processors and $t_f$ is the time needed to multiply or add elements of two matrices. It is assumed that matrices are of type $n \times n$. The other assumption is that the number of processors is $p$. Each processor holds $n^2/p$ elements and it was assumed that $n^2/p$ is set to a new variable $m^2$.

The number of arithmetic operations units will be denoted by $f$. The number of communication units will be denoted by $c$. The quotient $q = f/c$ will represent the average number of flops per communication access. The speedup is $S = q \cdot \left( t_f / t_c \right)$. We assume that the number of processors is $p = 4$. The dimension of the matrix is $n = 600$. The last assumption is that $t_f / t_c = 0.1$. Also we need to use the Efficiency formula $E = S / p$. In the table 1 we record the results that we obtain for all algorithms, under the assumptions that we made. [2, 3, 4, 7, 8, 9, 10, 11].

III. DEFINITION OF SOME PERFORMANCE MEASURES FOR SYSTOLIC ARRAYS

Definition 1: The array size ($\Omega$) is the number of PEs in the array.

Definition 2: The computation time ($T$) is the sum of the time for the data input in the array-$\text{in}_T$, the time for the algorithm executing-$\text{exe}_T$ and the time necessary for dates leaving the array-$\text{out}_T$, i.e.,

$$T = \text{in}_T + \text{exe}_T + \text{out}_T$$ (1)

Definition 3: The execution time, $\text{exe}_T$, is defined as:

$$\text{exe}_T = 1 + \max_{t \in \mathcal{P}_{\text{exe}}} (\text{out}_T - \min_{t \in \mathcal{P}_{\text{exe}}} \text{out}_T)$$ (2)

Theorem 1: [12] The execution time is given by the relation:

$$\text{exe}_T = 1 + \sum_{i=1}^{N} (N_i - 1) \min_{t \in \mathcal{P}_{\text{exe}}} (\text{out}_T - \frac{N_i}{2})$$ (3)

Definition 4: The Pipelining period ($\alpha$): The time interval between two successive computations in a PE. If $\mathcal{L}$ is a scheduling vector and $\mathcal{U}$ is a projection direction, then the pipelining period is given by the relation:

$$\alpha = \mathcal{L} \cdot \mathcal{U}$$ (4)
Definition 5: The geometric area $(g_{xy})$ of a two-dimensional systolic array is the area of the smallest convex polygon which bounds the PEs in the $(x,y)$-plane. The geometric area is given by the formula:

$$g_{xy} = (N_1-1)(N_2-1)|T_{x_1}| + (N_1-1)(N_2-1)|T_{y_2}| + (N_2-1)(N_1-1)|T_{y_1}|$$  

(5)

Definition 6: The Speedup $(S)$ of a systolic array is the ratio of the processing time in the SA to the processing time in a single processor $(\tau_1)$, i.e.

$$S = \frac{T}{\tau}$$  

(6)

Definition 7: The Efficiency $(E)$ is defined as the ratio of the speedup to the number of PEs in the array i.e.

$$E = \frac{S}{\Omega} = \frac{T}{\tau_1 \Omega}$$  

(7)

Theorem 2: [12, 13] The number of processors on SHSA array is (the array where we have no using the linear transformation):

$$\Omega = 3N^2 - 3N + 1$$  

(8)

Theorem 3: [14] The number of processing elements in 2-dimensional systolic array for the algorithm of matrix-matrix multiplication for which is used the projection direction $u = [1, 1, 1]^T$, could be reduced and given with $\Omega = N^2$.

Theorem 4: [15] The number of PEs for the systolic array which is constructed by using the nonlinear transformation the number of PEs is given by the relation:

$$\Omega = N \left[ \frac{3N - 1}{2} \right]$$  

(9)

Definition 8: The transformation matrix $T$ maps the index point $(i, j, k) \in P_{w}$ into the point $(j, x, y) \in T_{w}$, where $P_{w}$ is the set of index points and

$$T_{ij}k = T^T_{ij}j.k = j+i+k$$  

(10)

IV. THE ADVANTAGE OF USING THE LINEAR TRANSFORMATION IN DESIGNING THE SYSTOLIC ARRAY FOR MATRIX MULTIPLICATION

From theorem 2, For $N = 4$ then $\Omega = 37$ (which can be seen from fig. 2 too). Because of theorem 3, the number of processors (which can be seen from fig. 1) is $\Omega = 4^2 = 16$. So, we can conclude how the number of processors on the array can be reduced using the linear transformation. For $N = 4$ is 16 vis-à-vis 37 without using the transformation. On the table 3 we give the comparison for number of PE for different values of $N$. This information is taken from [13].

<table>
<thead>
<tr>
<th>N</th>
<th>Without Using L</th>
<th>By using L</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>61</td>
<td>25</td>
</tr>
<tr>
<td>10</td>
<td>271</td>
<td>100</td>
</tr>
<tr>
<td>50</td>
<td>7351</td>
<td>2500</td>
</tr>
<tr>
<td>100</td>
<td>29701</td>
<td>10000</td>
</tr>
</tbody>
</table>

For the pipeline period, in the case of the array in fig. 2, using relation (4) we get

$$\alpha = \lambda^Lu = 3$$  

(11)

If this formula is used for the systolic array which is constructed by using the linear transformation matrix (the array in fig. 1), we get $\alpha = 1$. This means that in the case of fig. 1 the PEs perform in every step.

If $k$ is an index point, then of course, $\max k = (N_1, N_2, N_3)$ and $\min k = (1, 1, 1)$. Using the relation (10) we have that:

$$\max k = N_1 + N_2 + N_3; \quad \min k = 1 + 1 + 1 = 3$$  

(12)

From relations (2) and (12) the execution time may be:

$$T_{w} = 1 + N_1 + N_2 + N_3 - 3 = N_1 + N_2 + N_3 - 2$$  

(13)

If one uses the fact that if $N_1 = N_2 = N_3$, then $T_{w} = 3N - 2$. On the other hand $T_{w} = T_{w} = N - 1$, so the computational time is:

$$T = 5N - 4$$  

(14)

In the case of the array in fig. 1 the execution time will be ordered by using the theorem 1:

$$T_{w} = 1 + (N_1 - 1) \cdot 0 + (N_2 - 1) \cdot 1 + (N_3 - 1) \cdot 1 = N_1 + N_2 + N_3 - 1$$  

(15)

If $N_1 = N_2$, then $T_{w} = 2N - 1$. In this case $T_{w} = N - 1$ and $T_{w} = 0$, therefore the computational time is

$$T = 3N - 2$$  

(16)

In the case of the array which was constructed by using the nonlinear transformation, we have that $T_{w} = 3N - 1 \cdot T_{w} = N - 1$ and $T_{w} = 0$. Therefore the computational time is

$$T = 4N - 2$$  

(17)
For the geometric area in the case of the array in fig.2, if one takes \( N_1 = N_2 = N_3 = N \) then
\[
g_f = 3N^2 - 6N + 3 = 3(N - 1)\tag{18}
\]

For the second case (the array in fig. 1) the geometric area will be calculated as
\[
g_a = (N - 1)^2\tag{19}
\]

In the case of the array with nonlinear transformation, one can calculate the geometric area in a similar way as above
\[
g_a = 2(N - 1)^2\tag{20}
\]

Since the duration of matrix multiplication on a system with only one processor is \( T_1 = N^3 \), the speedup and efficiency in the case of the array in fig.2, using relations (6) and (7), will be respectively:
\[
S = \frac{N^3}{5N - 4}\tag{21}
\]
\[
E = \frac{N^3}{(5N - 4)(3N^3 - 3N + 1)} \left( \lim_{n \to \infty} E = \frac{1}{15} = 6.7\% \right)\tag{22}
\]

The same parameters in the case of using linear transformation matrix are:
\[
S = \frac{N^3}{3N - 2}\tag{23}
\]
\[
E = \frac{N}{(3N - 2)} \left( \lim_{n \to \infty} E = \frac{1}{3} = 33.3\% \right)\tag{24}
\]

And finally these parameters for the array where nonlinear transformation has been used are:
\[
S = \frac{N^3}{4N - 2}\tag{25}
\]
\[
E = \frac{N^2}{(4N - 2)(3N - 1)} \left( \lim_{n \to \infty} E = \frac{1}{6} = 16.7\% \right)\tag{26}
\]

Using the results obtained by the relations (14-26), as well as theorems 1, 2, and 3, one can construct the corresponding table, where all the results can be compared. In table 2 it is given a comparison of performance characteristics for some values of \( N \).

V. Conclusion

In this paper are analyzed some performance measures for parallel matrix multiplication. We emphasized the systolic approach as most efficient. We can conclude that using the identical performance parameters, for each parameter, the array which is constructed using linear transformation matrix has better performances. Especially for the efficiency when \( N \) tends to the infinity we have that it is approximately five times better than the array without using the linear transformation. From the table 2 we can deduce the advantage of using the linear transformation.
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Appendix

Table 1: Theoretical results

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>f</th>
<th>c</th>
<th>q</th>
<th>S</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Systolic algorithm</td>
<td>5508000</td>
<td>1440000</td>
<td>38.25</td>
<td>3.825</td>
<td>0.956</td>
</tr>
<tr>
<td>Cannon’s algorithm</td>
<td>27180000</td>
<td>10872000</td>
<td>2.5</td>
<td>0.25</td>
<td>0.0625</td>
</tr>
<tr>
<td>Fox’s algorithm with square decomposition</td>
<td>162360000</td>
<td>270720000</td>
<td>0.599</td>
<td>0.0599</td>
<td>0.013</td>
</tr>
<tr>
<td>Fox’s algorithm with scattered decomposition</td>
<td>54360000</td>
<td>109440000</td>
<td>0.497</td>
<td>0.0497</td>
<td>0.0124</td>
</tr>
<tr>
<td>PUMMA</td>
<td>54360000</td>
<td>1620000</td>
<td>33.55</td>
<td>3.355</td>
<td>0.839</td>
</tr>
<tr>
<td>SUMMA</td>
<td>54360000</td>
<td>1800000</td>
<td>30.2</td>
<td>3.02</td>
<td>0.755</td>
</tr>
<tr>
<td>DIIMMA</td>
<td>54360000</td>
<td>1800000</td>
<td>30.2</td>
<td>3.02</td>
<td>0.755</td>
</tr>
</tbody>
</table>

Table 2: Comparison of performance characteristics

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>N=4</th>
<th>N=10</th>
<th>N=100</th>
<th>N=4</th>
<th>N=10</th>
<th>N=100</th>
<th>N=4</th>
<th>N=10</th>
<th>N=100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without using L</td>
<td>By using L</td>
<td>By nonlinear transf</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ω</td>
<td>37</td>
<td>271</td>
<td>29701</td>
<td>16</td>
<td>100</td>
<td>10000</td>
<td>20</td>
<td>140</td>
<td>14900</td>
</tr>
<tr>
<td>T</td>
<td>16</td>
<td>46</td>
<td>496</td>
<td>10</td>
<td>28</td>
<td>298</td>
<td>14</td>
<td>38</td>
<td>398</td>
</tr>
<tr>
<td>S</td>
<td>4</td>
<td>21.7</td>
<td>2016</td>
<td>6.4</td>
<td>35.7</td>
<td>3355</td>
<td>4.5</td>
<td>26.3</td>
<td>2512.6</td>
</tr>
<tr>
<td>E</td>
<td>10.8%</td>
<td>8%</td>
<td>6.8%</td>
<td>40%</td>
<td>35.7%</td>
<td>33.5%</td>
<td>23%</td>
<td>19%</td>
<td>16.9%</td>
</tr>
<tr>
<td>g_s</td>
<td>27</td>
<td>243</td>
<td>29403</td>
<td>9</td>
<td>81</td>
<td>9801</td>
<td>18</td>
<td>162</td>
<td>19602</td>
</tr>
</tbody>
</table>

Fig. 1. Systolic array using theorem 3

Fig. 2 The SHSA array for N=4

Fig. 3 The systolic with nonlinear mapping
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Abstract—The aim of the paper is to show how to design and implement fast parallel algorithms for Linear Congruential, Lagged Fibonacci and Wichmann-Hill pseudorandom number generators. The new algorithms employ the divide-and-conquer approach for solving linear recurrence systems. They are implemented on multi-GPU-accelerated systems using CUDA. Numerical experiments performed on a computer system with two Fermi GPU cards show that our software achieve good performance in comparison to the widely used NVIDIA CURAND Library.

I. INTRODUCTION

Pseudorandom numbers are very important in practice and pseudorandom number generators are often central parts of scientific applications such as simulations of physical systems. They are used by Monte Carlo methods, especially in case of multidimensional numerical integration [1], [4], [9]. In [8] we showed the general techniques for implementing recursion-based generators of pseudorandom numbers on GPU-accelerated systems which are much more efficient than their sequential counterparts.

NVIDIA CURAND Library [5] provides routines for simple and efficient generation of high-quality random numbers. It comprises two types of generators:

- XORWOW, MRG32K3A and MTGP32 are pseudorandom number generators which means that a sequence of random numbers which they produce satisfy most of desired statistical properties of a truly random sequence and they work on 32-bit numbers,
- SOBOL32, SCRAMBLED_SOBOL32, SOBOL64, SCRAMBLED_SOBOL64 are quasirandom number generators, n-dimensional points obtained from these fill n-dimensional space evenly, SOBOL32, SCRAMBLED_SOBOL32 use 32-bit arithmetic and SOBOL64, SCRAMBLED_SOBOL64 use 64-bit arithmetic.

Unfortunately, these generators utilize only a single GPU device, thus if we want to perform computations using multiple GPUs, we should apply some parametrization techniques for parallel generation of pseudorandom numbers [3] what can lead to possible unwanted correlations between numbers resulting in their poor statistical properties [6]. It should be noticed that only one generator from CURAND produces fully 64-bit results.

In this paper we show how to design fast parallel algorithms for Linear Congruential, Lagged Fibonacci [3] and Wichmann-Hill [10] pseudorandom number generators which employ the divide-and-conquer approach for solving linear recurrence systems [7] and can be easily used in computations on multi-GPU systems. Our generators have exactly the same statistical properties as their sequential counterparts.

Numerical experiments performed on a computer system with two Fermi GPU cards show that they achieve good speedup in comparison to the standard CPU-based sequential algorithms [8] and implementations provided by NVIDIA CURAND Library. Our implementation is freely available as the C++ template library which requires only CUDA Toolkit. It can be downloaded from http://dominisz.umcs.lublin.pl/gpu-rand.

II. PARALLEL PSEUDORANDOM NUMBER GENERATORS

We consider the following three pseudorandom number generators:

1) Linear Congruential Generator (LCG): \( x_{i+1} \equiv (ax_i + c) \mod m \), where \( x_i \) is a sequence of pseudorandom values, \( m > 0 \) is the modulus, \( a, 0 < a < m \) is the multiplier, \( c, 0 \leq c < m \) is the increment, \( x_0, 0 \leq x_0 < m \) is the seed or start value,

2) Lagged Fibonacci Generator (LFG): \( x_i \equiv (x_{i-p_1} + x_{i-p_2}) \mod m \), where \( 0 < p_1 < p_2 \),

3) Wichmann-Hill Generator (WHG, [10]):

\[
\begin{align*}
x_i &\equiv 11600x_{i-1} \mod 2147483579 \\
y_i &\equiv 47003y_{i-1} \mod 2147483543 \\
z_i &\equiv 23000z_{i-1} \mod 2147483423 \\
t_i &\equiv 33000t_{i-1} \mod 2147483123 \\
W_i &\equiv x_i/2147483579.0 + y_i/2147483543.0 + z_i/2147483423.0 + t_i/2147483123.0 \\
W_i &\equiv W - \lfloor W \rfloor.
\end{align*}
\]

It should be noted that, in fact, WHG combines four LCG generators, each with the increment 0 (such generator is also called Multiplicative Congruential Generator, MCG). This generator has much better statistical properties than LCG. Its period is about \( 2^{121} \). It passes Big Crush test from TestU01 Library [2].
In case of LCG and LFG, \( m = 2^M \), where \( M = 32 \) or \( M = 64 \), thus these generators produce numbers from \( \mathbb{Z}_m = \{0,1,\ldots,m-1\} \). It allows the modulus operation to be computed by merely truncating all but the rightmost 32 or 64 bits, respectively. Thus, when we use unsigned int or unsigned long int data types, we can neglect \("(\mod m)"\). In case of WHG, we have moduli given explicitly. Note that the integers \( x_k \) are between 0 and \( m-1 \). They can be converted to real values \( r_k \in [0,1) \) by \( r_k = x_k/m \).

It is clear that LCG, LFG, WHG generators can be considered as special cases of linear recurrence systems [7]. Indeed, LCG can be defined as

\[
\begin{aligned}
  x_0 &= d \\
  x_{i+1} &= ax_i + c, \quad i = 0,\ldots,n-2,
\end{aligned}
\]  

and similarly for LFG we have

\[
\begin{aligned}
  x_i &= d_i, \quad i = 0,\ldots,p_2 - 1 \\
  x_i &= x_{i-p_1 + 1}, \quad i = p_2,\ldots,n-1.
\end{aligned}
\]

The details of our single-GPU implementations of LCG and LFG generators can be found in [8]. Here we only recall the most important formulas. The parallel version LCG can be expressed as follows

\[
\begin{aligned}
  x_0 &= A^{-1}f_0 \\
  x_i &= t + x_{i-1}y, \quad i = 1,\ldots,r-1,
\end{aligned}
\]

where \( x = (x_0,\ldots,x_{(i+1)n-1})^T \in \mathbb{Z}_m^r, \ f_0 = (d,\ldots,c)^T \in \mathbb{Z}_m^s, \ \ f = (c,\ldots,c)^T \in \mathbb{Z}_m^s, \) and

\[
A = \begin{bmatrix}
  1 & -a & 1 & \cdots \\
  & 1 & -a & 1 & \cdots \\
  & & & \ddots & \ddots \\
  & & & & 1 & -a & 1
\end{bmatrix} \in \mathbb{Z}_m^{s \times s}.
\]

Moreover \( t = A^{-1}f \) and \( y = A^{-1}(ae_0) \), where \( e_0 = (1,0,\ldots,0)^T \in \mathbb{Z}_m^r \).

Similarly, for LFG we have

\[
\begin{aligned}
  x_0 &= A_0^{-1}f_0 \\
  x_i &= \sum_{k=0}^{p_2 - 1} x_{is-p_2+k}y_k + \sum_{k=0}^{p_1 - 1} x_{is-p_1+k}y_k, \quad i = 1,\ldots,r-1,
\end{aligned}
\]

where matrix \( A_0 \) and vectors \( f, y_k \) are defined analogously as for LCG case (see [8] for details). Note that (5) is the generalization of (4).

III. MULTI-GPU IMPLEMENTATION

To implement the parallel algorithms efficiently on GPU, we will form the following matrix

\[
Z = [x_0,\ldots,x_{r-1}] \in \mathbb{Z}_m^{s \times r},
\]

where all vectors \( x_i \) are defined by (4) or (5). This allows to use fast coalesced memory access and makes possible the use of shared memory.

The equation (4) has a lot of potential parallelism. The algorithm comprises the following steps. First (Step 1) we have to find \( x_0, t \). Then (Step 2) we find the last entry of each vector \( x_i, i = 1,\ldots,r-1 \). Finally (Step 3), we find \( s-1 \) entries of the vectors \( x_1,\ldots,x_{r-1} \) in parallel. In case of multi-GPU implementation vectors \( y, t \) are computed by CPU and then sent to all GPU devices. The generator seed required to compute Step 2 is received from the previous GPU device and sent to the next one after Step 2 is completed locally (Figure 1). Then all GPUs perform Step 3 independently.

We can develop a similar parallel algorithm for LFG. During the first step we have to find vector \( y_0 \). This vector is computed by CPU and sent to all GPUs. It is easy to verify that

\[
y_k = (0,\ldots,0,1,y_1,\ldots,y_{k-1})^T.
\]

Then (Step 2) using (5) we find \( p_2 \) last entries of \( x_1,\ldots,x_{r-1} \). Finally (Step 3) we use (5) to find \( s-p_2 \) first entries of these vectors in parallel. Note that Step 2 requires communication (sending and receiving the seed consisting of \( p_2 \) numbers) between GPU devices (Figure 2).

The parallel algorithm for WHG is a simple extensions of the parallel LCG. Instead of vectors \( t \) and \( y \), we have four instances of \( y \), each for one MCG. We also have four separate "last rows" of matrix \( Z \), corresponding to appropriate MCG, which are required during Step 2 (Figure 3).

IV. RESULTS OF EXPERIMENTS

The considered algorithms have been tested on a computer with Intel Xeon X5650 (2.67 GHz, 48GB RAM) and NVIDIA Tesla M2050 (448 cores, 3GB DDR5 RAM with ECC off), running under Linux with gcc and NVIDIA nvcc compilers and CURAND Library ver. 5.0 provided by the vendor. The results of experiments are presented in Figures 4-6. We can conclude the following:

- Parallel LCG is the fastest among the considered generators. It produces \( \approx 32 \cdot 10^6 \) unsigned int pseudorandom numbers per second, while the fastest CURAND pseudorandom generator achieves the speed of \( \approx 12 \cdot 10^6 \).
• Parallel WHG is about 6 times slower than LCG. However, it uses more computations and communications in comparison to LCG. It also has better statistical properties, so it should be used instead of LCG, when the performance is not so important.
• The performance of parallel LFG depends on the values of \( p_1 \) and \( p_2 \).
• Our template library provides both 32-bit and 64-bit versions of all generators. CURAND does not support 32-bit or 64-bit arithmetic in all cases (hence missing bars in Figure 4).
• The use of two GPUs accelerates the overall time of computations (Figure 6). In case of LCG we obtain almost linear speedup. The scalability of WHG is worse because of longer lasting Step 2. Unfortunately, the scalability of LFG is poor for large values of \( p_1, p_2 \).

V. USING TEMPLATE LIBRARY

Let us consider the use our template library in case of LCG. The following class template should be used (we only show public: part of it).

```cpp
template <class T>
class LcgGpu {
  public:
    LcgGpu(T multiplier, T increment, T seed, size_t count);
    void generate();
    void generateFloat();
    void generateDouble();
    T* getNumbersFromDevice(int device);
    size_t getCountFromDevice(int device);
    int getDeviceCount();
...}
//class LcgGpu
```
In order to use the generator we should create an object providing desired parameters (multiplier, increment, seed of the generator and the number of pseudorandom numbers to generate).

\begin{verbatim}
unsigned int multiplier=1664525;
unsigned int increment=1013904223;
unsigned int seed=31;
size_t count=100000000;
LcgGpu<unsigned int> lcg =new LcgGpu<unsigned int>(multiplier,
increment,
seed, count);
\end{verbatim}

Then we generate random numbers (e.g. uniformly distributed real numbers from interval $[0, 1)$).

\begin{verbatim}
lcg->generateFloat();
\end{verbatim}

Generated numbers are stored in global memories of all GPU devices. We use the following routines to obtain the number of GPU devices, which produce numbers, the number of pseudorandom numbers generated by a given device and the address of memory block containing the numbers:

\begin{verbatim}
int getDeviceCount();
size_t getCountFromDevice(int device);
T* getNumbersFromDevice(int device);
\end{verbatim}

Generated numbers can be used directly by each GPU or can be transferred to CPU memory using loop for accessing all devices.

\begin{verbatim}
for (i=0; i<lcg->getCountFromDevice(); i++) {
    cudaMemcpy(cpuNumbers+offset,
lcg->getNumbersFromDevice(i),
lcg->getCountFromDevice(i)
    *sizeof(unsigned int),
cudaMemcpyDeviceToHost);
    offset=offset+lcg->getCountFromDevice(i);
} //for
\end{verbatim}

Generation of numbers can be repeated as many times as desired to obtain very long sequence of pseudorandom numbers. Finally we can delete the object.

\begin{verbatim}
delete lcg;
\end{verbatim}

Using LFG generator is quite similar. The only difference is when the object is created. For example, we can use the following code.

\begin{verbatim}
unsigned int p1=24;
unsigned int p2=55;
unsigned int seed[]={...}; //array of length p2
size_t count=100000000;
LfgGpu<unsigned int> lfg=
new LfgGpu<unsigned int>(p1, p2
seed, count);
\end{verbatim}

Analogously for WHG we use the following.

\begin{verbatim}
unsigned int seedX=389933028;
unsigned int seedY=148667295;
unsigned int seedZ=146045161;
unsigned int seedT=767880647;
WhgGpu<unsigned int> whg=
new WhgGpu<unsigned int>(seedX, seedY,
seedZ, seedT,
count);
\end{verbatim}

When we parametrize template with unsigned int type then we can use the following routines to generate 32-bit pseudorandom numbers (integer or real numbers).

\begin{verbatim}
void generate();
void generateFloat();
\end{verbatim}

When we need 64-bit precision we use unsigned long int type to parametrize template and the following routines.

\begin{verbatim}
void generate();
void generateDouble();
\end{verbatim}

VI. CONCLUSIONS

We have showed how to implement fast parallel LCG, LFG and WHG pseudorandom number generators using the divide-and-conquer approach on contemporary multi-GPU systems. Numerical experiments performed on a computer system with modern Fermi GPU cards showed that our routines achieve good performance in comparison to the widely used NVIDIA CURAND Library. Our template library is easy to use and it is freely available for the community.
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Abstract—In this paper it is proved that in fact the zero-bit digital watermarking system based on local maxima embedding in frequency area heuristically proposed recently is resistant to a number of removal attacks. It is shown how the watermark can survive after such conversions as shift cropping, rescaling, rotation and jpeg transform. The theoretical base of each transformation seems to be robust against such transforms of an image as cyclic shifting, rotation, removal of rows and columns, noise addition, JPEG transform and cropping, but these conclusions have been based on simulation. In the next section we are going to present the proof of this claim based on the properties of DFT.

II. THE PROOF OF ROBUSTNESS OF THE PROPOSED ZERO-BIT WM SYSTEM TO DIFFERENT ATTACKS

Now let us concentrate on the robustness of the algorithm and answer two main questions. After what image distortions a watermark can survive and why? The direct and inverse Fourier transforms for 2D signal \( h(n, m) \) (Image in our case) with \( N \) columns and \( M \) rows are as usually given by:

\[
F(h) = \hat{h}(k, l) = \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} e^{-i(\omega_k n + \omega_l m)} h(n, m)
\]

\[
h(F) = \frac{1}{NM} \sum_{k=0}^{N-1} \sum_{l=0}^{M-1} e^{-i(\omega_k n + \omega_l m)} \hat{h}(k, l)
\]

Often it is convenient to express frequency in vector notation with \( \vec{r} = (k, l)^t \), \( \vec{n} = (n, m)^t \), \( \vec{\omega}_{kl} = (\omega_k, \omega_l)^t \) and \( \vec{\omega}^2 \vec{n} = \omega_k n + \omega_l m \). The vector form will help us when we talk about DFT properties. In this section we will show...
how the proposed watermarking algorithm can stand against
different transformations. The set of transformations that are
usually performed to remove a watermark are described in
[5] and [4]. Now let us discuss each transformation one by
one. To show an effect of each transformation we generate a
test amplitude spectrum Fig. 1 where we have only one local
area with maximum in the center. Such model differs from
the real situation where there are many local maxima, but this
simplified model helps us to show how each transformation
affects on the behaviour of local maxima positions in each
local area.

A. Translation

Using the shift property of the Fourier transform

\[ F[f(\tilde{x} - \tilde{x}_0)] = \exp(-i\omega^T\tilde{x}_0)F(\tilde{\omega}) \quad (3) \]

it is easy to see that only phase of the DFT is affected
by the translation of the image. The amplitude spectrum
where the watermark is embedded remains untouched. So that
transformation has no impact on a watermark detection.

B. Rotation

According to FFT property a rotation of the image causes
the rotation of the FFT amplitude.

\[ F(x, y) \rightarrow F(x \cos \theta + y \sin \theta, x \sin \theta + y \cos \theta) \quad (4) \]

To overcome a rotation problem if the watermark is not found
initially the detection process is repeated after rotation of the
image on a small angle. Another solution can be used with a
normalisation algorithm described in [3] where the image is
converted to the domain invariant to rotation. In fact, the image
rotation on more than 10 degrees can be distinguished from the
original. So it is possible to reduce number of calculations and
image rotations. The last way to deal with rotation is to extend
the size of local areas and detect maxima not in one certain
point but in several points around the embedded maxima. That
will help especially in case of small rotation angles.

C. Noise Addition

Let us define a set of \( n \) points \( x_1, x_2, x_3, \ldots, x_n \) with constant
amplitude \( A \) and a point \( x_0 \) with amplitude \( \beta A (\beta > 1) \).
At all points we add zero mean i.i.d Gaussian noise. The
probability that the maximum stay in the previous position
after the addition of noise is the following:

\[ P = Pr\{\tilde{x}_0 \geq x_1, \tilde{x}_0 \geq x_2, \ldots, \tilde{x}_0 \geq x_n\} = ? \quad (5) \]

where

\[ \tilde{x}_0 = \beta A + n_0, \tilde{x}_i = A + n_i \]

\[ i = 1, 2, \ldots, n, n_i \sim \text{i.i.d} \mathcal{N}(0, \sigma^2) \]

It is easy to see that:

\[ P = \int_{-\infty}^{+\infty} \omega_0(y) \prod_{i=1}^{n} (P_r(x_i) \leq y) dy \quad (6) \]

where

\[ Pr\{\tilde{x} \leq y\} = \frac{1}{\sqrt{2\pi\sigma^2}} \int_{-\infty}^{y} e^{-\frac{(t-\beta x)^2}{2\sigma^2}} dt, \quad (7) \]

\[ \omega_0(y) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(y-\beta A)^2}{2\sigma^2}} \quad (8) \]

Substituting (7) and (8) in (6) we get:

\[ P = \frac{1}{\sqrt{2\pi\sigma^2}} \int_{-\infty}^{+\infty} e^{-\frac{(y-\beta A)^2}{2\sigma^2}} \cdot \left( \int_{-\infty}^{y} e^{-\frac{(t-\beta x)^2}{2\sigma^2}} dt \right)^n dy, \quad (9) \]

It is easy to find the lower bound of that probability using the
equation:

\[ P \geq \prod_{i=1}^{n} P_r(\tilde{x}_0 \geq \tilde{x}_i) = (P_r(\tilde{x}_0 \geq \tilde{x}_i))^n \quad (10) \]

where

\[ (P_r(\tilde{x}_0 \geq \tilde{x}_i))^n = (P_r(\tilde{x}_0 - \tilde{x}_i) \geq 0)^n \]

\[ (P_r(\tilde{x}_0 - \tilde{x}_i) \geq 0)^n = \left( \frac{1}{\sqrt{2\pi\sigma^2}} \int_{-\infty}^{+\infty} e^{-\frac{(y-\beta A)^2}{2\sigma^2}} dy \right)^n \quad (11) \]

But unfortunately it is the most interesting for us to find
the upper bound of that probability, because we want to know
when the local maximum changes its position. Taking into
account that a calculation by (9) is very tedious procedure, we
can try to solve it by simulation. Fig. 2 shows the effect of
noise addition and Table I demonstrates the results of correct
maxima recognition for \( A = 100, \beta = 1.5, \sigma = 0.097927 \).
In the similar manner we can calculate the results for other
embedding parameters.

We can see from Table I that maxima are recognised
whenever signal-to-noise ratio \( \frac{A}{\sigma^2} \) is greater than 0.49808
(\( \sigma < 2.1254 \)).
TABLE I
THE RESULTS OF CORRECT MAXIMUM RECOGNITION AFTER NOISE ADDITION PERFORMED BY SIMULATION

<table>
<thead>
<tr>
<th>Variance</th>
<th>Detected</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.097927</td>
<td>Y</td>
</tr>
<tr>
<td>0.19737</td>
<td>Y</td>
</tr>
<tr>
<td>0.26537</td>
<td>Y</td>
</tr>
<tr>
<td>0.38688</td>
<td>Y</td>
</tr>
<tr>
<td>0.56174</td>
<td>Y</td>
</tr>
<tr>
<td>0.56124</td>
<td>Y</td>
</tr>
<tr>
<td>0.72913</td>
<td>Y</td>
</tr>
<tr>
<td>0.72439</td>
<td>Y</td>
</tr>
<tr>
<td>0.9224</td>
<td>Y</td>
</tr>
<tr>
<td>0.98988</td>
<td>Y</td>
</tr>
<tr>
<td>1.2446</td>
<td>Y</td>
</tr>
<tr>
<td>1.292</td>
<td>Y</td>
</tr>
<tr>
<td>1.3197</td>
<td>Y</td>
</tr>
<tr>
<td>1.5344</td>
<td>Y</td>
</tr>
<tr>
<td>1.6075</td>
<td>Y</td>
</tr>
<tr>
<td>1.8164</td>
<td>Y</td>
</tr>
<tr>
<td>2.1254</td>
<td>N</td>
</tr>
<tr>
<td>1.8201</td>
<td>N</td>
</tr>
<tr>
<td>2.1679</td>
<td>N</td>
</tr>
<tr>
<td>2.259</td>
<td>Y</td>
</tr>
<tr>
<td>2.225</td>
<td>N</td>
</tr>
<tr>
<td>2.4485</td>
<td>N</td>
</tr>
<tr>
<td>2.5048</td>
<td>N</td>
</tr>
</tbody>
</table>

D. Cropping

During the cropping process some parts of the image are removed, and as the result some frequency components can be changed. Let’s analyse this process in more details.

We can present cropping of the image as a multiplication of window by raster image. That is represented in one dimensional form (for the simulation) as one local area of the image amplitude Fig. 4 where cropping is given by the rectangular window function. According to the convolution theorem of the Fourier transform [2] the Fourier transform of the product of the two functions is equal to the convolution of their individual transforms.

So we get:

\[ f(n,m)h(n,m) \rightarrow F(n',k') * H(n',k') \]  

(12)

where \( f(n,m) \) - raster image, \( h(n,m) \) - the window of cropping. So now we can look on those functions separately.

In the frequency domain window function (in the 1-D case) is defined as follows:

\[ h(t) = \frac{\sin \frac{\omega t}{2}}{\frac{\omega t}{2}} \]  

(13)

The frequency \( \omega \) is defined by the size of the window. Let’s calculate the convolution between \( h(t) \) and the test function with one local area (rectangular impulse with the maxima in the center) as follows:

\[ y(t) = g(t) * h(t) \]  

(14)

\[ y(t) = FT[I_w(x,y)Rect(c_x(x-x_0),c_y(y-y_0))] \]  

(15)

where \( c_x, c_y, x_0, y_0 \) - cropping parameters.

\[ y(t) = \frac{1}{c_x c_y} I'_w(u,v) * e^{-i2\pi(c_x x_0 + c_y y_0)} e^{-i\pi \left( \frac{u}{c_x} + \frac{v}{c_y} \right)} \]

\[ \times \frac{\pi u}{c_x} sinc\frac{\pi u}{c_x} \frac{\pi v}{c_y} sinc\frac{\pi v}{c_y} \]

(16)

where \( sinc(x) = \frac{\sin(x)}{x} \) if \( x \neq 0 \), \( sinc(x) = 1 \) if \( x = 0 \).

Now we can represent \( I'_w(u,v) \) as the sum of amplitude of the original image and key \( K(u,v) \) multiplied by \( \beta' \), where \( \beta' \) is the max value of local area multiplied by a constant \( \beta \).

\[ y(t) = [K(u,v)\beta' + I(u,v)] * \]

\[ e^{-i2\pi(c_x x_0 + c_y y_0)} e^{-i\pi \left( \frac{u}{c_x} + \frac{v}{c_y} \right)} sinc\frac{\pi u}{c_x} sinc\frac{\pi v}{c_y} \]

(17)

To make the equation more simple we will denote the expression \( \frac{1}{c_x c_y} \frac{\pi u}{c_x} sinc\frac{\pi u}{c_x} \frac{\pi v}{c_y} sinc\frac{\pi v}{c_y} \) as \( E \) and use the distributivity property.

\[ y(t) = [K(u,v)\beta'] * E + [I(u,v)] * E \]

(18)

The key \( K(u,v) \) can have only two values 0 and 1.

If \( K(u,v) = 0 \) then \( y(t) = I(u,v) * E \) else \( y(t) = \beta' * E + I(u,v) * E \)

If we want the maxima to survive the value of the amplitude in where \( K(u,v) = 1 \) should be greater than the other points.

\[ \beta' * E + [I(u,v)] * E > [I(u,v)] * E \]

(19)

\[ \beta' * E + [I(u,v)] * E > [I(u,v)] * E \]

(20)

Let us substitute the cropping parameters and see when the maximum would be recognised. Table II shows the results of calculation for the different size of the window function. We
TABLE II
RESULTS OF MAXIMA RECOGNITION AFTER CROPPING BY WINDOW WITH COORDINATES $x_0, y_0, x_0 + \frac{1}{c_x}, y_0 + \frac{1}{c_y}$ AND TOTAL IMAGE SIZE 100x100

<table>
<thead>
<tr>
<th>$x_0$</th>
<th>$x_0 + \frac{1}{c_x}$</th>
<th>$y_0$</th>
<th>$y_0 + \frac{1}{c_y}$</th>
<th>Detected</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>99</td>
<td>1</td>
<td>99</td>
<td>Y</td>
</tr>
<tr>
<td>2</td>
<td>98</td>
<td>2</td>
<td>98</td>
<td>Y</td>
</tr>
<tr>
<td>3</td>
<td>97</td>
<td>3</td>
<td>97</td>
<td>Y</td>
</tr>
<tr>
<td>4</td>
<td>96</td>
<td>4</td>
<td>96</td>
<td>Y</td>
</tr>
<tr>
<td>5</td>
<td>95</td>
<td>5</td>
<td>95</td>
<td>Y</td>
</tr>
<tr>
<td>6</td>
<td>94</td>
<td>6</td>
<td>94</td>
<td>Y</td>
</tr>
<tr>
<td>7</td>
<td>93</td>
<td>7</td>
<td>93</td>
<td>Y</td>
</tr>
<tr>
<td>8</td>
<td>92</td>
<td>8</td>
<td>92</td>
<td>Y</td>
</tr>
<tr>
<td>9</td>
<td>91</td>
<td>9</td>
<td>91</td>
<td>Y</td>
</tr>
<tr>
<td>10</td>
<td>90</td>
<td>10</td>
<td>90</td>
<td>Y</td>
</tr>
<tr>
<td>11</td>
<td>89</td>
<td>11</td>
<td>89</td>
<td>Y</td>
</tr>
<tr>
<td>12</td>
<td>88</td>
<td>12</td>
<td>88</td>
<td>Y</td>
</tr>
<tr>
<td>13</td>
<td>87</td>
<td>13</td>
<td>87</td>
<td>Y</td>
</tr>
<tr>
<td>14</td>
<td>86</td>
<td>14</td>
<td>86</td>
<td>Y</td>
</tr>
<tr>
<td>15</td>
<td>85</td>
<td>15</td>
<td>85</td>
<td>Y</td>
</tr>
<tr>
<td>16</td>
<td>84</td>
<td>16</td>
<td>84</td>
<td>Y</td>
</tr>
<tr>
<td>17</td>
<td>83</td>
<td>17</td>
<td>83</td>
<td>Y</td>
</tr>
<tr>
<td>18</td>
<td>82</td>
<td>18</td>
<td>82</td>
<td>Y</td>
</tr>
<tr>
<td>19</td>
<td>81</td>
<td>19</td>
<td>81</td>
<td>Y</td>
</tr>
<tr>
<td>20</td>
<td>80</td>
<td>20</td>
<td>80</td>
<td>N</td>
</tr>
<tr>
<td>21</td>
<td>79</td>
<td>21</td>
<td>79</td>
<td>N</td>
</tr>
<tr>
<td>22</td>
<td>78</td>
<td>22</td>
<td>78</td>
<td>N</td>
</tr>
<tr>
<td>23</td>
<td>77</td>
<td>23</td>
<td>77</td>
<td>N</td>
</tr>
<tr>
<td>24</td>
<td>76</td>
<td>24</td>
<td>76</td>
<td>N</td>
</tr>
<tr>
<td>25</td>
<td>75</td>
<td>25</td>
<td>75</td>
<td>N</td>
</tr>
<tr>
<td>26</td>
<td>74</td>
<td>26</td>
<td>74</td>
<td>N</td>
</tr>
<tr>
<td>27</td>
<td>73</td>
<td>27</td>
<td>73</td>
<td>N</td>
</tr>
<tr>
<td>28</td>
<td>72</td>
<td>28</td>
<td>72</td>
<td>N</td>
</tr>
<tr>
<td>29</td>
<td>71</td>
<td>29</td>
<td>71</td>
<td>N</td>
</tr>
<tr>
<td>30</td>
<td>70</td>
<td>30</td>
<td>70</td>
<td>N</td>
</tr>
</tbody>
</table>

E. Resize

Resizing the image results in inverse resizing of an amplitude spectrum. Resize can be represented as a multiplication of the coordinates on a corresponding constant value. If we look on the similarity theorem:

$$f(an, bm) \rightarrow \frac{1}{|ab|}F\left(\frac{n'}{a}, \frac{m'}{b}\right)$$

we can see that the resize in spatial domain causes frequency shift in the spectra. In combination with the resize maxima remains on the same distance from the center. So the maxima in the amplitude spectra will not change their positions.

F. Jpeg transform

Converting an image using JPEG algorithm produce specific kind of distortions. Many watermarking algorithms can not stand against such transform. The proposed algorithm can survive after JPEG transform performed with up to 30 present quality factor. This value may vary from image to image depending on image type and especially image size. Looking on the amplitude of the image after such transform we can see that some extra maxima appeared Fig. 5 right image. But all the values of those additional maxims are as the result much smaller than original ones. As long as we are searching for the max values those additional maxima give small effect on the extraction. We can see it only when additional maxima appear in the neighbour local areas with the smaller main maxima. Another effect of the JPEG transform is a removal of the high frequencies. After such transform most of the high frequencies are erased including the embedded maxima. The total number of maxima in the real system is about 350 for 100x100 pixel image. But the number of survived maxima is enough to detect the watermark.

The results of the experiments presented in Table III show that the probability of false detection appears equal to 0. The probability of successful detection of a WM is equal or close to 1 also after the cyclic shift on 50% on a vertical and a horizontal, and removal of 10% of the rows and columns.

In the Table III the recognised maxima number ratio to their total number of embedded maxima are presented. Total number of the embedded and extracted maxima is a mean value of the number of maxima, calculated as a result of 100
TABLE III
EXPERIMENTAL RESULTS

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detected maxima number</td>
<td>25</td>
<td>295</td>
<td>209</td>
<td>252</td>
<td>240</td>
<td>231</td>
</tr>
<tr>
<td>Detected maxima %</td>
<td>8</td>
<td>100</td>
<td>72</td>
<td>85</td>
<td>81</td>
<td>78</td>
</tr>
<tr>
<td>Probability of successful WM extraction</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0.92</td>
<td>0.93</td>
<td>0.97</td>
</tr>
</tbody>
</table>

(1): No embedding
(2): Without distortions
(3): Cyclic shift of 50% on a vertical and a horizontal axis
(4): Noise adding 5%
(5): Removal of 10% of rows and columns
(6): Cropping 20% of the image

images testing. For all experiments the parameters $\alpha = 2$, $\beta = 1.5$ have been selected.

The probability of successful data extraction is sometimes less than 1, but it remains still acceptable, for the thing after adding a noise (5% of the image brightness range). However, the commercial value of the images after such strong conversions is low, and it is very unlikely to be applied to the images by pirates.

### III. Conclusion

So in this paper we tried to explain why the watermarking system can survive after image distortions. We showed that in spite of the fact, that image distortions affect on the amplitude spectra the most part of local maxima survives and therefore zero-bit watermark can be recognised with great probability.
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Abstract—Cattle identification receives a great research attention as an important way to maintain the livestock. The identification accuracy and the processing time are two key challenges of any cattle identification methodology. This paper presents a robust and fast cattle identification scheme from muzzle print images using local invariant features. The presented scheme compensates some weakness of ear tag and electrical-based traditional identification techniques in terms of accuracy and processing time. The proposed scheme uses Scale Invariant Feature Transform (SIFT) for detecting the interesting points for image matching. For a robust identification scheme, a Random Sample Consensus (RANSAC) algorithm has been coupled with the SIFT output to remove the outlier points and achieve more robustness. The experimental evaluations prove the superiority of the presented scheme as it achieves 93.3% identification accuracy in reasonable processing time compared to 90% identification accuracy achieved by some traditional identification approaches.

I. INTRODUCTION

Recently, governments pay a great attention to the livestock by providing vaccination against the most of diseases. They seek to overcome some food problems and keep the livestock as huge as possible. Cattle identification plays an important role in controlling the disease outbreak, vaccination management, production management, cattle traceability, and cattle ownership assignment [1]. Traditional cattle identification methods such as ear notching, tattooing, branding, or even some electrical identification methods such as Radio Frequency Identification (RFID) [2] are not able to provide enough reliability to the cattle identification due to theft, fraudulent, and duplication. Therefore, the need to a robust cattle identification scheme is a vital requirement.

Human biometrics is a key fundamental security mechanism that assigns unique identity to an individual according to some physiological or behavioral features [3], [4]. These features are sometimes called as biometrics modalities, identifiers, traits, or characteristics. Human biometrics identifiers must fulfill some operational and behavioral characteristics such as uniqueness, universality, acceptability, circumvention, and accuracy [5].

Adopting human biometric traits into animals is a promising technology for cattle identification domain. It has many applications such as cattle classification, cattle tracking from birth to the end of food chain, and understanding animal diseases trajectory and population. On the other side, using animal biometrics in computerized systems faces great challenges with respect to accuracy and robustness as the animal movement can not be easily controlled. Driven from this perspective, adopting human biometrics to cattle identification can overcome plenty of the current cattle identification weaknesses.

Muzzle print, or nose print, was investigated as distinguished pattern for animals since 1921 [6]. It is considered as a unique animal identifier that is similar to human fingerprints. Paper-based or inked muzzle print collection is inconvenient and time inefficient process. It needs special skill to control the animal and get the pattern on a paper. Furthermore, the inked muzzle print images do not have sufficient quality, and hence, it is difficult be used in a computerized manner [7]. Therefore, there is a lack of a standard muzzle print benchmark. Driven from this need, the first contribution of this research is to collect a database of live captured muzzle print images that works as a benchmark for evaluating the proposed cattle identification scheme.

A local feature of an image is usually related to a change of an image property such as texture, color, and pixel intensity [8]. The advantage of local features is that they are computed at multiple points in the image, and hence, they are invariant to image scale and rotation. In addition, they do not need further image pre-processing or segmentation [9]. Scale Invariant Feature Transform (SIFT) [10] is one of the popular methods for image matching and object recognition. SIFT features have been used by some researchers in human biometrics with applications on fingerprints [11], [12] and palmprints [13]. SIFT efficiently extracts robust and unique features, therefore it has been used to overcome different image degradation factors such as noise, partiality, scale, and rotation.

The identification accuracy is the foremost important fac-
tor for measuring the performance of any automatic cattle identification approach. This paper presents a robust cattle identification scheme that uses SIFT features for calculating the similarity score between the input muzzle print image and the template one. The superiority of the proposed scheme is the assured cattle identification robustness provided by combining the robust SIFT features with a RANdom SAMple Consensus (RANSAC) algorithm for robust SIFT features matching [14].

The reminder part of this paper is organized as follows: Section II covers some preliminaries topics. Section III explains the design and the implementation of the proposed scheme. Section IV shows the evaluation phase of the proposed scheme. Conclusions and future work are written in Section V.

II. PRELIMINARIES

A. SIFT Features

The SIFT feature extraction works through sequential steps of operations. These steps can be summarized as scale space extrema detection, keypoints localization, keypoint orientation assignment, and building the keypoints descriptor [15]. The Difference-of-Gaussian (DOG) is used to detect the keypoints as the local extrema of DOG function. The pixel is compared against 26 neighboring pixels (8 in the same scale, 9 in the above scale, and 9 in the below scale) to detect the local pixel extrema and minima. Following on, the detected keypoint is localized by determining its neighborhoods, and examine them for contrast and edge parameters. The keypoints with low contrast and weak edge responses are rejected. The keypoint neighborhoods region is used to build the histogram of the local gradient directions, and the keypoint orientation is calculated as the peak of the gradient histogram [10], [15], [16]. The default SIFT feature extraction produces keypoint associated with a descriptor of 128 element length. The descriptor is constructed from \( (4 \times 4 \text{ cells}) \times 8 \) orientations [17]. The cascaded operations of building a single SIFT keypoint descriptor from muzzle print image are shown in Fig. 1.

Applying SIFT feature extraction translates the muzzle print image into a set of keypoints according to the local maxima. The extracted keypoint is associated with a descriptor related to the orientations of the surrounded pixels. In this paper, a standard SIFT extraction has been used for keypoint detection and building the associated descriptor. SIFT features have been extracted and matched using the VLFeat library [18]. The output of matching process is a similarity score between the input image and the template that is enrolled in the database.

B. Identification Accuracy

In order to measure the accuracy of the presented cattle identification scheme, the identification Error Rate (ER) is considered. The ER is defined as “the rate that the identified animal, the animal who corresponds to the template image, is different from the animal of the input image”. We also consider the standard verification error rates as FAR, FRR, and ERR [19]. The False Acceptance Rate (FAR) is the rate that the similarity between the images of different animals is greater than a threshold. Whereas the False Rejection Rate (FRR) is calculated as the rate that the similarity between two images of the same animal is less than a threshold. Thus, the FAR and FRR depend on the similarity threshold. The Equal Error Rate (EER) is the value of FRR and FAR at the point of the threshold where the two error rates are identical [20].

III. PROPOSED IDENTIFICATION SCHEME

Analogy to the human fingerprints, cattle muzzle prints have some discriminative features according to the grooves, or valleys, and beads structures. These uneven features are distributed over the skin surface in the cattle nose area. These features are defined by the white skin grooves, or by the black convexes surrounded by the grooves [7], see Fig. 3 for consulting the convexes and the grooves in muzzle print images taken from two different animals.

Minagawa et al. [7] used the joint pixels on the skin grooves as a key feature for muzzle print matching. Some long preprocessing steps were conducted to extract the joint pixels. This approach achieved maximum and minimum matching scores as 60% and 12%, respectively. It achieved unsatisfactory identification performance (accuracy) that was around 30% measured over a database of 43 animals.

Noviyanto and Arymurthy [21] applied Speeded-Up Robust Features (SURF) on muzzle print images for enhancing the identification accuracy. A U-SURF method was applied on 8
animals with 15 images each. The experimental scenario used 10 muzzle print images in the training phase, and the other 5 images were used as input samples. The maximum achieved identification accuracy under rotation condition was 90%.

The presented scheme in this research is robust from two perspectives. First, it invests the robustness of the SIFT features to image scale, shift, and rotation. Second, it uses the RANSAC algorithm as a robust inliers estimator for enhancing the matching results of SIFT features, and ensure the robustness of the matching process. The proposed scheme includes SIFT feature extraction, SIFT feature matching, and RANSAC algorithm. Fig. 2 shows a generic and complete muzzle print based cattle identification system, and highlights the cascaded components of the presented scheme.

RANSAC algorithm has been developed by Fischler and Bolles [14] especially for computer vision, and it works as robust estimator for features matching. In many images matching cases, RANSAC is an effective robust estimator, which can handle around 50% mismatch contamination levels of the input samples. The integration of the extracted local invariant features and RANSAC is valuable for optimizing the images similarity score measurement using SIFT features [22].

Admittedly, the generic animal identification system, shown in Fig. 2, works the same way of the human identification one. It has two phases; enrollment phase and identification phase. In the enrollment phase, a muzzle print image is presented and the SIFT feature vector is constructed. Then, the extracted feature vector is stored as a template in the database. The identification phase includes the same enrollment procedure plus matching and decision sub-phases. For calculating the similarity score, the SIFT features of the input image is matched against the templates stored in the database as (1:N) matching procedure. The muzzle print image corresponding to the feature vector that has a shortest distance to the input feature vector is considered as the most similar one, and it is given the highest similarity score. RANSAC homography algorithm comes at the end of the matching process to remove the matching outliers, mismatched SIFT keypoints, data and ensure the robustness of the similarity score. The animal identity is then assigned according to the highest estimated similarity score between the input image and the template one.

### IV. Performance Evaluation

The experiments in this paper have been conducted using a PC with Intel® Core™ i3-2120 running at 3.30 GHz, and 8 GB of RAM. The PC is empowered by Matlab® and Windows® 64-bit. The VLFeat library [18] has been used for extracting, processing, and matching the SIFT features. VLFeat has been installed and optimized for the mentioned experimental environment.

#### A. Database

The lack of a standard muzzle print images database was a challenge for conducting this research. Therefore, collecting a muzzle print images database was a crucial decision. The database has been collected from 15 cattle animals with 7 live captured muzzle print images each. A sample of muzzle print images captured from two individual animals is shown in Fig. 3. A special care has been given to the quality of the collected images. The collected images cover different quality levels and degradation factors such as image rotation and image partiality for simulating some real time identification conditions.

The identification scenario works as follows: 7 images of each animal have been swapped between the enrollment phase and the identification phase, and the similarity scores between all of them are calculated. Therefore, similarity score matrix with dimension of $105 \times 105$ have been created. The animal is correctly identified if the similarity score between the input sample and the template samples is greater than or equal a specific threshold. The template of a single animal has been constructed from 6 images which were marked as $T_1, T_2, T_3, ..., T_6$. The remaining 1 image has been used as
input, and was marked as $I_1$. $S$ was a similarity function, and $H$ was a similarity score. A correctly identified animal should strictly follow the next equation as:

$$S(I_1, T_1) \parallel S(I_1, T_2), ..., \parallel S(I_1, T_6) \geq H$$  

The FAR, FRR, and ERR have been calculated according to the criteria mentioned in Section II-B.

B. Evaluation Results

Preceding to any experimental work, the database images have been processed in terms of image enhancement, image segmentation, and image normalization. The first experimental scenario is directed toward setting the best SIFT parameters that compromise the number of extracted features (keypoints) with the consumed processing time. The preparatory experiments showed that the most effective parameter is the peak threshold ($\text{PeakThresh}$) [15], [18], thus the objective of this scenario is to optimize the peak threshold. The results of the conducted experiments is shown in Fig. 4. The reported results are the average of value of 105 feature extraction processes and 5565 matching operations. The maximum number of features is achieved with ($\text{PeakThresh} = 0.0$), however with ($\text{PeakThresh} = 0.001$), the extracted features are reduced by 30, and the extraction time is reduced by 5 ms. The other $\text{PeakThresh}$ values achieve unacceptable number of features regardless of the time factor. The optimum $\text{PeakThresh}$ value is selected as 0.0 seeking for more SIFT features, and hence, more robustness in feature matching. Following on, the SIFT peak threshold is set to that optimum value, whereas the other parameters were kept as defaults.

In real time identification, 6 images of each individual animal have been processed and enrolled in the database, the
TABLE I

<table>
<thead>
<tr>
<th>Input Image</th>
<th>Matched Image</th>
<th>Matching Score</th>
<th>Identification Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>101_5</td>
<td>101_3</td>
<td>71.56</td>
<td>Correct</td>
</tr>
<tr>
<td>102_5</td>
<td>102_4</td>
<td>45.45</td>
<td>~</td>
</tr>
<tr>
<td>103_5</td>
<td>103_4</td>
<td>73.33</td>
<td>~</td>
</tr>
<tr>
<td>104_5</td>
<td>104_1</td>
<td>42.00</td>
<td>~</td>
</tr>
<tr>
<td>105_5</td>
<td>105_7</td>
<td>45.00</td>
<td>~</td>
</tr>
<tr>
<td>106_5</td>
<td>106_3</td>
<td>51.85</td>
<td>~</td>
</tr>
<tr>
<td>107_5</td>
<td>107_3</td>
<td>87.77</td>
<td>~</td>
</tr>
<tr>
<td>108_5</td>
<td>108_1</td>
<td>48.00</td>
<td>~</td>
</tr>
<tr>
<td>109_5</td>
<td>109_3</td>
<td>95.37</td>
<td>~</td>
</tr>
<tr>
<td>110_5</td>
<td>102_3</td>
<td>45.76</td>
<td>False</td>
</tr>
<tr>
<td>111_5</td>
<td>111_7</td>
<td>39.00</td>
<td>Correct</td>
</tr>
<tr>
<td>112_5</td>
<td>112_1</td>
<td>70.37</td>
<td>~</td>
</tr>
<tr>
<td>113_5</td>
<td>113_3</td>
<td>89.59</td>
<td>~</td>
</tr>
<tr>
<td>114_5</td>
<td>114_1</td>
<td>57.14</td>
<td>~</td>
</tr>
<tr>
<td>115_5</td>
<td>115_2</td>
<td>50.00</td>
<td>~</td>
</tr>
</tbody>
</table>

total images in the database were \((6 \times 15 = 90)\), and 1 image has been used as input to simulate the identification operation. According to equation 1, 14 animals out of 15 have been correctly identified which achieves equivalent identification accuracy value as 93.3%. It is worth notice that the average consumed feature extraction time is 179 ms and the average individual matching time is 38 ms including RANSAC optimization, which are consistent with Fig. 4. However, both times are considered very short for single feature extraction and matching operation, the total identification time still long, around \(\approx 23 s\) at maximum, because a linear database research method has been used, and the identification time is based on the location of the template inside the database. The identification time of each input animal is shown in Fig. 5.

Table I summarises outcomes of the conducted real time identification phase in terms of the input image, the matched template image, the matching score, and the status (correctness) of the identification operation. The image naming scheme works as \(1.XX.Y\), whereas \(XX\) is the cattle ID (1 to 15), and \(Y\) is the image order (1 to 7). The Table shows that the cattle with ID \(\{10\}\) is wrongly identified because the similarity score with a template image from cattle ID \(\{2\}\) is greater than the defined threshold. The reported results in the Table are consistent with Fig. 5 as the wrongly identified animal consumes very short identification time, and violates the linearity of the incremental identification time with the increased cattle ID.

The wrongly identified animal is considered as false matched or false accepted input because the match occurred with a template that does not correspond to the input sample. The FAR in this case is 6.67%, and it is equal to the identification ER. The relations between FAR, FRR, and ERR are determined according to the similarity threshold. Fig. 6 shows FAR versus FRR related to the similarity threshold. In order to achieve FAR equal to 6.67%, the similarity threshold should be selected around 45. However, the conducted experiments showed that FAR equals to 6.67% has been achieved with a threshold equals to 39, and with FRR equals to 0. We do believe that this is because of combining multiple images from the same animal in one database template.

V. CONCLUSIONS AND FUTURE WORK

This paper has presented a robust cattle identification scheme that uses muzzle print images as input to SIFT feature extraction and matching. Due to the lack of standard muzzle print database, we have collected 105 images from 15 animals to work as a benchmark for the presented scheme. In order to evaluate the robustness of the scheme, the collected images cover different deteriorating factors such as rotated images, blurred images, partial images, and low resolution images. The achieved identification accuracy is 93.3% compared to 90% reported in the literature. The superiority of the presented scheme comes from the coupling of local invariant features with RANSAC homography as a robust outliers removal algorithm. Muzzle print images database extension and standardization for international benchmark of muzzle print related algorithms is one of the future work. Additionally, the reduction of the identification time in a large database is an interesting challenge that will also be tackled in the future.
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Abstract—Content inappropriate for children on Internet television is a serious problem in today’s multimedia world. There are numerous methods which are used to control the content of the transmitted television programmes. However, these well-known methods do not solve the above mentioned problem completely. The paper presents a more effective method for automatic identification of the provider’s logo based on an original image sequence analysis. The automatic identification of the provider’s logo can be used to block access to video programmes of the selected providers. The method has been tested on some chosen video transmissions on-line, achieving over 98% of correct identification.

I. INTRODUCTION

The problem of under-age persons’ easy access to the multimedia video with inappropriate content and its consequences is well known [3, 14]. One of the sources enabling the access to such video programmes is the widely available Internet TV. There are numerous methods which are used to control the content of the television programmes transmitted via the Internet. These include, among others, blocking video materials at certain hours [19, 20] or filtering chosen IP addresses and keywords on web pages [18]. There are also parental control modules, which can be embedded in the anti-virus software, web browsers and operation systems. All these well-known methods do not, however, solve the above mentioned problem completely. Thus, in the case of a temporary access block on Internet TV, parents must be involved in the process of programme assessment and selection. With regard to IP address filtering, the problem concerns a rapidly growing number of keywords, which the filter should block, as well as easily made changes of the IP addresses by Internet providers.

Another solution is to do an analysis of the provider’s logo transmitted together with the video stream. In a video production, logos are used to convey information about the provider’s programme content, which can be used in the selection of age-appropriate programmes while broadcasting video. There are related applications which try to identify brand logotypes in video data [5, 6, 11, 15] by using the static character of the logo. In order to identify the logo, some logo detection algorithms use neural network and image analysis procedures [1, 7, 8, 10, 16, 17]. However, the selection of an adequate neural network’s models, their over-fitting capacity and the high computational cost of the methods limit their applications in practice.

The logo identification in the programme categorisation is presented by Cozar et al. 2007 [4]. This method performs a temporal and spatial segmentation by calculating the minimum luminance variance region of the set of frames and the non-linear diffusion filtering. However, 95% of correct identification has been achieved only when the analysis is conducted on-line. A different solution is presented by Ozay, Sankur [13]. This time, an algorithm performs a detection of the logo by morphological operations. Nevertheless, online tests for detection and recognition on running videos have achieved lower than 96% average accuracy. In [2] logo detection techniques have been used to differentiate advertisements from TV programmes. This approach assumes that a logo exists if a region with stable contours can be found in the image. No temporal information is used and the method has not been tested on video material in a real time transmission, which has resulted in many false detection cases.

Contrasting the aforementioned methods, the paper presents a more effective method for automatic identification of the provider’s logo based on an original image sequence analysis. The automatic identification of the provider’s logo allows to block access to video programmes of the selected providers. It takes place regardless of the transmission time, IP address or the keywords used to find a required website.

The method has been tested on some transmitted video, achieving over 98.7% of correct identification.

The article consists of several parts. Section 2 contains a description of the logo detection algorithms based on spatial segmentation. It additionally presents the logo identification and its comparison with logo patterns. Section 3 concentrates on testing the presented method on chosen video streams and illustrating the results of its application. The article ends with Section 4, which includes main conclusions and presents plans for the further development of the above method.

II. ALGORITHM DESCRIPTION

The video streaming Internet TV programme is a set of ordered frames through time. These frames can include one or several superimposed logos. Usually, a logo is defined as
a small graphic or picture that appears behind the anchor person on the screen. Logo image areas show luminance variance values in narrower interval than other image areas, depending on the logo transparency. An important feature of a logo image is that the logo contours are stable, while the background varies during video broadcasting. Besides, during video broadcasting a logo can be present or absent, for instance during an interruption of the programme transmission. Logotypes are usually placed at any of the four corners of a frame. Therefore, four image corners should be considered as the regions of interest (ROIs). Moreover, their size is limited, since logos should not perturb video viewing (see Fig. 1). Furthermore, logo areas do not significantly change from frame to frame.

To extract contours of the logo regions of the monochromatic image $I^\prime$, the Sobel operator \cite{9} is applied. Due to this operation an image of the logo contours is created $I^\ast$. However, the extracted contours of the logo regions are often not salient because the result of the extraction depends considerably on the time variable background where logos appear. In order to achieve better quality of the contours, the adopted method averages the sequence of the logo contours $I^\ast$:

$$\overline{I} = \frac{1}{K} \sum_{k=1}^{K} I^\ast_k,$$

(1)

where $I^\ast_k$ is the logo contours image and $K$ – is the number of frames, $\overline{I}$ - the average image of the logo’s contours.

It seems clear that in the sequence (see eq. 1) the number of the processed frames $K$ depends mostly on the characteristics of the video stream.

Thus, a video with a dynamic sequence of frames needs fewer frames to generate stable logo contours than the one with a static sequence. Therefore, $K$ value should be chosen experimentally. It seems plausible that a large value $K$ can guarantee better detection for logos which are static for a long period of time. However, a wrong logo contour image is obtained if logo changes occur within the $K$ frames. In this case, the number of frames $K$ used for the logo extraction must be decreased.

In the next stage, a spatial segmentation of logo contours is conducted binarizing of $I^\ast$:

![Fig. 1 Example of the frames from broadcasting TV](image)

![Fig. 2 Images obtained in each stage of the algorithm for a real sequence through time: logo contour image, average logo contour image and binary logo image](image)
where \( B \) is the binary image of the logo contours and the threshold level \( P_1 \) which are arbitrarily determined from a histogram. An appropriate choice of the threshold level \( P_1 \) is the basis of a proper process of identifying the logo contours from the image. In order to calculate the required level, average histograms of the logo contours are determined \( \overline{I} \), which, due to different backgrounds, vary considerably (see fig. 3).

The optimum level \( P_1 \) is calculated by means of the Otsu [13] method according to formula 3.

\[
P_1 = \arg \max_p \left( \omega_0 \omega_1 (\mu_1 - \mu_0)^2 \right)
\]

where \( \omega_0 \) - constitutes a standardised quantity of the logo contours (a quotient of the number of points belonging to the contours and the number of the image points), \( \omega_1 \) is the standardised number of the background quality, \( \mu_0 \) and \( \mu_1 \) are the averaged qualities of the points brightness for the contours and background respectively, \( 0 \leq p \leq 255 \).

Fig. 4 presents example of an image and histogram before and after the application of the Otsu method.

Generally, there are cases when the analysed video stream does not comprise any logo, for instance, during commercial breaks. To recognise such a case the following procedure of logo histogram analysis is proposed. Examples of images without logo \( T \) and their respective histograms are presented in Fig. 5.

The next step includes calculating sums \( S_1 \) and \( S_2 \) how often grey scale values \( h(p) \) larger than \( 0.5h_{\text{max}} \) appear into the two ranges \( <0...P_1> \) and \( (P_1...255> \) respectively, where \( h_{\text{max}} \) indicates the maximum of a histogram. If \( S_1 \leq S_2 \), it may be inferred that the logo is not included in the image.

When images undergo the analysis process, two kinds of errors may take place. The first one concerns a situation when the logo is present but has not been identified by our algorithm. This happens when algorithm reads incomplete logo contours, i.e. when it identifies light contours in a light background. The case is illustrated by figure 6.

The other error connected with the logo identification may take place when the logo is not present and algorithm identifies static contours of an object as the logo, and subsequently adds the identified contours to the data base as a new pattern. Some examples concerning such situations are presented in figure 7.
Fig. 7. Examples of binary logo B contours identified inappropriately as potential candidates for new logos.

The above situations may take place due to the nature of the discussed problem. Proper recognition of such cases by our algorithm is, however, difficult.

To identify the logo, it is first of all necessary to define the logotype database as a set of the logo patterns representing different broadcast providers of the Internet TV programmes. Let \( B^z_r \), \( r = 1 \ldots R \), be the reference set of the \( R \) logo patterns. Each pattern \( B^z_r \) is obtained by the same procedure as the one described above, when the background is stable.

A good descriptor of the binary image \( B \) of the logo contours is the shape itself, but a long feature vector would be created. An important reduction of the feature vector size, without a great loss of accuracy, can be achieved if the \( x \)-axis and \( y \)-axis shape projections are used.

Let \( w_i = \sum_{j=1}^{m} B(i, j) \), \( i = 1 \ldots m \), and \( k_j = \sum_{i=1}^{n} B(i, j) \), \( j = 1 \ldots n \) mean \( x \)-axis and \( y \)-axis shape projections of a binary image \( B \) of the logo contours.

Then, a good metric to compare the feature vectors \([w, k]\) and \([w', k']\) of \( B \) and \( B^z_r \), respectively is the distance given by the following expression:

\[
\min_r \left( \sum_{i=1}^{n} |w'_i - w^z_{r, i}| + \sum_{j=1}^{m} |k'_j - k^z_{r, j}| \right), \quad r = 1 \ldots R 
\]  

(6)

Algorithm enables an automatic supplementation of the pattern data base. A candidate analysis of a new pattern is conducted according to the rank of correlative factors \( \tau \) Kendala [10] between the analysed image and patterns. The method enables qualifying if the logo included in the transmitted programme exists in the data base or whether it should be added as a potential candidate.

III. METHOD VERIFICATION

"StopPlay", a novel application shown in Figure 3, has been written in the C# language. The application analyses a video stream of the selected Internet television programmes in on-line regime. In order to verify the correctness of the algorithm in the process of the logo recognition, a set of six patterns of the logo \( B^z_r \), \( r = 1 \ldots 6 \) (see Fig. 8) of popular Internet television programmes was defined. The Internet addresses of Internet television programmes used in the tests include Inter Alia: http://www.itv.net.pl, http://www.ipla.pl.

The logo images of dimensions 60x50 pixels are automatically extracted from each frame in the video stream during the transmission of Internet television programme. The number of binary images needed to create an average contour image was set at \( K = 40 \).

As it is argued in Section 2, in order to rid the programme of disturbances and get clear contours of the logo in its background, qualities \( p_i \) cannot be taken arbitrarily. Fig. 9 presents examples of averaged contours of the logo and their respective binary images and histograms. The threshold levels \( p_i \) are chosen according to the Otsu method and depend on the levels of grey shades in the image.

The use of such values allows to achieve approximately 99% of correct identification in the logo detection procedure.

The only activity left for the user is to choose the names of the provider (providers), whose logo should be recognised from a particular set of programmes. Fig. 10 presents an analysis of the tested logos of the television programmes. The tests were conducted on an average of 20,000 video frames during approximately three hours’ time on the three available TV sites: ITV, EZO, IPLA. The algorithm was tested during the TV programme transmission as well as during commercial breaks. The obtained results show that the presented algorithm detects the logo with an accuracy of over 99%.

The lack of proper recognition of the logo is due to cases when the logo and the background are in the same colours, i.e. without visible logo’s contours, as well as cases when some permanent objects are present in the logo. When recording consecutive frames of video sequences these additional objects become regions identified in the algorithm as a logo.
This article presents our logotype recognition algorithm and its application in the television programme providers in the on-line regime.

The suggested method takes advantage of a multi-step segmentation of temporal and spacious logo, which enables detecting the image contours and eliminating the background objects from the on-line video images. A comparison of the achieved images of the logo with the patterns allows an automatic identification of the transmitted programme. The identification process takes into account situations when the logo is not present due to, for instance, an interruption of the transmission process.

It has been proved that the implemented algorithm is capable of detecting images of the logo with an accuracy of over 98.7%. The cases which are problematic are due to situations when the logo and background images are in the same colours and when permanent objects appear in the logo region. Under such circumstances the algorithm identifies the entire regions as logos. However, in contrast to many other object recognition algorithms, the proposed algorithm does not require preparation of any learning set or application of any advanced methods for image processing. This allows for its practical and easy use in the application of automatic identification of television programmes and minimises the potential negative effects of Internet television on children.

The future works will be focused on development of the proposed algorithm for cases when known logo is slightly modified by TV providers in mourning days.
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Abstract—Dependencies between interactive 3D content elements are typically more complex than dependencies between standard web pages as they may relate to different aspects of the content—spatial, temporal, structural, logical and behavioural. The Semantic Web approach helps in making data understandable and processable for both humans and computers by providing common concepts for describing web resources. However, semantic concepts may be also used to improve the process of designing content. In this paper, a new approach to semantic multi-layered design of interactive 3D content is presented. The proposed solution provides a semantic representation of 3D content in multiple layers reflecting diverse aspects of 3D content. The presented solution conforms to well-established 3D content and semantic description standards and—therefore—may facilitate creation, dissemination and reuse of 3D content in a variety of application domains on the web.
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I. INTRODUCTION

With widespread use of interactive 3D technologies has been recently enabled by increasing hardware performance, rapid growth in the network bandwidth as well as availability of cheap 3D accelerators and input-output devices. However, the potential of 3D technologies in everyday use may be fully exploited only if accompanied by easy-to-use methods of creating, searching and combining distributed interactive three-dimensional content.

Creating, searching and combining distributed interactive 3D content are much more complex and challenging tasks than in the case of typical web pages. Relationships between components of an interactive three-dimensional virtual scene may include, in addition to its basic meaning and presentation form, also spatial, temporal, structural, logical, and behavioural aspects. The Semantic Web approach makes the described data understandable for both humans and computers achieving a new quality in building web applications that can “understand” the meaning of particular components of content and services as well as their relationships.

Semantic Web standards may be applied to 3D content, leading to much better methods of creating, searching, reasoning, combining and presenting content. 3D content models based on commonly used semantic concepts may be independent of particular description methods and languages. The use of common concepts facilitates dissemination and reuse of individual components of the content that may be semantically assembled to create particular VR/AR presentations depending on the user location, preferences, device used, etc. Moreover, extending geometrical, structural, spatial, logical, and behavioural components with their semantic descriptions permits reasoning on complex semantically described 3D scenes that include these components.

Although a number of methods and languages for programming 3D presentations, and several solutions for creating semantic descriptions of 3D content have been proposed, they do not support layered design of interactive 3D presentations and do not enable semantic representation of components of 3D objects and scenes.

Layered design of 3D presentations provides a separation of concerns between particular semantic layers corresponding to different aspects of the presentation. It reduces the complexity and the number of connections between particular components of the content, facilitating their implementation and exchange, and simplifying the creation of the desirable final presentation.

The main contribution of this paper is an approach to semantic multi-layered representation of interactive 3D presentations. The proposed solution provides a complex representation of 3D content in multiple layers reflecting various aspects of the content—geometry, structure, appearance, scene, logic, and behaviour. The solution conforms to well-established 3D content and semantic description standards.

The remainder of this paper is structured as follows. Sections II and III provide an overview of the current state of the art in the domains of 3D content presentation and semantic description of web resources. Section IV introduces a novel semantic multi-layered model of 3D content. Section V discusses an implementation of the proposed approach. An example of the semantic design of 3D content is explained in Section VI. Finally, Section VII concludes the paper and indicates the possible directions of future research.

II. INTERACTIVE 3D PRESENTATIONS

A number of technologies (including languages, libraries, frameworks, and game engines) have been devised for creating interactive 3D content presentations, in particular built into web applications.

The Virtual Reality Modeling Language (VRML) [1] is an open, textual language devised by the Web3D Consortium for describing static and animated 3D content in a declarative way. A VRML scene is represented as a graph with nodes reflecting different aspects of the described 3D content—geometry, structure, appearance, space, logic, and behaviour.
VRML also supports linking external multimedia resources—images, audio and video. In addition to the use of specific behavioural VRML nodes, the logic and behaviour of the presented 3D objects may be described by embedded imperative ECMAScript code. Several implementations of VRML browsers are available, e.g., ParallelGraphics Cortona3D [2], Bitmanagement BS Contact [3], FreeWRL [4], and InstantReality [5].

The Extensible 3D (X3D) [6] is a successor to VRML, also designed by the Web3D Consortium. X3D introduces several functional extensions to VRML, such as Humanoid Animation, NURBS and CAD geometry. Furthermore, it supports additional XML-based and binary encoding formats as well as basic means for metadata description. Depending on the set of implemented features, different X3D profiles may be selected for the presentation of particular 3D content. Currently, X3D is implemented by a few browsers, e.g., BS Contact, FreeWRL and InstantReality. VRML and X3D enable standardized presentation of 3D content on the web, accessible with additional browser plug-ins. To enable seamless integration of X3D content with web pages, X3DOM [7] has been designed. It is an open source framework intended as a potential extension to HTML5. The content encoded with X3DOM can be presented without additional plug-ins by the majority of modern web browsers.

PDF3D [8] is another approach to 3D content presentation. It utilizes the U3D [9] file format for model representation and a proprietary JavaScript API for programming its behaviour. A PDF document with 3D content may be directly embedded in a web page, and presented with the Adobe Reader plug-in.

A number of libraries have been developed for creating 3D content presentations. Such libraries usually permit programming of the logic and behaviour of the content, while 3D objects in the scene are represented by external resources, which are encoded in, e.g., JSON, COLLADA, AWD, Wavefront OBJ or 3DS. Several libraries have been implemented on the basis of JavaScript and OpenGL to enable 3D presentations built into web pages—WebGL [10], GLGE [11], JебGL [12], Oak3D, [13], and O3D [14]. Other libraries (Papervision3D [15], Alterativa3D [16], Away3D [17] or Sandy 3D [18]) have been developed for the ActionScript—an object-oriented dialect of ECMAScript that is used for web applications compatible with the Adobe Flash Player. Web presentations of 3D content can also be built using Java applets implemented with JOGL [19] or Java3D [20] libraries.

Another group of solutions incorporates game engines, which allow for the development of complex 3D web applications enriched with additional aspects, such as physics, collision detection, artificial intelligence and networking. For instance, Unity [21] and Unreal [22] permit 3D presentations accessible with the Unity Web Player and the Adobe Flash Player.

III. SEMANTIC DESCRIPTIONS OF 3D CONTENT

In this section, the state of the art in the area of semantic description of web content is presented. In particular, basic techniques for describing the semantics of web resources, metadata and ontologies for 3D multimedia content as well as methods of semantic creation of 3D content are considered.

A. Foundations for the Semantic Web

The primary technique for describing data semantics on the web is the Resource Description Framework (RDF) [23]—a standard devised by the W3C. RDF introduces general rules for making statements about resources. Each statement is comprised of three elements: a subject (a resource described by the statement), a predicate (a property of the subject) and an object (the value of the property).

RDF introduces classes (as types of resources), containers and lists to provide basic concepts for semantic descriptions. However, these notions are often insufficient for describing the semantics of complex resources. The RDF Schema (RDFS) [24] and the Web Ontology Language (OWL) [25] are W3C standards based on RDF providing higher expressiveness for semantic descriptions of web resources, e.g., hierarchies of classes and properties, constraints, property restrictions as well as operations on sets. OWL defines a set of profiles, which differ in complexity and decidability. Semantic Web Rule Language (SWRL) [26] is an extension to OWL devised for describing semantic Horn-like rules. While RDF and RDF-based techniques permit the creation of ontologies and knowledge bases, SPARQL [27] is a language for querying RDF data sources.

RDF and RDF-based technologies have been intended as the basis of the Semantic Web. Hence, they are applicable to any type of web resources, but they do not address specific aspects of particular content types (especially 3D). That is why application-specific ontologies are required to describe content of various types on the web.

B. Metadata and Ontologies for 3D Content

To provide a common space for the classes and properties of resources on the web, several vocabularies, metadata schemas and ontologies have been proposed for various application domains and types of resources, in particular for 3D multimedia content. The Multimedia Content Description Interface (MPEG-7) [28] is an extensive standard that defines a set of tools for creating metadata—Descriptors, Description Schemes, the Description Definition Language and Coding Schemes. There is a wide range of target media types that may be described with MPEG-7—images, audio, video and 3D objects, including multimedia content in VR applications [29].

A few ontologies have been proposed for multimedia content. The Ontology for Media Resources [30] has been devised by the W3C on the basis of RDF, RDFS and OWL, as a common solution for describing multimedia published on the web. It provides an interoperable core vocabulary that is mapped to a set of metadata formats for media content (e.g., MPEG-7). The Core Ontology for Multimedia (COMM) [31], [32] is another solution designed for describing media content such as images, audio, video and 3D objects. COMM is based on MPEG-7, but it represents knowledge with open Semantic Web
solutions avoiding some interoperability problems that occur in MPEG-7, e.g., with semantically equivalent descriptors that are processed in different manners [32].

C. Semantic Creation of 3D Scenes

Several works have been devoted to the semantic creation of 3D content. In [33], an approach to creating interoperable RDF-based Semantic Virtual Environments, with system-independent and machine-readable abstract descriptions has been presented. In [34][35][36], a rule-based framework based on MPEG-7 has been proposed for the adaptation of 3D content, e.g., geometry and texture degradation or filtering of objects. The content can be described with different encoding formats (in particular X3D), and it is annotated with an indexing model. In [37], an integration of X3D and OWL using scene-independent ontologies and the concept of semantic zones are proposed to enable querying 3D scenes at different levels of semantic detail and they have been used to implement a tour through the Venetian Palace.

In [38], a method of structured design of VR content has been proposed. In [39][40][41], an approach to generating virtual words upon mappings of domain ontologies to particular 3D representation languages (e.g., X3D) has been considered. The following three content generation stages are distinguished: specification of a domain ontology, mapping of the domain ontology to a 3D description language, and generation of the final presentation. The solution stresses spatial relations (position and orientation) between objects in the scene.

Several works have been conducted on the modelling of behaviour of VR objects. In [42], the Beh-VR approach and the VR-BML language have been proposed for the dynamic creation of behaviour-rich interactive 3D content. The proposed solution aims at simplification of behaviour programming for non-professionals. Another method facilitating the modelling of content behaviour [43][44][45] provides a means for expressing primitive and complex behaviours as well as a set of temporal operators. Finally, a rule-based ontology framework for feature modelling, consistency check and feature modelling, has been explained in [46].

IV. SEMANTIC MODEL OF INTERACTIVE 3D CONTENT

Although several approaches have been devised for semantic modelling of 3D content, they lack solutions for semantic representation of 3D content. Layered design of 3D presentations provides a separation of concerns between particular layers corresponding to different aspects of the designed presentation, which are described in individual, specific manners. It reduces the complexity and the number of connections between components, which are incorporated in different layers, facilitating their implementation and exchange, and simplifying the creation of the desirable content. In addition, possible implementation profiles of a structured solution may cover only layers reflecting the required aspects of the context—geometry, structure, appearance, space, logic, or behaviour.

In this section, a novel approach to the semantic design of interactive 3D presentations is proposed. The presented solution is based on a multi-layered semantic representation of 3D content. The model complies with the Semantic Web approach, and it has several important advantages in comparison to the available solutions for modelling of 3D content. First, the components of semantically described content may be searched, explored and reused by applying well-established Semantic Web standards. Second, it allows for reasoning on the content, which further enables discovering knowledge that has not been explicitly encoded. Third, 3D content described by commonly used concepts is platform- and standard-independent, and it may be transformed to final presentations encoded in different languages, depending on particular requirements, e.g., the context of interaction, client device used, user preferences.

The proposed semantic model of 3D presentations is depicted in Fig. 1. It includes six layers corresponding to distinct aspects of 3D content and different stages of the development of 3D presentations—Geometry Layer, Structure Layer, Appearance Layer, Scene Layer, Logic Layer, and Behaviour Layer. The subsequent layers are partly dependent—all layers use only its own concepts and the concepts specified in the lower layers (gray arrows), i.e. a 3D presentation may fully utilize the components of a particular layer without referring to its higher layers. Like in OWL, the concepts defined are classes as well as data properties and object properties describing respectively the attributes and relations between class instances. The specification of the relations between class instances in the class definitions indicates optional and obligatory dependencies between components, which are specified during the modelling process while creating instances of these classes.

In the proposed approach, a 3D presentation may be created at an arbitrary layer and the development process includes the creation of components which are defined in the selected layer and its lower layers. For instance, design of a complex 3D scene with behaviour covers all of the layers of the presented model. However, presentations that consist only of lower layers are also possible, e.g., reusable structural 3D objects without appearance that are to be injected into different complex presentations can be created at layer 2.

Two types of classes are distinguished—abstract and concrete. With the presented solution, a developer designs a presentation by creating instances of the selected concrete classes. The properties in the presented model are specified as optional or obligatory with a given cardinality. A component in the resulting scene is assigned the properties of its class and the superclasses. Created objects may be described with desirable data properties and linked one to another with object properties.

The proposed semantic model has been designed with regards to concepts commonly used in well-established 3D content representation languages and libraries, such as X3D, Unity, etc. In the diagram presented in Fig. 1, several data properties which are typical for different 3D content representation standards as well as exact data types and ranges of
properties have been omitted as they are not crucial for the proposed idea. The presented model contains key concepts used in designing 3D presentations, but it may be extended with new classes and properties depending on the particular use.

The proposed model is semantically complete—no classes or properties are created or removed during the content presentation, only the values of properties may change. For instance, a moving object may be stopped by turning off its motion animation, but not by removing it.

The following sections describe the semantic design of 3D presentations with regards to the particular layers of the proposed model. The design starts with the description of basic shapes included in the created presentation (the Geometry Layer). Second, the basic objects are assigned spatial properties to be combined into arbitrary complex structural objects—complex shapes with spatial dependencies (the Structure Layer). Third, appearance properties are added to the complex structural objects to create visual components, which may be illuminated and enriched with environmental effects (the Appearance Layer). Next, the components with appearance are included in a scene with a viewpoint and navigation modes (the Scene Layer). Finally, logic and behaviour may be added to the scene and all its components (the Logic and Behaviour layers).

![Image of the semantic model of interactive 3D content]

**Fig. 1.** The semantic model of interactive 3D content

### A. Geometry Layer

The Geometry Layer is the base layer of the proposed semantic model and it includes concepts of basic 2D and 3D geometry shapes, which physically form the presentation. In the proposed model, this layer is aimed at the low-level manipulation of the geometry of scene components. The primary GeometricalComponent class is abstract, thus all shapes created are instances of its descendants. The classes of the Geometry Layer are relatively simple, in comparison to the classes defined in the other layers, as they are mainly determined by using data properties specific to 2D and 3D content. Since the components of this layer have no common point of spatial reference, their spatial properties (exact size, position and orientation) cannot be given. As this layer does not specify other aspects of 3D content (space, appearance, logic and behaviour), it allows only for modelling simple separated objects that do not combine into complex models and scenes. Hence, this is not sufficient for building practical 3D presentations. GeometricalComponents have limited expressiveness in 3D presentations, as they can only represent isolated integral objects, e.g., 3D models of sculptures or shapes of buildings.

### B. Structure Layer

The Structure Layer is the second layer of the model and it depends only on the Geometry Layer. While the GeometricalComponents describe basic shapes included in a scene, StructuralComponents enable creating logical and spatial combinations of them into complex objects. StructuralComponents may recursively include other StructuralComponents as well as Media (Images, Audio and Video) and Spatial components. SpatialComponents are Geometrical and Structural components with spatial properties (position, orientation and size) set relatively to the parent StructuralComponent.

Thanks to the specific meaning of the include inverse functional property, StructuralComponents may be considered as a whole while assigning some properties (sub-properties of the structurallyTransitive property) in higher layers, e.g., appearance or spatial properties are automatically set for all the subcomponents of a complex StructuralComponent when the property is set to it.

Although the components of this layer have no appearance and thereby they are not sufficient for practical 3D presentations, they describe its structure and are managed from within higher layers, e.g., when determining logic and behaviour.

### C. Appearance Layer

The Appearance Layer is aimed at adding appearance to Geometrical and Structural components that are defined in the previous layers. The primary AppearanceComponent may be either a single- or a two-sided object. Each side can be covered with textures (images or movies), or described by typical appearance properties (colour, transparency, etc.). The same appearance properties may be set for a whole StructuralComponent with all its subcomponents by specifying transitionMode—to ignore or respect the individual settings of subcomponents. In addition, AppearanceComponents may be illuminated...
by LightSources of several types and enriched with EnvironmentalEffects. At this layer, a 3D presentation consists of a set of logically structured components with appearance that have no logic and behaviour, e.g., static museum artefacts, furniture, buildings, etc.

D. Scene Layer

The primary class of the Scene Layer is the Scene that is an AppearanceComponent or a StructuralComponent. It has assigned a list of Viewpoints and a list of Navigation modes. A background and EnvironmentalEffects of the Scene may be specified at the lower Appearance Layer. The subcomponents of Scene are SceneComponents inheriting from either Spatial or Appearance components. Complex SpatialComponents may be presented with different LevelsOfDetail depending on the current distance between the object and the observer. Each LevelOfDetail indicates a set of AppearanceComponents that are the ingredients of a particular target object, to be visible, and a set of appearance properties to be disabled. At this layer, designing complex navigable 3D presentations (without logic and behaviour) is feasible, e.g., static virtual museum exhibitions, models of cities, etc.

E. Logic Layer

The Logic Layer is intended as a framework providing concepts for describing the logic of components that are defined in other layers. This layer does not introduce apparent effects to 3D presentations, as opposed to the previous layers. As the logic may be related to different aspects of the created 3D content, the Logic Layer links all of the previous layers. This layer has been designed according to the rule-based approach that enables both complex declarative descriptions and reasoning on the created 3D presentations. The primary entity of logic description is a Rule that may be either a Fact or an Implication (if a Condition—a conjunction—is satisfied then a Result is also satisfied). While Facts describe the ComponentStates of any object defined in any layer of the presented semantic model, Implications are mainly used for describing complex RuleSequences. In a RuleSequence, the result of an Implication is the Condition of its following Implication. Such a chain permits an ordered performance of consecutive steps, like in typical imperative programming. In turn, several independent sequences may create an Activity that is initiated when a common required alternative of Conditions is satisfied. A Condition may refer to Events (generated either by a user interaction, an object, the navigation, the system, or a change of a property value). Events are generated by Sensors (e.g., KeySensor or PointingSensor for user interactions, PickingSensor for object interactions, TimeSensor for system interactions). Events and Sensors, as well as the relations between them defined in the model are similar to the corresponding concepts widely-used in other technologies for describing 3D, thus they are not described in detail in Fig. 1.

F. Behaviour Layer

The Behaviour Layer provides concepts that introduce apparent behavioural effects to 3D presentations built upon the previous layers. Like the Logic Layer, the Behaviour Layer leverages all the lower layers, as the behaviour of a component may concern different aspects of 3D content. In particular, selected classes of the Logic Layer are especially important for defining behaviour. The primary BehaviouralComponent class extends the Geometrical, Structural, Appearance components, or Scenes with an arbitrary number of actions—Activities or Animations. Activities, which are conditionally dependent on Events, enable programming interactions. While Activities are entirely defined in the Logic Layer, Animations are behavioural objects with sets of input and output Parameters used to control modifiedProperties. Two types ofAnimations may be distinguished. RuleAnimations utilize Implications to bind input and output Parameters in a functional manner. InterpolatedAnimations specify sets of values of input and output Parameters. The changes of classification attributes are gradual. For numeric attributes with continuous domains, intermediate input and output values that are not specified explicitly, are calculated from their neighbouring values. At this layer, the created presentations may be dynamic 3D scenes with components including all the aspects of 3D content. The presentation may change in time due to interactions between objects in the scene, user interactions, system interactions, etc.

V. IMPLEMENTATION OF THE PROPOSED SEMANTIC MODEL

The proposed semantic model of interactive 3D content has been implemented as an ontology with well-established Semantic Web standards (RDF, RDFS, OWL, SWRL and SPARQL), using the Protege editor [47]. The implementation rules of the model are explained below.

A. Class Definitions

The classes of the model are described by the owl:Class type. Inheritance between classes is described by the rdfs:subClassOf property. In some cases, the subclasses of a class union have been defined, e.g., BehaviouralComponents may inherit either from Geometrical, Appearance, StructuralComponents, or Scenes; behavioural Actions may be either Activities or Animations.

B. Disjointness of Classes

In the presented model, the subclasses of a common superclass (surrounded by solid rectangles in the diagram) are mutually disjoint classes described with the owl:disjointWith property, e.g., 2D and 3D objects, media components, events.

C. Property Definitions

Data and object properties are reflected by the owl:DatatypeProperty and the owl:ObjectProperty, respectively. In some cases,
properties defined for a superclass need to be implemented individually for different subclasses, e.g., the size specifies two values (two dimensions) for 2D components, and three values (three dimensions) for 3D objects. Such dependencies have been encoded as hierarchies of properties using the rdfs:subPropertyOf.

D. Optionality and Cardinality of Properties

Some classes of the model may allow or require their instances to have selected properties specified with a particular cardinality, e.g., a SpatialComponent included in a StructuralComponent must be assigned a single position, a single orientation and a single size. Classes with such requirement have been indicated as subclasses or equivalent classes (owl:equivalentClass) of restricted subclasses (the owl:Restriction property). Optional unary, optional n-ary, obligatory unary, and obligatory n-ary properties of components are described, respectively, by the owl:maxQualifiedCardinality, owl:someValuesFrom, owl:qualifiedCardinality, and owl:minQualifiedCardinality properties set to 1. However, to check if the exact and maximal cardinality are satisfied, the closed world assumption should be made. This requirement can be met for 3D presentations designed strictly for the particular use, whose components come from limited or well-known sources.

E. Domains and Ranges of Properties

To unambiguously connect properties to the corresponding classes, domains and ranges have been determined for properties. In the vast majority of cases, domains and ranges enclose single classes, e.g., the sides of an AppearanceObject, the Viewpoint of a Scene. However, a few domains and ranges are unions of classes, e.g., a consistOf property may be indicated for an Activity, a RuleSequence or a Rule; an includes property can indicate a Geometrical or a StructuralComponent.

F. Structurally Transitive Properties

Structurally transitive properties influence not only the component they are specified for, but also the subcomponents it includes. Structurally transitive properties have been defined with SPARQL rules (Listing 1)—if a component has a property (line 2) that is a structurally transitive property (3), and the component has a subcomponent (4), then this subcomponent is also assigned the property with the same value (1).

In the presented semantic model, structurally transitive properties are related to appearance and spatial aspects of the content, e.g., colour, transparency, light sources (the parts of an illuminated object are also illuminated).

G. Logic Definitions

To enable complex descriptions of logic and reasoning on the content, components of the Logic Layer are implemented in SWRL. An Implication with a Condition and a Result is encoded as a ruleml:imp element containing a body (ruleml:_body) and a head (ruleml:_head). A RuleSequence is mapped to a list of ruleml:imp elements, in which the head of an implication is the body of the next one. Several independent sequences which are attainable by a common Condition (their initial rules have the same body) form an Activity.

VI. EXAMPLE LAYERED DESIGN OF A 3D ARTEFACT MODEL

In this section, an example of the use of the implemented semantic model is presented in the context of designing a 3D presentation of a virtual museum artefact, e.g., in development of educational games, creating commercial presentations, etc. The artefact is a complex static reusable 3D component that represents a bronze statue with a hat. The example focuses on modelling activities performed by a developer in the consecutive layers of the proposed model.

The design process is illustrated and based on an instance of the model (a knowledge base indicated by the museum prefix, Listing 2), which is compliant with the implemented model ontology (the sm prefix) and includes descriptions of the created objects, their properties and logic rules. The knowledge base is manually transformed to a concrete 3D scene. However, a tool for automatic transformation could be developed. In the presented example, the resulting 3D content description is encoded in X3D (Listing 3), however, other formats could be used as well.

Listing 1. A SPARQL rule spreading structurally transitive properties

```sparql
1 construct { ?subcomponent prop ?value. }
3 `prop rdfs:subPropertyOf STproperty.
4 ?component includes ?subcomponent. }
```

Fig. 2. The results of the consecutive stages of the example layered design of the 3D artefact: the geometry of the artefact (a), the hat element (b), the artefact as a structural component (c), the artefact as a component with appearance (d)
Fig. 2 depicts particular steps of the design process. During the first stage of the process, a Mesh3D geometrical object (Listing 2, line 17) is created by a scanner or a modelling tool (e.g., Blender or 3ds Max) to describe the shape of the body of the statue—its coordinates and coordinate indexes (2/20-21). The generated X3D code (3/18-19) leads to the view depicted in 2a. This is not a full 3D presentation due to the lack of properties describing the appearance—the created geometrical object is theoretically invisible.

In the second stage, a desirable Hat is found in another existing knowledge base and retrieved—e.g., by a SPARQL query with given conditions (Fig. 2b). In contrast to the body of the statue, the Hat is not limited only to geometry, but it has also structure, appearance, and spatial properties applied to its subcomponents (a brim and a decoration, Listing 2, lines 4,5). In the resulting X3D document the Hat is represented by a Transformation element with nested Shape elements (3/7-16).

Listing 2. An example of a semantically designed virtual 3D artefact

```
museum:Hat rdf:type owl:NamedIndividual ;
    rdf:type sm:ObjectSide ;
    sm:SceneComponent .
sm:Scene .
```

At the third stage, a structure is added to the designed model to represent its complexity. A new StructuralComponent BronzeStatue is created, and it includes both the Hat and the BronzeStatueBody (2/9-13). Since the Hat and the Body are parts of the Statue their positions, orientations and sizes need to be specified relatively to the parent BronzeStatue component (2/6-8,22-24). Then the subcomponents are inferred to be SpatialComponents (2/2,18), as they are defined as parts of a StructuralComponent. This structuralization leads to the X3D code (3/7-20), excluding an instruction describing the appearance of the statue body (3/17). At this stage of the design, the complex BronzeStatue may be illustrated as a complex component with spatial relations between its subcomponents (Fig. 2c).

At the next stage, appearance is specified for the whole BronzeStatue (2/14). The BronzeStatueSide (2/25-28) is a SolidSide component that defines a colour (2/27) used for the entire complex BronzeStatue overriding colours set for its subcomponents (2/28). The corresponding X3D diffuseColor attribute is set appropriately for both the StatueBody and the parts of the Hat (3/10,14,17). Since the appearance is specified for the whole statue (and not only for its Hat), it is inferred to be an AppearanceComponent (2/10), as it is a StructuralComponent with an ObjectSide assigned. The resulting X3D scene is depicted in Fig. 2d and Listing 3, lines 7-20—it is a reusable complex component with the appearance and the spatial relations between its subcomponents.

The last stage enforces activities performed in the Scene Layer and it extends the previous AppearanceComponent with a Viewpoint (2/29-32) and a descriptor of Navigation (2/33-36). With a Viewpoint and a Navigation mode specified, the BronzeStatue starts to be classified as a Scene (2/11), and its subcomponents—the Hat and the Body—as SceneComponents (2/3,19). The corresponding X3D description contains all the instructions in Listing 3, including lines 5,6.

Listing 3. The final representation of the virtual 3D artefact in X3D

```
Listing 3. The final representation of the virtual 3D artefact in X3D
```

VIII. CONCLUSIONS AND FUTURE WORKS

In this paper, a novel approach to the semantic multi-layered design of interactive 3D presentations has been proposed. The presented division of the structure of 3D content into several distinct semantic layers facilitates the content creation process at the level of 3D model representation. However, the considered model does not address 3D content creation at an arbitrary high level of semantic abstraction, in particular by the use of domain concepts and ontologies. In addition, the presentations created with the model require explicit specification of all the components and relationships between them, which need to be presented in the resulting scene. Methods of semantic modelling and composition of 3D content at an arbitrarily
high level of abstraction may be proposed to permit implicit conditional query-based assembly of complex 3D scenes. Other possible directions of future research incorporate several facets. First, although the presented approach is independent of any modelling tools, the use of semantic editors (e.g., Protege [47]) is highly recommended as it significantly facilitates working with the utilized Semantic Web standards. A specific development environment may be devised to support designing 3D presentations with regard to the consecutive layers of the presented model. Second, the implementation of the model should be evaluated and compared to other platforms in terms of the simplicity of 3D content creation. Furthermore, translators for selected target languages and technologies might be implemented, e.g., Java3D or Unity. To permit semantic exploration of 3D content in real-time, a persistent mapping between the primary semantic representations and the generated final scenes encoded in particular 3D content representation languages should be elaborated. Finally, the context of user-system interaction (e.g., user location, preferences, client device, etc.) can be semantically modelled to enable multi-platform 3D content presentations.
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I. INTRODUCTION

INTERACTIVE 3D technologies have enabled significant progress in the quality and functionality of human-computer interfaces. Widespread use of interactive 3D technologies, including virtual reality (VR) and augmented reality (AR), has been recently enabled by increasing hardware performance, availability of versatile input-output devices, as well as rapid growth in the available network bandwidth. However, the potential of 3D/VR/AR technologies in everyday applications can be fully exploited only if accompanied by the development of efficient and easy-to-use methods of creation, publication and sharing of interactive 3D multimedia content.

Building, searching and combining distributed three-dimensional interactive content are much more complex and challenging tasks than in the case of typical web pages. The relationships between components of an interactive three-dimensional virtual scene may include, in addition to its basic meaning and presentation form, also spatial, temporal, structural, logical, and behavioural aspects.

The aforementioned problems may be alleviated by describing 3D content with appropriate metadata and semantic properties. Research on the Semantic Web was initiated by T. Berners-Lee and the W3C (World-Wide Web Consortium) in 2001. This research aims at evolutionary development of the current web towards a distributed semantic database linking structured content and documents. Semantic description of web content makes it understandable for both humans and computers achieving a new quality in building web applications that can "understand" the meaning of particular components of content and services as well as their relationships, leading to much better methods of searching, reasoning, combining and presenting web content.

On the basis of Semantic Web recommendations such as the Resource Description Framework (RDF) [1], the RDF Schema [2] and the Web Ontology Language (OWL) [3], a number of vocabularies, schemas and ontologies have been devised for a variety of application domains, in particular for multimedia systems, e.g., the Multimedia Content Description Interface [4], the Ontology for Media Resources [5] and the Core Ontology for Multimedia [6]. Available approaches to creating semantic descriptions of media content introduce a number of common attributes convenient for the general type of web resources, e.g., identifier, title, description, contributor, etc. In addition, they provide specific classes and properties intended for images, audio and video, but not for complex 3D web components, which may be described by multiple specific properties such as interactivity, animations, illumination, levels of detail, etc. Such metadata properties may be useful for exploration and analysis of 3D content, in particular for multimedia retrieval and optimization of queries for 3D content by providing values of attributes that are relatively constant and whose calculation is time-consuming.

Microformats [7] and Microdata [8] are increasingly used approaches to creating built-in semantic descriptions of web content with schemas defined in common repositories on the web. Embedding metadata directly in web content has a few important advantages in comparison to approaches that decouple resources from their descriptions. First, with embedded metadata, resources are unambiguously and inextricably linked with their descriptions. Second, it enables more concise descriptions and faster and less complicated authoring and analysis of semantically described content. Furthermore, it facilitates combining the semantic descriptions of resources with descriptions of web pages that embed the resources. Finally, it permits storage of content in structurally simpler databases. However, although existing Microformats and Microdata enable basic semantic descriptions of several types of multimedia objects, such as images, audio and video, they do not provide support for describing 3D content.

The main contribution of this paper are new Microformat and Microdata schemas for creating semantic metadata of interactive 3D web components and 3D scenes. The proposed
schemata facilitate indexing and retrieval of 3D content that meets specific criteria. The schemata include a number of specific properties that may be useful for contextual 3D content presentation dependent on, e.g., hardware/software platform, user–system interaction paradigms, user preferences, etc. The schemata may be combined with Extensible 3D (X3D) [9]—a well-established 3D content description standard, but they are not limited to this language. Thanks to the use of standardized solutions, the proposed approach enables flexible description and widespread dissemination of 3D content for use in a variety of multimedia web systems, e.g., in cultural heritage, education, simulations, geospatial visualisations, etc.

The remainder of this paper is structured as follows. Section II provides an overview of the state of the art in the domain of semantic and metadata descriptions of web resources, in particular 3D web content. In Section III, new Microformat and Microdata schemata are proposed for creating built-in semantic metadata of interactive 3D web content. Section IV describes a possible application of the proposed schemata in a system for searching 3D models by their metadata properties. Finally, Section V concludes the paper and indicates the possible directions of future research.

II. SEMANTIC DESCRIPTIONS OF MULTIMEDIA WEB CONTENT

In this section, the state of the art in the field of semantic and metadata descriptions of multimedia web content is presented. In particular, metadata and ontologies as well as Microformats and Microdata for describing multimedia content are discussed. Next, methods of creating attribute-based embedded semantic and metadata descriptions of interactive 3D web content are considered.

A. Metadata and Ontologies for Multimedia Content

Several vocabularies, metadata schemas and ontologies have been proposed for describing multimedia content. DIG35 [10] defines metadata schemas for digital images. CableLabs [11] introduces vocabularies for both images and videos. The QuickTime File Format Specification [12] provides a schema for describing movie files. The Multimedia Content Description Interface (MPEG-7) [4] is a standard that defines a set of sophisticated tools for creating metadata—Descriptors, Description Schemes, the Description Definition Language and Coding Schemes. There is a wide range of target multimedia content that may be described with MPEG-7, including images, audio, video and 3D objects [13][14], however the standard is strongly focused on audio-visual data. The standards mentioned above typically include a number of generic properties (e.g., resource identifier, title, description, contributor, etc.), and a number of specific properties for describing images, audio and video, but not for complex interactive 3D web content.

A few ontologies have been proposed for multimedia content. The Ontology for Media Resources [5] has been devised by the W3C on the basis of the Resource Description Framework (RDF) [1], the RDF Schema [2] and the Web Ontology Language (OWL) [3] as a common solution for describing multimedia published on the web. It provides an interoperable core vocabulary that is mapped to a set of metadata formats for media content (e.g., DIG35, CableLabs and MPEG-7). A number of concepts defined in this ontology are common for web content of different types. There is a limited set of attributes typical for multimedia content, e.g., frameSize, compression, duration and samplingRate. This ontology lacks classes and properties typical for interactive 3D content, such as illumination, animations, navigation, levels of detail, etc.

The Core Ontology for Multimedia (COMM) [6][15] is another solution designed for describing media content. COMM is based on MPEG-7, but it represents knowledge with open Semantic Web solutions avoiding some interoperability problems that occur in MPEG-7, e.g., with semantically equivalent descriptors that are processed in different manners [15]. This ontology is convenient for describing images, audio and video, but it contains only a limited set of concepts suitable for interactive 3D web content.

Some other works are devoted to metadata for describing interactivity of 3D objects [16] and their interfaces [17]. Such descriptions may be used for finding 3D components by their properties [18]. In [19], metadata schemata for media objects have been proposed in the context of teaching architecture. The Metadata 3D Initiative [20] is a project in which a number of companies and research centres collaborate on the standardization of schemas for 3D (stereoscopic) content to make interoperable lenses, cameras, rigs, stereoscopic image processors, etc. In [21], the Multimedia Web Ontology Language, an extension to OWL, designed for creating ontologies and models for probabilistic reasoning in multimedia processing is presented.

B. Microformat and Microdata Schemas for Multimedia Content

Microformats [7] and Microdata [8] are solutions that are currently increasingly used for encoding semantic metadata of web content. In contrast to RDF-based approaches, which enable semantic descriptions with ontologies distributed across the web, Microformats and Microdata permit rapid creation of lightweight built-in semantic descriptions of content with schemas defined in common repositories on the web [7][22]. Such descriptions may be understandable for widely-used web search engines, such as Google, Yahoo and Bing. Currently, both Microformats and Microdata provide a variety of schemas for describing different types of web resources, in particular for multimedia content including images, audio and video.

The hMedia Microformat [23] is used for describing images, audio and video with a common set of properties. This schema is convenient for creation of general semantic descriptions that do not go into specific details with regard to individual media types. The hAudio [24] has been designed for describing audio content. There are no specific Microformats for describing images, video and 3D content.

In comparison to Microformats, Microdata provides a few more compound schemata, which form a hierarchical structure
with inheritance of properties. The root of this hierarchy is the `MediaObject` [25] schema, which defines a set of properties common for different types of media objects (like the `hMedia Microformat`)—images, audio and video. In addition, more extensive semantic and metadata descriptions of the particular media types may be created with descendant schemas of the `MediaObject—ImageObject` [26], `AudioObject` [27] and `VideoObject` [28]. Like the approaches mentioned above, Microdata does not provide schemas and properties sufficient for creating metadata and semantic descriptions of interactive 3D web content.

C. Attribute-based Embedded Metadata for 3D Web Content

In [29][30], a method of creating lightweight attribute-based semantic descriptions built into interactive 3D web content has been presented. The method enables metadata and semantic descriptions of both real objects and their virtual 3D counterparts by putting metadata into individual X3D metadata nodes. The resulting metadata and semantic descriptions of 3D web content are equivalent to Microformat and Microdata descriptions of typical web pages in terms of expressiveness. Moreover, such descriptions may use the same schemas, thus the method permits bidirectional transformation between descriptions that are built into web pages and descriptions embedded in 3D web content. Due to the use of the standard syntax and structure of X3D documents, the compatibility of the proposed approach with available 3D browsers is preserved.

The proposed approach is depicted in Fig. 1. The primary entity of the semantic description of 3D content is an X3D `MetadataSet` node. Since the method enables semantic descriptions of both real objects and their virtual 3D counterparts, both types of resources are referenced in the same manner—by their URIs. If a particular 3D component is to be described, it has to be assigned a URI in the X3D `DEF` attribute. The `name` attribute of the `MetadataSet` indicates a list of types of the described item, each of which may determine a set of semantic metadata properties. New item properties may be added to a `MetadataSet` independently of the schemas used. The optional `value` attribute specifies the URI (navigable or non-navigable) of the described object. The `reference` attribute of the `MetadataSet` contains a list of references to attributes that have been specified in other semantic descriptions and need to be shared with the primary one.

In addition to specifying the type and the URI of an item, the `MetadataSet` serves also as a container for item properties and relationships with other resources, which are reflected by nested typed metadata nodes (integer, float, double, string). The name and value of a property/relationship are given by the `name` and `value` attributes, respectively. The `reference` attribute is used to distinguish a property from a relationship. Metadata describing a property (e.g., data type) or a relationship may be contained in an additional metadata node of a desirable type, which is nested in the property/relationship typed element.

In [31], a novel method of harvesting embedded attribute-based semantic metadata descriptions from distributed X3D web content has been proposed. The presented solution is an XSLT-based equivalent to the GRDDL [32] approach (originally intended for typical web pages), which has been designed for selection and processing of semantic descriptions of complex 3D/VR/AR scenes and components distributed across the web. The selection is based on the actual format, type and structure of the components, which are determined by their syntax. Filtering of the metadata to be extracted is necessary for reducing large semantic descriptions of complex 3D/VR/AR content to excerpts relevant to a particular application. The harvesting of metadata is a preliminary stage of the semantic analysis of the content, and it may precede the following activities, such as loading the generated semantic descriptions into a database and querying the system for semantically described 3D components.

III. Metadata Schemas for 3D Content

The aforementioned approaches address different aspects of creating metadata and semantic descriptions of web content, but they do not provide metadata schemas convenient for describing interactive 3D web content. To enable semantic descriptions of interactive 3D web components and complex 3D scenes, new metadata schemas are proposed in this section. They are intended to facilitate indexing, exploration and analysis of 3D content, and searching for 3D components and scenes described with embedded metadata attributes. Furthermore, the schemas include a number of specific properties that may be useful for contextual 3D content presentation dependent on, e.g., hardware/software client platform, user–system interaction paradigms, user preferences.

First, a classification of semantic metadata properties of interactive 3D web content is introduced. Then, new Micro-
format and Microdata schemas are proposed for describing 3D content with metadata and semantics.

![Diagram](image)

**Fig. 2.** The classification of metadata properties of interactive 3D web content in terms of the target aspect of the described 3D content (a), the specification mode of the property (b), the complexity of the property (c), and the mutability of the property (d)

### A. Classification of Metadata Properties of Interactive 3D Web Content

The classification of metadata properties of interactive 3D web content is depicted in Fig. 2. The proposed classification is discussed in the four following aspects.

1) **Target aspect of the 3D content:** The metadata properties may be divided into different groups in terms of the described target aspect of the 3D content—logical (e.g., content description, presented object), spatial (e.g., dimensions, levels of detail), temporal (e.g., duration of an animation), behavioural (e.g., interactivity, animations) or structural (e.g., 3D subcomponents).

2) **Specification mode:** The metadata properties may be distinguished in terms of the mode of specification, which may be manual or automatic. The first group incorporates properties that cannot be derived from the described 3D content and must be specified manually, in particular, by the author of the 3D content, e.g., the URI of the prototype of the described 3D component, the description of the component, and the semantic roles of its sub-components. The second group includes properties that can be automatically derived from the described 3D content, e.g., dimensions, animations, interactions.

3) **Complexity:** Simple and aggregated properties may be distinguished. Simple properties may be automatically retrieved from the described 3D component without appealing to its sub-components, e.g., the background of the scene or navigation modes. The main advantage of extracting simple properties is a possibility to reference them in queries that are built with a query language.

In contrast to simple properties, aggregated metadata properties are set with regard to the sub-components of the described 3D content, as opposed to other media types that do not incorporate a complex hierarchy of nested objects. Aggregated properties are determined by recursive processing and analysis of the content, which may be difficult and time-consuming, e.g., determining the number of levels of detail, animation types, light sources for the described content and all its sub-components. The main advantage of using aggregated metadata properties is that the calculation of them is performed once, before the described 3D content is loaded into a system. The presented approach may be preferred for 3D content that is rarely modified, for which the calculated properties are valid for a relatively long time. In such cases, the presented approach accelerates queries sent to the system, which do not need to initiate time-consuming processing of the content.

Two types of aggregated automatically determined metadata properties may be distinguished—collective and relative properties. Collective properties are specified by the analysis of sub-components of the described 3D component and determining a single aggregated value or a list of aggregated values. The results are related to the described 3D content as a whole, e.g., the dimensions, mass or volume of the described component are calculated as the sums of the dimensions, masses and volumes of its particular sub-components.

Like collective properties, relative properties are determined with regard to the sub-components of the described component, but the value of a relative property always describes either a relationship between the described component and its particular sub-components, or a relationship between particular sub-components of the described component. Such properties are convenient for expressing relative physical quantities, e.g., collision detection, velocity, acceleration, angular velocity, angular acceleration that are determined only by relationships between particular objects. In contrast to collective properties, relative properties are not aggregated.

4) **Mutability:** Metadata properties may be categorized in terms of the mutability into immutable and mutable properties.

The first group comprises properties that do not change during the content presentation, e.g., the URI of the object presented by the described component or the names of additional packages required for correct content presentation. The second group contains properties that potentially can (but do not have to) change, e.g., dimensions, mass, illumination may change because of disappearing some sub-components, switching off some light sources, etc. In the presented approach, it is not assumed that mutable properties are up to date for the whole period of the 3D content presentation. Instead, an author of the described 3D content may arbitrarily select a condition or a point in time for which the property is specified. It is recommended to select a specific condition/point in time, e.g., the start or the end of an animation that modifies the described property, and to indicate the selected point by the metadata of this property.

### B. Metadata Properties of the Proposed Schemas

The list of metadata properties of the proposed Microformat3D and Microdata3D schemas are presented in Table 1. In the table, the aspect of 3D content (logical, spatial, temporal, behavioural and structural), the name and data types are provided together with the complexity, mutability and description for each property. In the Type column, the first data type is specified according to the proposed Microformat, the second one—to the proposed Microdata schema.
<table>
<thead>
<tr>
<th>Target aspect of the 3D content</th>
<th>Property</th>
<th>Type</th>
<th>Complexity</th>
<th>Mutability</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>logical</td>
<td>presentedObject</td>
<td>string</td>
<td>simple</td>
<td>immutable</td>
<td>A uniform identifier of the object (prototype) that is presented by the described 3D content. The presented object may be either real or virtual with a URI specified, e.g., as an HTTP address.</td>
</tr>
<tr>
<td></td>
<td>packages</td>
<td>string[]</td>
<td>collective</td>
<td>immutable</td>
<td>The list of the names or URIs of additional packages necessary for the presentation of the whole described 3D content including all its sub-components. It is specific to the particular 3D content description standard used. For instance, X3D content may require such additional packages as Geospatial, NURBS, Human Animation, Distributed Interactive Simulation or CAD.</td>
</tr>
<tr>
<td>spatial</td>
<td>dimensions</td>
<td>double[] / Float[]</td>
<td>collective</td>
<td>mutable</td>
<td>The width, height and length of the described 3D component including all its sub-components.</td>
</tr>
<tr>
<td></td>
<td>mass</td>
<td>double / float</td>
<td>collective</td>
<td>mutable</td>
<td>The mass of the described 3D component including all its sub-components.</td>
</tr>
<tr>
<td></td>
<td>volume</td>
<td>double / float</td>
<td>collective</td>
<td>mutable</td>
<td>The volume of the described 3D component including all its sub-components.</td>
</tr>
<tr>
<td></td>
<td>background</td>
<td>string</td>
<td>simple</td>
<td>mutable</td>
<td>The height/value of the color or a URI of the image that is used as the background of the described 3D scene.</td>
</tr>
<tr>
<td></td>
<td>illumination</td>
<td>(string, long[])</td>
<td>collective</td>
<td>mutable</td>
<td>The list of types and numbers of light sources of the particular type, which are used in the scene and its sub-components. The light types may be, e.g., point, spot, directional, area, model, ambient.</td>
</tr>
<tr>
<td></td>
<td>levelsOfDetail</td>
<td>(long, double/float[])</td>
<td>collective</td>
<td>mutable</td>
<td>The list of the levels of detail used for the described 3D scene. Each level is specified by the number of polygons and a range. If multiple sub-components are combined within the described complex 3D scene, this parameter should be a combination of the levels of detail with regard to these sub-components.</td>
</tr>
<tr>
<td>temporal and behavioural</td>
<td>collisions</td>
<td>string[]</td>
<td>relative</td>
<td>mutable</td>
<td>The list of the sets of URIs of 3D sub-components of the described 3D scene, for which collision detection is enabled.</td>
</tr>
<tr>
<td></td>
<td>interactivity</td>
<td>string[]</td>
<td>collective</td>
<td>mutable</td>
<td>The list of user interactions allowed for the described 3D component and its sub-components, e.g., selection, manipulation, navigation, system control, symbolic input, etc.</td>
</tr>
<tr>
<td></td>
<td>navigation</td>
<td>string</td>
<td>simple</td>
<td>mutable</td>
<td>The list of navigation modes allowed for the described 3D scene, e.g., fly, walk, examine, lookat, slide, rotate, pan, game, jump, none.</td>
</tr>
<tr>
<td></td>
<td>animations</td>
<td>string[]</td>
<td>collective</td>
<td>mutable</td>
<td>The list of animation types used in the described 3D scene and its sub-components, e.g., position, orientation, scale, structure, shape, appearance, etc. For complex 3D scenes, the list should include animations in relationships between particular sub-components of the scene as well as between the entire scene and its sub-components, e.g., position, animation.</td>
</tr>
<tr>
<td>structural</td>
<td>imageComponents</td>
<td>(string, string[])</td>
<td>collective</td>
<td>immutable</td>
<td>The list of image components (textures) that are linked to the described component and its sub-components, with their URIs and semantic roles in the described 3D content, e.g., a texture of a dish, a sculpture, an exhibit, etc.</td>
</tr>
<tr>
<td></td>
<td>audioComponents</td>
<td>(string, string[])</td>
<td>collective</td>
<td>immutable</td>
<td>The list of audio components that are linked to the described component and its sub-components, with their URIs and semantic roles in the described 3D content, e.g., a background sound, a piano sound, etc.</td>
</tr>
<tr>
<td></td>
<td>videoComponents</td>
<td>(string, string[])</td>
<td>collective</td>
<td>immutable</td>
<td>The list of video components that are linked to the described component and its sub-components, with their URIs and semantic roles in the described 3D content, e.g., a projection, a movie, etc.</td>
</tr>
<tr>
<td></td>
<td>3DComponents</td>
<td>(string, string[])</td>
<td>collective with relative properties</td>
<td>immutable</td>
<td>The list of 3D sub-components with their URIs and semantic roles in the described 3D component, e.g., artefact, exhibition stand, wall, floor, furniture, etc.</td>
</tr>
</tbody>
</table>

Table 1. Semantic metadata properties of the proposed Microformat3D and Microdata3D schemas

The proposed Microformat and Microdata schemas are partially based on metadata properties devised in previous research works, e.g., the ARCO (Augmented Representation of Cultural Objects) 3D virtual museum system [33][34]. The presented list focuses only on properties specific for interactive 3D web content, and it is common for the new proposed Microformat and Microdata schemas. The schemas make use of the aforementioned Microformats and Microdata for media resources (hMedia, hAudio, MediaObject, ImageObject, AudioObject, and VideoObject) extending them with new metadata properties for 3D content. Attributes common for different media types have been omitted in the list, as they are inherited from the parent schemas. The inherited properties (not listed in Table 1) are mainly immutable and manually specified (e.g., title, contributor, description) or they are simple attributes, determined automatically without processing of their sub-components (e.g., encodingFormat, uploadDate). In Table 1, only the presentedObject must be specified manually, e.g., by a content creator. Other properties may be automatically determined—usually as aggregations of values from sub-components.

Microformats and Microdata introduce several equivalent metadata schemas, e.g., the hAudio and hMedia Microformats have as counterparts the AudioObject and the MediaObject in Microdata. Although these schemas usually contain common sets of properties, their numbers and types of attributes are frequently different, e.g., the contributor attribute indicates a hcard in Microformats and a Person or an Organization in Microdata. Hence, although the new proposed Microformat3D and Microdata3D schemas have the same properties specific for describing 3D content, they differ in the numbers and
types of properties that are inherited from their parent standard-specific schemas.

The proposed schemas do not impose the use of any particular units for individual metadata properties, but it is recommended to conform to the quantities and units specified in the described 3D content, e.g., metres and kilometers may be used for specifying the dimensions and the mass of the described object. Like any metadata describing a particular semantic property, unit descriptions may be nested into the descriptions of the relevant properties.

Although, overall, it is recommended to embed descriptions directly in the described 3D content, this is not required. The proposed Microformat3D and Microdata3D schemas are intended to be used directly within 3D content descriptions (in particular in X3D documents), but they may be also used in other types of documents, e.g., web pages embedding the 3D content. Hence, the name of the new Microformat does not start with a letter indicating a particular standard of the parent document—as opposed to the hMedia and hAudio Microformats that have been originally designed for HTML web pages.

IV. SEARCHING 3D CONTENT BY SEMANTIC METADATA PROPERTIES

This section explains the architecture of a planned system enabling 3D content retrieval using attribute-based built-in descriptions. The system leverages the proposed Microformat3D and Microdata3D schemas. First, the client–system interaction is discussed, second, an illustrative example is considered.

A. Client–system Interaction

The interaction between a client (a web browser) and the system is discussed in the two following aspects—loading 3D content into the system and querying the system for 3D content.

1) Loading 3D content into the system: Loading 3D content into the system (Fig. 3a) is performed by the Web Client. Any browser can be used as the client, not imposing any specific and difficult to meet software requirements for the client side. A user sends 3D content with a built-in semantic description to the 3D Loader web service via a web page with a file input component. The 3D Loader sends the 3D content with its embedded metadata to the GRDDL Agent that extracts the metadata and creates a separate RDF document according to the rules presented in [31]. The document contains a semantic description equivalent to the built-in description. No changes are introduced to the primary X3D document. Finally, both the X3D document with built-in metadata and the generated RDF document are stored in the Database.

2) Querying the system for 3D content: Fig. 3b presents the consecutive steps performed every time 3D content is requested the system. First, a user utilizes a Web Client to build a query that specifies desirable metadata properties of the content. The query is embedded in an HTTP request and sent to the Query Handler web service. The Proxy is a Java application that mediates in the communication and extends the request with a context description of the client–system interaction that may specify, e.g., the client device and the software platform, user preferences and location, interaction paradigm, etc. Next, the Query Handler web service translates the extended query into a SPARQL [35] statement which is delivered to a SPARQL Query Engine. The engine retrieves desirable 3D components from the Database. The components are sent back to the Query Handler that invokes a Web Page Builder to create a representative web page. Finally, the web page is delivered to the Web Client.

![Diagram of 3D content loading and querying](image)

Listing 1. X3D content described with the proposed Microformat3D

```xml
<Shape name="Sculpture"/>
<IndexedFaceSet>
    <!shape aux="Sculpture"/>
    <IndexedFaceSet>
        <!shape aux="Sculpture"/>
        </IndexedFaceSet>
    </IndexedFaceSet>
</Shape>
```

B. Illustrative Example

Below, two examples of the client–system interaction are presented with regard to the steps described in the previous subsection. In the examples below, 3D content is described...
with the proposed Microformat, but an equivalent description could be created as well using the Microdata schema.

1) Loading 3D content into the system: Example X3D content that presents a 3D model of a sculpture is presented in Listing 1. The X3D head and several other elements reflecting the geometry and appearance have been omitted as they are not crucial for this example. The method of embedding semantic descriptions into 3D content has been explained in detail in [29][30]. In the presented example, the metadata properties have been specified manually while creating 3D components. However, it is desirable to develop an additional tool automatically calculating and embedding the properties into 3D content.

The 3D content is described with the Microformat3D (line 3) with multiple properties inherited from the hMedia (fn-4, enclosure-5, description-6), logical (presentedObject-7), spatial (dimensions-8, collisions-11, illumination-12), temporal and behavioural (interactivity-13, navigation-14) as well as structural (3DComponents 15-19). Next, the 3D content is sent to the 3D Loader web service and stored in the Database, which is implemented using Oracle XML DB [36].

Listing 2. Example conditions sent to the system by a user (a), and the SPARQL query including contextual requirements inserted by the Proxy (b)
a) ?component description "description"
   FILTER regex(?description, "artefact")
   ?component material "material"
   FILTER regex(?material, "wood")
   ?component illumination "point"
   ?component animations "position"
   b) select ?URI where {
   ?component enclosure ?URI.
   ?component interaction "manipulation"
   ?component navigation "walk"
   ?component levelsOfDetail ?lod.
   FILTER (?polygons >= 100 000).
   { select count ?lod as ?n where
     { ?component levelsOfDetail ?lod. } }
   FILTER (?n > 3) }

2) Querying the system for 3D content: Querying the system for 3D content starts with specifying conditions using the Web Client (e.g., a web page). The Web Client builds a SPARQL query, which is encoded with the SPARQL Protocol for RDF [37], built into HTTP address and sent to the Query Handler web service. In the presented example, a user specifies semantic properties of the desirable objects by requiring 3D models of artefacts made of wood. In addition, the following metadata properties of the 3D objects are specified—the artefacts should be illuminated by point light sources and their positions should be animated (Listing 2a). The Proxy inserts additional contextual requirements into the request that specify 3D components suitable for desktop devices equipped with a keyboard and a high-resolution screen—with the manipulation interaction, the walk navigation mode enabled, having at least 100K polygons and at least 3 levelsOfDetail (Listing 2b). The Query Handler conveys the extended query to the SPARQL Query Engine (implemented with Apache Jena [38]). Next, 3D components that satisfy the given conditions are retrieved from the Database and provided to the Query Handler. Finally, the Web Page Builder creates a web page (Fig. 4), inserting the found 3D components into a web page template. The resulting document is delivered to the Web Client.

Fig. 4. An example web page with the requested 3D components

V. CONCLUSIONS AND FUTURE WORKS

In this paper, Microformat3D and Microdata3D schemas have been proposed for describing interactive 3D web content. Although a number of schemas and ontologies have been designed for describing the metadata and semantics of multimedia content on the web, they have been intended mostly for images, audio and video and not for interactive 3D content. The lack of commonly accepted schemas for describing the metadata and semantics of 3D resources is one of the important obstacles to widespread creation, dissemination and reuse of interactive 3D web content.

The proposed Microformat3D and Microdata3D schemas allow for metadata and semantic descriptions of interactive 3D web components and 3D scenes. The proposed schemas make use of the available Microformats and Microdata schemas for flexible semantic descriptions, and they may be combined with X3D, which is the leading standard for describing 3D content on the web. The compatibility with well-established web approaches enables the use of the presented schemas for describing, retrieving and exploring (finding, classifying, clustering, cataloguing, etc.) interactive 3D content in a variety of multimedia web systems, using a number of available tools (editors, validators, parsers, transformers, etc.), with minimal additional effort. The presented approach may be used for query optimization in applications with context-based user–system interaction.

The proposed approach stresses the compatibility of the created descriptions with the current syntax and structure of X3D documents and available X3D browsers. To provide the conformance of the presented solution to popular web search engines, the proposed schemas need to be encoded using the original Microformat and Microdata syntax, which has been intended for web pages and which is not compatible with 3D content standards. Therefore, the metadata should be inserted into web pages embedding the described 3D content.

We plan implementation of the proposed approach as an extension to the ARCO virtual museum system. Such extension
will allow for creating built-in metadata and semantic descriptions of virtual museum exhibitions, and will enable evaluation of the schemas in terms of the achieved optimization of queries to digital repositories of 3D exhibits.

Possible directions of future research incorporate several facets. First, the paper describes only an initial set of properties that may be used for describing 3D content. Based on practical experiences from implementation of systems using this kind of descriptions, the presented schemas may be further extended to include more specific properties describing 3D content. Also, possible values of the properties together with the preferred syntax should be specified. Second, the presented metadata model may be implemented using powerful RDF and RDF-based technologies such as OWL and RDFS. This will permit sophisticated exploration of semantically described content, including querying data sources and reasoning. Third, a tool for automatic computation of the proposed metadata properties should be developed and used for new 3D components loaded into the system. Next, the contextual rules managed by the Proxy might be described with Semantic Web standards to be accessible and processable with widely-used semantic tools. Finally, an evaluation of the system should be performed to assess the benefits from the query optimization provided by the proposed metadata schemas.
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Abstract—This paper explores inexperienced user performance through a usability testing of three alternative prototypes of a mobile tablet application. One key factor in inexperienced users adopting mobile technology is the ease of use of mobile devices. The interface layout one of the three prototypes was built on the basis of previous research conducted in collaboration with users. More specifically, our study involves five navigation tasks which novice users were required to complete with each of the three prototypes. Our results showed that participants displayed better task performance with the prototype F1, which was created in collaboration with participants, in contrast to prototypes F2 and F3, which both caused navigation problems.

I. INTRODUCTION

The rapid growth of mobile tablet technologies has lead to exponential growth in numbers of novice users, that is, in ordinary people who lack skills in computer science and who are drawn from a wide range of backgrounds. According to Hassenzahl [1], there is no guarantee that users will actually perceive and appreciate the product in the way designers desire it to be perceived and appreciated. For example, a product with a specific screen layout intended to be clear and simple will not necessarily be perceived as such. Despite the best efforts on the part of designers, new technologies often fail to meet basic human needs and desires [2]. The difficulties concerned in designing an interface that will deal effectively with individual preferences and experience, while minimizing frustration on the part of the user, transfer errors and learning effort, is widely recognized as a persistent problem of Human Computer Interaction [3]. Making things more usable and accessible is part of the larger discipline of user-centered design (UCD), which includes a number of methods and techniques [4]. Usability testing is a method used to evaluate a product by testing it on representative users. Greenberg and Buxton point out that “Usability evaluation is valuable for many situations, as it often helps validate both research ideas and products at varying stages in its lifecycle” [5].

Prototyping is an essential part of usability testing, as it confirms whether users can effectively complete tasks by means of the prototypes that are being tested and allows us to deal with various types of problems. Furthermore, prototypes can also be useful in dealing with the more subjective aspects of an interface. A previous study by the present authors has shown that inexperienced users structure content information in a mobile tablet application differently from experienced users, when the former interact with mobile devices [6]. Carroll argues that an effective way of dealing with system complexity for the novice user is to provide a functionally simple system [7]. In order to create more affordable mobile interactive artifacts for inexperienced users, we have focused on the interface design of a mobile tablet application and tested it on real users. The goal of this study is to investigate the effect of different interfaces in usability testing with regard to inexperienced user performance and the perceived usability of a tablet mobile application. To present the results of our study, we start our paper with a review of the literature, which establishes the theoretical background for our study. We then describe the research methodology employed. We analyse the data and give our results, which we discuss, before offering some conclusions.

II. BACKGROUND

A. Prototyping

Prototyping is an essential procedure that structures design innovation. The translation of user needs into a system specification was facilitated in our study by iteratively refined prototypes validated by users. Beaudouin-Lafon and Mackay define any prototype as a concrete representation of part or all of an interactive system [8]. A prototype is, in their view, a tangible artifact, rather than an abstract description that requires interpretation. In Moggridge’s, view a prototype is a representation of a design made before the final solution exists [9]. By offering different prototypes of a mobile application to users and requesting feedback, we can be sure that we are designing for those who will actually use our designs. Prototyping serves various purposes in a human-centered design process. With a view to improving this process, we developed, as a continuation of two previous studies of card sorting and creative session, three interactive prototypes in order to explore more intuitive navigation methods for inexperienced users who are to interact with
mobile tablet devices. Our decision to construct three, rather than one prototype, rests on work by Tohidi et al. and Dow et al., who argue that multiple prototypes are more helpful than merely one in aiding users to formulate negative or positive comments [10],[11]. Moreover, we were able to verify whether or not the prototype that we created on the basis of user requirements has responded effectively to these. Houde & Hill classify the ways in which the prototypes can be of value to designers [12]. Prototypes, in their view, include any representational design idea, regardless of the medium involved. Their model defines three types of issues that a prototype may affect, namely, the role of a product in the context in which it is used, the look and feel of the product and its technical implementation. Floyd, in an earlier laboratory prototyping of complex software systems, describes two primary objectives of prototypes, namely, 1) to act as a vehicle for learning and 2) to enhance communication between designers and users, as developer introspection of user needs often leads to inadequate products [13]. Buchenou & Suri note that the prototypes perform an additional function. They strengthen empathy, “an original experience every kind of representation, in any medium, that is designed to understand, to explore or communicate what you could work with the product, space or system design”[14]. Lim et al., stress the role of prototypes as a vehicle for learning, “prototypes are the means by which designers organically and evolutionary learn, discover, generate, and refine designs” [15].

B. Usability testing

The term “usability” is frequently employed in the field of human-computer interaction (HCI). Nielsen describes usability as an issue related to the broader issue of acceptability [16]. In his view, “Usability is a quality attribute that assesses how easy user interfaces are to use”. Usability is a significant part of the user experience and therefore of user satisfaction. A formal definition of usability is given in the ISO standard 9241–11 : “...the extent to which a product can be used by specified users to achieve specified goals with effectiveness, efficiency and satisfaction, in a specified context of use”. Effectiveness is defined as the accuracy and completeness with which users achieve specified goals and efficiency as the resources expended in relation to the accuracy and completeness with which users achieve goals. Satisfaction is defined as the freedom from discomfort, and positive attitude to the use of the product, whilst the context of use is defined as users, tasks, equipment and the physical and social environments in which a product is used [17].

Usability testing is a method employed in user-centered design to evaluate product design by testing it on representative users. Such users thus yield quantitative and qualitative data in that they are real users performing real tasks. Usability testing requires an artifact that is fairly complete and rationally designed, which means that the appropriate place for usability testing is at a stage quite late in the design cycle [18].

Dumas & Redish argue that usability testing is a “systematic way of observing actual users trying out a product and collecting information about the specific ways in which the product is easy or difficult for them” [19]. They also recommend that usability test possess the following five features:

1. The primary goal is to improve the usability of a product. For each test, you also have more specific goals and concerns that you articulate when planning the test.
2. The participants represent real users.
3. The participants do real tasks.
4. You observe and record what participants do and say.
5. You analyze the data, diagnose the real problems, and recommend changes to fix those problems.

III. RESEARCH METHODOLOGY

To examine how novice users conceptualize a mobile tablet application, we created a user test involving three prototypes of a mobile tablet application themed around the topic of ‘first aid’ (Fig.1).

All three interfaces had the same look and feel, in order to standardize the visual appeal and the emotional impact made by the various alternative versions employed in the test. These versions vary in terms of conceptual models and menu navigation, one of them F1 having been created on the basis of the participant collaboration in previous studies by the present authors [6], [20].

A. Participants

The literature gives no clear optimum number of participants to be employed in usability testing.

Nielsen [21] argues that five participants will discover 80% of the problems in a system. In any case, a small amount of users, that is, generally fewer than 10 subjects, is sufficient for any formative evaluation of usability [22]. On the other hand, Spool and Schroeder [23] state that five
users identified only about 35% of the problems in a website. The research by Turner et al. implies that a group size of seven may be optimal, even when the study is fairly complex [24].

According to Sauro & Lewis “the most important thing in user research, whether the data are qualitative or quantitative, is that the sample of users you measure represents the population about which you intend to make statements” [25]. Our session was designed specifically to include a pool representative of potential users of the mobile application being tested. Twelve participants (N=12) ranged from 18 to 79 (mean age = 41.6, SD = 20.9, years), seven of whom were men and five women, all of whom had participated in one or more previous studies. All participants were novices in terms of computing. They had no visual or cognitive impairment and their education was of at least high school level. Given the evidence from our previous studies, the number of people in this experiment was sufficient to provide satisfactory evidence and depth for us to study. The age and gender of the participants is shown in Table I.

### Table I. Age, Gender and number of participants.

<table>
<thead>
<tr>
<th>ID</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
<th>P6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>50</td>
<td>38</td>
<td>26</td>
<td>27</td>
<td>57</td>
<td>79</td>
</tr>
<tr>
<td>Gender</td>
<td>M</td>
<td>F</td>
<td>M</td>
<td>F</td>
<td>M</td>
<td>M</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ID</th>
<th>P7</th>
<th>P8</th>
<th>P9</th>
<th>P10</th>
<th>P11</th>
<th>P12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>52</td>
<td>31</td>
<td>18</td>
<td>45</td>
<td>65</td>
<td>67</td>
</tr>
<tr>
<td>gender</td>
<td>M</td>
<td>M</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>M</td>
</tr>
</tbody>
</table>

B. Material

Usability testing was performed on a Dell Inspiron Duo, 10.1 tablet computer with a touch screen. A Panasonic HDC-SD40 digital camera was used to create a complete record of all user interactions with the interface. Furthermore, Camtasia Studio software was used to record a video of the movements made by the user on the interface during the test. Camtasia studio software captures the action and the sound from any part of the desktop. Digital tape recorder was also used.

C. The three prototypes

To reproduce a realistic software environment, for a period of three months, three prototypes were developed in Adobe Flash and we used them as a tool for recording user behavior during interaction. Prototypes help designers to balance and resolve problems that occur in different dimensions of design. Each prototype allowed the user to interact with mobile application and to carry out some tasks.

**Interface F1**

The first screen of the interface consists of icons that offer easy accessibility to the topic. We settled on this layout after a participatory session with users involved in our previous study [6]. There we concluded that users preferred icons for main menu selection, rather than a representation of options in words arranged hierarchically.

**Interface F2**

The colors remain the same in prototype F2, but the main menu has been moved to the left of the screen and now employs words, instead of icons. The options are the same in number as in the prototype F1. The subcategories are now placed in the middle of the screen. The aim of this layout was to explore whether a larger amount of text helps or hinders the inexperienced user to interact with a mobile application.

**Interface F3**

Prototype F3 is identical in basic design to prototype F2, except for a horizontal bar at the top of the screen, which enables the user to select subcategories. This layout resembles that of a website. The aim of this arrangement, which simulates the web environment, was to test the familiarity of users with little experience of surfing.

D. User Tasks

For the usability test, the participants were required to complete the five tasks given in Table II. The tasks were chosen as being representative and covered as many as possible of the features of the application.

### Table II. Participants Tasks

<table>
<thead>
<tr>
<th>Task</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 1</td>
<td>Turn on the mobile tablet device and select the icon “first aid”.</td>
</tr>
<tr>
<td>Task 2</td>
<td>Find the information on Cardiopulmonary resuscitation (CPR.)</td>
</tr>
<tr>
<td>Task 3</td>
<td>Enlarge the image in order to see details.</td>
</tr>
<tr>
<td>Task 4</td>
<td>Select information on heart attacks.</td>
</tr>
<tr>
<td>Task 5</td>
<td>Find the information on symptoms of broken bones. Turn off the mobile device</td>
</tr>
</tbody>
</table>
E. User Performance

User performance was recorded in terms of the effectiveness, efficiency and ease of use of prototypes. In order to evaluate task effectiveness, we measured the percentage of tasks successfully completed within the set time limit. Task completion time refers to the time needed to accomplish the task. To evaluate efficiency, we recorded the time needed to process a task. To measure user satisfaction, we asked users to complete a post-test questionnaire.

F. Post-test Questionnaire

The main aim of administering written questionnaire after the test (post-test questionnaire) is to record participants’ preference, in order to identify potential problems with the product. Information collected usually includes opinions and feelings regarding any difficulties encountered in using the product. Our questionnaire was based on System Usability Scale (SUS) developed by Brooke [26], since this is the most precise type of questionnaire for a small number of participants, as is shown by Tullis and Stetson’s study [27]. SUS employs a “quick and dirty” approach in evaluating the overall subjective usability of a system (Appendix A). While SUS was originally intended to be used for measuring perceived usability, i.e. measuring a single dimension, recent research shows that this provides an overall measure of satisfaction of the system [27],[28],[29]. In addition to these advantages over other systems, the SUS is a powerful and multifunctional instrument [30].

G. Test protocol

Participation in the study lasted approximately one hour and 20 minutes and was conducted in an isolated room in our department. It consisted of the series of tasks that we mention above. All participants were tested individually.

After being welcomed by the experimenter, participants were told that they were to take part in a usability test and were to work with a prototype of a mobile tablet application. All participants gave their permission to be recorded on video. Subsequently participants completed the five tasks. The process of user testing is illustrated in Fig. 5. To minimize the potential for learning bias, the presentation order of the prototypes was counterbalanced.

IV. RESULTS AND DISCUSSION

The main factors to be examined when testing usability are effectiveness, efficiency and user satisfaction. Effectiveness refers to how “well” a system does what it is supposed to do. In order to evaluate task effectiveness, we measured the percentage of steps successfully solved within the time limit (7min). Efficiency refers to how quickly a system supports the user in what he wants to do. To evaluate efficiency, we recorded the time needed to process the task. Satisfaction refers to the subjective view of the system on the part of the user [4]. Qualitative and quantitative data were collected from each participant. Qualitative data included the participants’ verbal protocol as recorded in videotapes.

Problems of usability were identified and categorized. We also collected comments on the prototypes and preference data and evaluations in the form of the SUS data questionnaire completed by the users after the test. Any user action that did not lead to the successful completion of a task we defined as error.

A. Effectiveness

The percentage of users that manage to complete a task successfully thus becomes a measure of the effectiveness of the design. The number of errors made on the way to completing a task is an example of a performance measure [4]. An interaction effect is noticeable in the results, suggesting that the approach employed in the interface F1 may well have a marked impact on reducing the number of errors made. Tables III, IV show the user tasks and the error rate.

<table>
<thead>
<tr>
<th>Task</th>
<th>Prototype F1</th>
<th>Prototype F2</th>
<th>Prototype F3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task1</td>
<td>12/12</td>
<td>11/12</td>
<td>12/12</td>
</tr>
<tr>
<td></td>
<td>100%</td>
<td>91%</td>
<td>100%</td>
</tr>
<tr>
<td>Task2</td>
<td>11/12</td>
<td>9/12</td>
<td>6/12</td>
</tr>
<tr>
<td></td>
<td>91%</td>
<td>75%</td>
<td>50%</td>
</tr>
<tr>
<td>Task3</td>
<td>9/12</td>
<td>8/12</td>
<td>7/12</td>
</tr>
<tr>
<td></td>
<td>75%</td>
<td>66%</td>
<td>58%</td>
</tr>
<tr>
<td>Task4</td>
<td>9/12</td>
<td>7/12</td>
<td>4/12</td>
</tr>
<tr>
<td></td>
<td>75%</td>
<td>58%</td>
<td>33%</td>
</tr>
<tr>
<td>Task5</td>
<td>11/12</td>
<td>7/12</td>
<td>6/12</td>
</tr>
<tr>
<td></td>
<td>91%</td>
<td>58%</td>
<td>33%</td>
</tr>
</tbody>
</table>

Errors were classified into two main categories, navigation errors and comprehension errors. Navigation errors occurred when participants didn’t move as expected. Comprehension errors occurred when participants didn’t understand the design of the interface.

B. Efficiency - Task Completion Time

We recorded the total amount of time required to complete each task in prototypes F1, F2 and F3, starting from turning
the device on to turning it off. The mean amount of time required by participants in each age group is shown in Fig. 7. Participants P6, P11, P12 failed to complete their tasks in prototype F2 within the time set (7 min). In prototype F3, participants P2, P6, P11, P10, P12 failed to complete their tasks. Table V shows the results of the mean completion time and standard deviation for the participants for prototypes F1, F2 and F3. Data regarding time taken by each participant for each task is given in Appendix B.

For users testing the prototype F1, the time needed to complete tasks ranged between 2:10 min and 2:53 min up to the age of 57. For participants aged 57 years or older, task completion time increased. This affected mean task completion time and standard deviation. For prototype F2 tasks, completion times were clearly higher. Participants older than 57 failed to complete their tasks within the specified time. The mean completion time of those who did finish their tasks was 20.43% greater than the corresponding figure in prototype F1. For prototype F3, the mean completion time for those who succeeded in finishing was 33.04% greater than the corresponding figure in prototype F1.

Elderly users were thus not able to complete all the tasks in prototype F2 and F3 and specifically in prototype F3, where the layout of the prototype was slightly different, in that it resembled a web site. They had more information to process located on the left and at the top of the screen. These users found the interaction difficult to understand and to activate. On the whole, all users were more comfortable when interacting with prototype F1.

C. Post test Questionnaire

We realised that time-on-task measures can be useful for collecting data on the efficiency of a system. On the other hand, such data does not give any information on overall satisfaction on the part of the user. User satisfaction may be an important factor in motivating people to use a product and may affect user performance. So, as a final point we decided participants were to complete an SUS questionnaire, so as to explore their experiences when interacting with the prototypes. A crucial feature of the SUS lies in the fact that asks the user to evaluate the system as a whole, rather than specific aspects.

All 10 questionnaire statements having been processed, the overall SUS score for each prototype turned out to be that given in Table VI. To calculate the SUS score, first we summed the score contributions of the items 1, 3, 5, 7 and 9 (Appendix A). The score contribution of these items are their scale position minus one. We then summed the score contributions of the other items: five minus their scale position. Finally, we multiplied the sum of the scores by 2.5, to obtain the overall score with a range between 0 to 100. The survey results showed the overall satisfaction. Sauro [31] reports that a mean value over 74 is level B, value above 80.3 is level A. An average value of below 51 is level F (fail). The prototype F1 with an average value of 80.6 passes the threshold of 80.3 and are to be placed on level A, F2, with an average value of 63.3, belong to level B and F3, with a value of 48.1, is to be placed at Level F, which is regarded as failure.
However, with respect to F1, nearly all participants preferred the interface with the icons over the other two interfaces (F2, F3), in which there was a large amount of text. Some of the participants simply misunderstood the graphics keys that depicted a lens and whose purpose was to increase the photographs on the screen and the arrows that represented the act of selecting the next screen. If perhaps users had understood the graphics more fully, the error rate for prototype F1 may perhaps have been as low as zero.

### Table VI

<table>
<thead>
<tr>
<th>Participants</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>80.0</td>
<td>70.0</td>
<td>70.0</td>
</tr>
<tr>
<td>P2</td>
<td>82.5</td>
<td>70.0</td>
<td>25.0</td>
</tr>
<tr>
<td>P3</td>
<td>90.0</td>
<td>82.5</td>
<td>60.0</td>
</tr>
<tr>
<td>P4</td>
<td>95.0</td>
<td>82.5</td>
<td>72.5</td>
</tr>
<tr>
<td>P5</td>
<td>87.5</td>
<td>80.0</td>
<td>72.5</td>
</tr>
<tr>
<td>P6</td>
<td>65.0</td>
<td>25.0</td>
<td>25.0</td>
</tr>
<tr>
<td>P7</td>
<td>77.5</td>
<td>70.0</td>
<td>27.5</td>
</tr>
<tr>
<td>P8</td>
<td>75.0</td>
<td>75.0</td>
<td>75.0</td>
</tr>
<tr>
<td>P9</td>
<td>92.5</td>
<td>82.5</td>
<td>75.0</td>
</tr>
<tr>
<td>P10</td>
<td>82.5</td>
<td>72.5</td>
<td>25.0</td>
</tr>
<tr>
<td>P11</td>
<td>70.0</td>
<td>25.0</td>
<td>25.0</td>
</tr>
<tr>
<td>P12</td>
<td>70.0</td>
<td>25.0</td>
<td>25.0</td>
</tr>
<tr>
<td>Mean</td>
<td>80.6</td>
<td>63.3</td>
<td>48.1</td>
</tr>
</tbody>
</table>

Overall users liked the process and regarded their interaction with the prototypes positively. Nevertheless, in some cases, the participants were apprehensive. Uncertain in their selections, they demanded greater confirmation and reassurance about the actions they were to take. In such cases, it is important for the researcher to motivate participants, encouraging them discreetly to investigate alternative directions, while simultaneously recording any mistakes made. As for individual prototypes, participants preferred the design of the first interface, which contained icons (F1). This was to be expected and users commented positively on its simplicity, ease of use and intuitiveness.

### V. CONCLUSION

The aim of our study was to examine whether an interface design approach could improve performance of tasks by inexperienced users during interaction. To do this, we employed three different prototypes of the same application. We tested our empirical methodology on twelve individuals, all of them novices in terms of computer use.

One of the most remarkable discoveries we made is the large degree of difference in performance among the three different prototypes with regard to user effectiveness and the number of errors. The effectiveness and efficiency of the F1 prototype is evident in the fact that users made fewer errors and took less time to complete their tasks. Participants reported that the icon menu of the F1 prototype facilitated the execution of their tasks, as did the absence of text in menu selections. This confirms what emerged from a previous study by the present authors. Our findings imply that the users did not understand the basic conceptual models informing prototypes F2 and F3 [2].

The usability test performed on each of the prototypes showed that most users considered the prototype easy to use and intuitive. When evaluated by SUS, the same prototype received an overall score which placed it on level A. The test also helped in locating various issues regarding the other two prototypes F2 and F3 and, in particular, regarding what is to be corrected, so as to improve its usability for the elderly. However, we believe that our paper, which focuses more on the users and their cognitive abilities, offers a new insight into how inexperienced users perform tasks on mobile tablets.

### APPENDIX

#### Appendix A: System Usability Scale

<table>
<thead>
<tr>
<th>Statement</th>
<th>Strongly Disagree</th>
<th>Strongly Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. I think that I would like to use this application frequently.</td>
<td>![ ]</td>
<td>![ ]</td>
</tr>
<tr>
<td>2. The application is unnecessarily complex.</td>
<td>![ ]</td>
<td>![ ]</td>
</tr>
<tr>
<td>3. I thought the application was easy to use.</td>
<td>![ ]</td>
<td>![ ]</td>
</tr>
<tr>
<td>4. I think that I would need the support of a technical person to be able to use the application.</td>
<td>![ ]</td>
<td>![ ]</td>
</tr>
<tr>
<td>5. I found the various functions in this application were well-integrated.</td>
<td>![ ]</td>
<td>![ ]</td>
</tr>
<tr>
<td>6. I thought there was too much inconsistency in this application</td>
<td>![ ]</td>
<td>![ ]</td>
</tr>
<tr>
<td>7. I would imagine that most people would learn to use this application very quickly.</td>
<td>![ ]</td>
<td>![ ]</td>
</tr>
<tr>
<td>8. I found the application very cumbersome to use.</td>
<td>![ ]</td>
<td>![ ]</td>
</tr>
<tr>
<td>9. I felt very confident using the application.</td>
<td>![ ]</td>
<td>![ ]</td>
</tr>
<tr>
<td>10. I needed to learn a lot of things before I could get going with this application.</td>
<td>![ ]</td>
<td>![ ]</td>
</tr>
</tbody>
</table>

### ACKNOWLEDGMENT

This research has been co-financed by the European Union (European Social Fund – ESF) and Greek national funds through the Operational Program "Education and Lifelong Learning" of the National Strategic Reference Framework (NSRF) - Research Funding Program: Heracleitus II. Investing in knowledge society through the European Social Fund. We would also like to thank the participants in our study.

### REFERENCES


### APPENDIX

This research has been co-financed by the European Union (European Social Fund – ESF) and Greek national funds through the Operational Program "Education and Lifelong Learning" of the National Strategic Reference Framework (NSRF) - Research Funding Program: Heracleitus II. Investing in knowledge society through the European Social Fund. We would also like to thank the participants in our study.
<table>
<thead>
<tr>
<th>Task</th>
<th>p1</th>
<th>p2</th>
<th>p3</th>
<th>p4</th>
<th>p5</th>
<th>p6</th>
<th>p7</th>
<th>p8</th>
<th>p9</th>
<th>p10</th>
<th>p11</th>
<th>p12</th>
<th>mean time</th>
<th>st.dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>20</td>
<td>25</td>
<td>19</td>
<td>16</td>
<td>22</td>
<td>33</td>
<td>24</td>
<td>25</td>
<td>17</td>
<td>18</td>
<td>24</td>
<td>27</td>
<td>23</td>
<td>5</td>
</tr>
<tr>
<td>E2</td>
<td>25</td>
<td>31</td>
<td>37</td>
<td>42</td>
<td>29</td>
<td>110</td>
<td>55</td>
<td>35</td>
<td>29</td>
<td>20</td>
<td>41</td>
<td>35</td>
<td>41</td>
<td>24</td>
</tr>
<tr>
<td>E3</td>
<td>60</td>
<td>56</td>
<td>28</td>
<td>41</td>
<td>35</td>
<td>122</td>
<td>38</td>
<td>52</td>
<td>39</td>
<td>25</td>
<td>55</td>
<td>60</td>
<td>51</td>
<td>25</td>
</tr>
<tr>
<td>E4</td>
<td>35</td>
<td>30</td>
<td>24</td>
<td>43</td>
<td>25</td>
<td>46</td>
<td>21</td>
<td>29</td>
<td>21</td>
<td>38</td>
<td>71</td>
<td>111</td>
<td>41</td>
<td>26</td>
</tr>
<tr>
<td>E5</td>
<td>21</td>
<td>27</td>
<td>22</td>
<td>29</td>
<td>24</td>
<td>36</td>
<td>37</td>
<td>24</td>
<td>24</td>
<td>42</td>
<td>39</td>
<td>33</td>
<td>30</td>
<td>7</td>
</tr>
<tr>
<td>SUM</td>
<td>161</td>
<td>169</td>
<td>130</td>
<td>173</td>
<td>135</td>
<td>347</td>
<td>175</td>
<td>165</td>
<td>130</td>
<td>143</td>
<td>238</td>
<td>266</td>
<td>186</td>
<td></td>
</tr>
<tr>
<td>SUM (min:sec)</td>
<td>0:02:41</td>
<td>0:02:49</td>
<td>0:02:10</td>
<td>0:02:53</td>
<td>0:02:15</td>
<td>0:05:47</td>
<td>0:02:55</td>
<td>0:02:45</td>
<td>0:02:10</td>
<td>0:02:23</td>
<td>0:03:35</td>
<td>0:04:26</td>
<td>0:03:06</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Task</th>
<th>p1</th>
<th>p2</th>
<th>p3</th>
<th>p4</th>
<th>p5</th>
<th>p6</th>
<th>p7</th>
<th>p8</th>
<th>p9</th>
<th>p10</th>
<th>p11</th>
<th>p12</th>
<th>mean time</th>
<th>st.dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>33</td>
<td>34</td>
<td>38</td>
<td>32</td>
<td>27</td>
<td>30</td>
<td>33</td>
<td>25</td>
<td>42</td>
<td>33</td>
<td>5</td>
<td>43</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>E2</td>
<td>40</td>
<td>39</td>
<td>60</td>
<td>38</td>
<td>34</td>
<td>53</td>
<td>40</td>
<td>37</td>
<td>50</td>
<td>43</td>
<td>9</td>
<td>61</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>E3</td>
<td>73</td>
<td>67</td>
<td>54</td>
<td>65</td>
<td>40</td>
<td>59</td>
<td>65</td>
<td>56</td>
<td>67</td>
<td>61</td>
<td>10</td>
<td>49</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>E4</td>
<td>47</td>
<td>46</td>
<td>53</td>
<td>39</td>
<td>30</td>
<td>77</td>
<td>39</td>
<td>34</td>
<td>86</td>
<td>49</td>
<td>19</td>
<td>38</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>E5</td>
<td>39</td>
<td>35</td>
<td>46</td>
<td>34</td>
<td>29</td>
<td>43</td>
<td>36</td>
<td>30</td>
<td>48</td>
<td>38</td>
<td>7</td>
<td>224</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SUM</td>
<td>232</td>
<td>215</td>
<td>251</td>
<td>209</td>
<td>160</td>
<td>0</td>
<td>262</td>
<td>213</td>
<td>102</td>
<td>253</td>
<td>0</td>
<td>0</td>
<td>224</td>
<td></td>
</tr>
<tr>
<td>SUM (min:sec)</td>
<td>0:03:52</td>
<td>0:03:35</td>
<td>0:04:11</td>
<td>0:03:28</td>
<td>0:02:49</td>
<td>0:00:00</td>
<td>0:04:22</td>
<td>0:03:33</td>
<td>0:03:02</td>
<td>0:04:53</td>
<td>0:00:30</td>
<td>0:00:00</td>
<td>0:03:44</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Task</th>
<th>p1</th>
<th>p2</th>
<th>p3</th>
<th>p4</th>
<th>p5</th>
<th>p6</th>
<th>p7</th>
<th>p8</th>
<th>p9</th>
<th>p10</th>
<th>p11</th>
<th>p12</th>
<th>mean time</th>
<th>st.dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>52</td>
<td>37</td>
<td>41</td>
<td>43</td>
<td>54</td>
<td>39</td>
<td>34</td>
<td>43</td>
<td>6</td>
<td>54</td>
<td>11</td>
<td>71</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>E2</td>
<td>60</td>
<td>45</td>
<td>52</td>
<td>57</td>
<td>73</td>
<td>46</td>
<td>42</td>
<td>71</td>
<td>13</td>
<td>54</td>
<td>11</td>
<td>51</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>E3</td>
<td>92</td>
<td>60</td>
<td>62</td>
<td>65</td>
<td>89</td>
<td>63</td>
<td>67</td>
<td>79</td>
<td>11</td>
<td>51</td>
<td>7</td>
<td>296</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E4</td>
<td>81</td>
<td>81</td>
<td>79</td>
<td>85</td>
<td>92</td>
<td>80</td>
<td>55</td>
<td>79</td>
<td>11</td>
<td>51</td>
<td>7</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E5</td>
<td>58</td>
<td>43</td>
<td>48</td>
<td>57</td>
<td>58</td>
<td>42</td>
<td>53</td>
<td>58</td>
<td>7</td>
<td>51</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>SUM</td>
<td>343</td>
<td>264</td>
<td>282</td>
<td>307</td>
<td>366</td>
<td>270</td>
<td>251</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>296</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SUM (min:sec)</td>
<td>0:09:43</td>
<td>0:04:26</td>
<td>0:04:42</td>
<td>0:05:07</td>
<td>0:00:00</td>
<td>0:00:00</td>
<td>0:04:30</td>
<td>0:04:11</td>
<td>0:00:00</td>
<td>0:00:00</td>
<td>0:00:00</td>
<td>0:04:57</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Abstract—This article deals with universal sequential audio pattern search and sound recognition method. Inspired by classical phoneme-based speech recognition and word spotting systems, where longer speech patterns are formed by sequences of basic speech units, we propose a methodology for creating a finite database of elementary sound models. These models can be arbitrary concatenated into sequences, thus forming a model of the required acoustical pattern or sound event.

I. INTRODUCTION

Automatic speech recognition and word spotting systems are nowadays getting to the forefront in daily use. Intelligent human-computer communication interfaces allow us to take up the control over electronic equipment using our voice, making their usage more native and comfortable. All this is possible thanks to rigorous research in the field of human speech production and recognition. However, voice operated devices can only work with human speech and react only to specific spoken keywords or phrases in certain language, mostly English.

Universal intelligent system should be versatile, easily expandable for new commands in different languages, have ability to learn and operate also with non-speech sounds and acoustical events, e.g. for better evaluation of content and context of a situation. Such system can be adopted in different application areas. Audio is useful especially in situations when other sensors fails to reliably detect an event. For example in the context of surveillance systems, in weakly illuminated places, public transport areas, public halls or streets where it is not possible to evaluate video, or visual information alone is unreliable, the audio events spotting system can be very useful as burglar or violence alarm by detecting sound events, like glass brake, shout, footsteps, or any other significant sound defined by user [1], [2].

Another topic in the field of audio processing is information retrieval over multimedia content. Currently, huge amount of multimedia data such as music recordings, broadcast news, dialogs and conversations, etc., are available in large audio databases. However, most of these data are unstructured and have limited or no tag information about the content, hence, it is not easy for user to locate desired audio samples or segments.

Most of the existing applications perform the content-based analysis by segmentation of the audio data and subsequently classification of audio sequences into one of the specified sound classes, represented mostly by a statistical model [3]–[5]. Disadvantage of this approach is, that a sufficient amount of representative data is needed for each sound class to be created and user has only limited possibility to adding new queries into search. Moreover, with growing number of sound classes or queries in search also the computation and memory demands grow.

"Query-By-Example" (QBE) paradigm is an alternative approach to multimedia information retrieval. In the context of audio information, the user provides a short sound clip as a query and the system returns audio samples that are similar to the query. For example, the user provides a short utterance spoken by a particular person and expects that the system returns all the samples from the audio (video) database that contain the voice of the same person. Or the user gives a sample of an applause sound and the system should return all clips from the audio/video content that contain applause. QBE approach is also very popular in music information retrieval [6], [7]. The challenge of the QBE approach is that only very limited amount of training/reference data are available in advance and sound classes are apriori not known, thus conventional statistical model-based approaches and learning algorithms cannot be straightforward adopted.

Among various approaches to example-based audio event detection and retrieval, the most popular ones are based on similarity measure in audio feature vector space [8], [9] or hidden Markov models (HMM) [10], [11]. The approach in [11] was based on feature-based segmentation of audio using a dynamic Bayesian network. The inherent similarity or difference between sounds was determined by the corresponding similarity or difference between the audio features trajectory represented by HMM that approximates a general trend in query time behaviour.

In this paper we adopt different strategy to HMM modeling of an audio pattern. We propose the HMM approach that is inspired by methods very well explored in automatic speech recognition (ASR) and ASR-based spoken term retrieval. Every spoken word or sentence of speech of given language can be formed as a combination of basic acoustical-linguistic units, which are called phonemes. In every languages, there is a finite number of phonemes, e.g. there are approximately 44 phonemes in English language (may differ with particular dialect). In ASR-based keyword spotting systems, the search space is created only by statistical models of phonemes and
keywords or speech patterns are added into search as logical sequences of these models.

Our effort was to adopt the concept of elementary units for general sound and language independent speech recognition task. This approach requires to define a basic unit of sound (hereinafter called the elementary sound) and create a finite, but sufficiently large database of these units. For this purpose, we have adopted methods of unsupervised clustering analysis applied over huge amount of various audio data to create a database of elementary sound models. Major contribution of our proposal is that the elementary sound models can be treated as analogy to phoneme-based models in speech processing. Thus, statistical methods for speech recognition can be applied for general audio. As it is known to the authors, no similar method has been proposed in literature.

II. CONCEPT OF ELEMENTARY SOUND UNITS

A. Elementary sounds

The idea of elementary sound units is based on the assumption that, in general, any acoustical pattern can be synthesized as a concatenation of short-time sound elements, stored in finite (but sufficiently large) sound inventory. This idea is derived from speech recognition and keyword spotting systems based on concatenation of sub-word phoneme units from finite database, to represent the sentences of speech. These units are predominantly represented by their parametric statistical models, created and estimated according to corresponding acoustical training examples.

Of course there are many challenges to successfully implement such approach. The biggest problem is the fact that unlike speech, which can be easily modeled since its physical production is known, general sounds are produced by unlimited number of ways and thus can be of infinite variance in temporal-spectral behavior. Unlike the phonemes, we can not practically create a database of the acoustical examples for general sound basic units. Instead, we have performed a cluster analysis over statistical models and created a database of the elementary sound models. The process of the creation is described below.

B. Parametric modeling

First step to create the database of the elementary sound models is to select a suitable method for statistical modeling and model parameters. For this purpose, we choose modeling via hidden Markov models (HMM), which is suitable for statistical description of time series of observations and therefore is commonly used in speech and general sound recognition tasks. A continuous-density HMM with $N$ states consists of a set of parameters that generally comprises the matrix of transition probabilities, the initial state distribution, and the parameters of the state output density function, which is mainly approximated by a mixture of Gaussian components that can be expressed as follows:

$$P(x|S) = \sum_k w_k \mathcal{N}_k(x; \mu_k, \Sigma_k)$$

(1)

where $\mathcal{N}_k$ is the Gaussian component with mean vector $\mu_k$ and covariance matrix $\Sigma_k$, and $w_k$ is the weighting coefficient of this component in the state of the model. However, as the number of states in the search space grows, the system becomes more computationally and memory demanding. For this reason, we adopt a semi-continuous-density models, where all states share the same Gaussian components. Output density function of particular state is then determined only by the weighting vector $w$.

Furthermore, assuming that only one of the components has major contribution to the resulting likelihood of the state, the summation operation in (1) can be replaced by the selection of maximal value. This modification reduce the processing time with minimal impact on resulting likelihood (mean difference less than 5%).

Similar to phoneme models, we choose a 3-state left-to-right model structure with equal transition probabilities, which can therefore be omitted.

C. Unsupervised clustering

One of the problems of statistical modeling is the determination of optimal number of Gaussian mixture components for output density function, which is usually determined by experiments [3], [4]. More sophisticated approach is based on Bayesian or Akaike Information Criterion [12], [13], Kullback-Leibler divergence [13], and unsupervised clustering methods [14], [15]. In [15], unsupervised $K$-Variable $K$-means clustering algorithm was proposed. This algorithm was adopted in our work to determine the optimal number of mixture components and also for derivation of the elementary sound models. The clustering algorithm is described below.

Algorithm 1 K-Variable K-means

1: Compute $m$ and $s$ as the mean and standard deviation of the distances between any pair of frames.
2: Set threshold distances: $T_1 = m - C.s; T_2 = m + C.s$ where $C \in [0.5;1.5]$.
3: Create 1st centroid as $c_1 = \text{arg} \max_x(\|x\|)$
4: for $\forall x$, do
5: $d_i = \min_j(d_j(x_i, c_j));$ Find the distance to the closest centroid.
6: if $d_i < T_1$, Make $x_i$ member of cluster $j$;
7: if $d_i > T_2$, Make $x_i$ the center of a new cluster;
8: end for
9: Make all the remaining unclassified vectors members of their closest cluster.

D. Database of the Elementary Sound Models

The most important part of our system for general audio pattern searching is the database of the elementary sound models. Due to the gargantuan number of different sounds that may generally occur, it is impossible to create a finite database of acoustical training examples for elementary sound models. Therefore we have adopted the cluster analysis do derive and group sounds with similar statistical characteristics.
First, a sound database was collected, that consist of more than 30 hours of various short audio clips. This database involve different types of environmental and machinery sounds and noises, animal sound, human produced sounds and speech of different languages, music of different genres, etc.

The database was processed and the audio features described in section III were extracted. To obtain the Gaussian mixture components, all feature vectors were divided into clusters. Before the actual clustering, confusing data vectors were eliminated. The centroid of the whole data set was computed and the mean \( \mu \) and the mean \( \sigma \) were discarded. As the result of clustering, state output density matrices \( \Sigma \) occurred in (1) were computed for each cluster respectively. Clusters with less than 30 observations were discarded. Remaming data vectors were clustered using the unsupervised clustering and the means \( \mu_k \) and diagonal covariance matrices \( \Sigma_k \) occurred in (1) were computed for each cluster respectively. Clusters with less than 30 observations were discarded. As the result of clustering, state output density function consist of 426 Gaussian mixture components. Fig. 1 shows the distribution of acoustical observations among clusters.

Next, audio stream from all sound clips was formed and divided into 1 second long segments with 0.5 second overlap. From each segment a 3-state model was estimated. Because the models are defined by their weighting coefficient vector in each state, estimated models were clustered by unsupervised clustering. A histogram of distribution of the models within the clusters was computed. The clusters were sorted from the largest to the smallest according to the number of members within the cluster. The elementary sound models were then derived as the means of the clusters. The clustering results in more than \( 10^4 \) clusters, although most of them comprise only one member. Therefore, only first 500 models were adopted for experiments.

Each of these models describe the audio segment in that the acoustical observations are statistically very similar. Conversely, acoustical observations of different elementary sounds differ in their characteristics.

### III. Audio Features Selection

In order to achieve the best performance for classification, we have selected features that can capture the temporal and spectral characteristics of audio. Following work in [16], in which the features were selected by optimization algorithm, we have selected the following features:

1) **Line spectral frequencies/pairs (LSF/LSP)** - used as an alternative to linear prediction coefficients. The LSF are obtained by decomposing the LP filter transfer function \( A(z) \) into pair of auxiliary polynomials:

\[
P(z) = A(z) + z^{-p+1}A(z^{-1})
\]

\[
Q(z) = A(z) - z^{-p+1}A(z^{-1})
\]

where \( P(z) \) is symmetrical and \( Q(z) \) asymmetrical \( p+1 \)-order polynomial, where the zeros of \( A(z) \) are mapped onto the unit circle in the \( z \)-plane.

2) **Spectral flux (SFX)** - measures changes in the shape of magnitude spectrum by calculating the difference between magnitude spectra of successive frames. The spectral flux is computed for frame at discrete time \( t \) as follows:

\[
SFX(t) = \frac{\sum_k a_k(t) - a_k(t-1))^2}{\sqrt{\sum_k a_k(t)^2} \sqrt{\sum_k a_k(t-1)^2}}
\]

where \( a_k \) is the \( k \)-th element of magnitude spectrum of given frame. Spectral flux describes the temporal changes of magnitude spectrum, thus represents the dynamic coefficients of spectrum.

3) **Zero crossing rate (ZCR)** - the number of time-domain zero-crossings within a frame, computed as a number of sample sign changes.

These features were extracted using the Yaafe [17] extraction tool. The resulting feature vector consists of 10 LSF’s, one SFX, and one ZCR coefficient.

### IV. Audio Pattern Searching

The theoretical background for sequential audio pattern searching was taken from [18] where a decoder for keyword spotting was proposed. Its function is based on Viterbi algorithm with propagation of accumulated score through the
looped network of units that represents searched keywords, and fillers.

In our implementation, the basic unit of the decoder is the elementary sound. In process of creating the model of demanded audio pattern, a representative audio sample is passed into decoder and transcribed into sequence of the elementary sound models. This transcription is found as the path through the elementary sound models with the highest score achieved for the training example. This logical sequence of elementary sounds is then added into search space as a unit, representing the searched audio pattern. Example of model network with units and fillers is shown in Fig. 2.

In the process of decoding, each acoustical observation must be assigned to one of the states in model network. The acoustical observations between segments that correspond with searched patterns are assigned to the filler models, that represents any sound that may occur in background. This definition of filler offers us the possibility of using the proposed database of elementary sound models itself.

Another benefit of using the elementary sounds as fillers is that we can compute the confidence of particular unit as proposed in [18]. The confidence \( C(u, t) \) of unit \( u \) at discrete time \( t \) is defined as normalized acoustic score as follows:

\[
C(u, t) = \frac{S(u, t)}{S(f_c, t)}
\]

where \( S(u, t) \) it the acoustic score achieved for segment of audio by unit \( u \), and \( S(f_c, t) \) is the acoustic score achieved by the best concatenation of fillers (in our case the elementary sound models) for the same segment. It follows that the confidence reaches the maximum value of 1 only when the score of the unit and the score of fillers concatenation are equal. In this case, the audio segment precisely correspond with the unit training example. In other cases when \( C(u, t) < 1 \) the probability of correct detection decreases and proper threshold must be set for experimental data. Fig. 3 shows the principal functions of the complex system for query-by-example general audio pattern recognition.

V. EXPERIMENTAL RESULTS

A. Experiment setup

The experiments on the proposed database of the elementary sound models were performed in task of audio pattern search in recordings, which include acoustical patterns of five different sound types: applause, crying, laughing, gunshot and speech (10 Slovak keywords). Ten artificial audio tracks were created by random concatenation of 20 audio examples from each sound class and various types of environmental background noises respectively. For each audio track, the examples were chosen randomly from the sound database.

Accuracy of the search was evaluated on the level of acoustical observations against the human annotation of records with common precision (\( P \)), recall (\( R \)), and \( F_1 \)-measure (\( F_1 \)) metrics defined as follows:

\[
P = \frac{n_{\text{correct}}}{n_{\text{total}}}; R = \frac{n_{\text{correct}}}{n_{\text{target}}}; F_1 = \frac{2PR}{P+R};
\]

where \( n_{\text{correct}} \) stands for correct positive detections, \( n_{\text{total}} \) for total positive detections and \( n_{\text{target}} \) for target positive detections.

B. Audio event detection

For each searched sound example, the unit was created, as described in Section IV. Each of these units was used as query for searching. Units were able to find corresponding training examples with practically 100 % accuracy and confidence close to 1. Although using simple correlation will be much more efficient in this case, this experiment proved our prior assumption that specific audio pattern can be modeled as a sequence of the elementary sound models.

In the next experiment, only one representative example for each class was used as query for search. By changing the confidence threshold, the balance between precision and recall was set, to obtain highest possible F-measure score. The decoder was able to find also other audio segments similar to the queries. Overall average precision and recall reaches 62.5 % and 58.5 % respectively.
TABLE I
EXPERIMENTAL RESULTS ON VARIOUS ACOUSTIC PATTERNS

<table>
<thead>
<tr>
<th>Pattern (Class)</th>
<th>Number of examples in query</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>P</td>
<td>73.40%</td>
</tr>
<tr>
<td>R</td>
<td>76.78%</td>
</tr>
<tr>
<td>F1</td>
<td>75.60%</td>
</tr>
<tr>
<td>Crying</td>
<td>55.69%</td>
</tr>
<tr>
<td>R</td>
<td>55.50%</td>
</tr>
<tr>
<td>F1</td>
<td>55.60%</td>
</tr>
<tr>
<td>Laughing</td>
<td>52.88%</td>
</tr>
<tr>
<td>R</td>
<td>41.21%</td>
</tr>
<tr>
<td>F1</td>
<td>46.32%</td>
</tr>
<tr>
<td>Gargol</td>
<td>87.18%</td>
</tr>
<tr>
<td>R</td>
<td>80.68%</td>
</tr>
<tr>
<td>F1</td>
<td>78.07%</td>
</tr>
<tr>
<td>Keywords</td>
<td>43.17%</td>
</tr>
<tr>
<td>R</td>
<td>48.38%</td>
</tr>
<tr>
<td>F1</td>
<td>45.63%</td>
</tr>
</tbody>
</table>

In the next search run, one additional representative example of each class was added into the search space, so that two examples were in the query. By setting the confidence threshold for each example of representative pair, the overall average precision and recall increased to 85.2% and 69.0% respectively. Lastly, three representative examples were selected as queries and put into search. The confidence threshold was set for each examples of three. The average precision and recall again increased to 85.3% and 78.7% respectively.

The advantage of our system is that if a user has only one example of demanded audio pattern (query-by-example), new examples can be added into search as selected audio segments found in previous run. Thus, the system has ability to "learn" from users feedback after the search. Table I shows the average results achieved using 1, 2, and 3 examples in query for each sound class.

VI. CONCLUSION

The system for universal sequential audio pattern search has been proposed. Statistical model specifications were introduced and the database of elementary sound models was created, using the unsupervised clustering method. Experimental results show that it is possible to adopt the concept of elementary sound units for general audio pattern modeling and recognition. However, a proper confidence threshold must be set experimentally for each unit to obtain the best possible result. Experiments also show that adding more examples of particular audio pattern can significantly improve searching results. If these examples are selected by a user from previous search run results, the system is also able to learn according to user feedback.

In our future work, we aim to include expectation–maximization algorithm in the clustering and adopt Viterbi alignment and discriminative training for better discrimination of elementary sound models. We also plan to compare the performance of the system on larger set of audio features extracted from audio data.
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Abstract—We have checked if it is possible to increase effectiveness of standard tracking library (Kinect Software Development Kit) by fusion of body joints gathered from different sensors positioned around the user. The proposed calibration procedure enables integration of skeleton data from set of tracking devices into one skeleton. That procedure eliminates many segmentation and tracking errors. The test set for our methodology was 700 recordings of seven various Okinawa Shorin-ryu Karate techniques performed by black belt instructor. In case when side Kinects were rotated in $\pi$ and $\frac{-\pi}{2}$ around vertical axis relatively to central one number of all not classified Karate techniques dropped by 48% while excessive misclassification error remained in the same level.

Index Terms—Gesture recognition, Gesture Description Language, time sequence analysis, Kinect, pattern classification, semantic approach, Karate.

I. INTRODUCTION

THE COMMON approach in gesture recognition is partitioning the movement sequence into sections that are represented by key frames. Those frames are then classified by different recognition techniques. For example in [1] authors propose an automatic learning method for gesture recognition. First, they apply the Self-Organizing Map to divide the sample data into phases and construct a state machine. Next, they apply the Support Vector Machine to learn the transition conditions between nodes. Nowadays multimedia devices that enable real-time tracking of observed users (like Microsoft Kinect controller) can be bought relatively cheaply. Because of that more and more researches apply them to record human body data (called body joints) that are automatically segmented from depth camera video data by dedicated software (like one implemented in Kinect SDK - Software Development Kit) like in [2], where a comparison of human gesture recognition using data mining classification methods in video streaming is proposed. The recognized gesture patterns of the study are stand, sit down, and lie down. Classification methods chosen for comparison study are back propagation neural network, support vector machine, decision tree, and naive Bayes. It has been proved that data acquired by Kinect device can be use not only to classify typical common - live gestures like waving or sitting but also to recognize high-speed gestures of martial arts sportmens. In [3] authors aim at automatically recognizing sequences of complex Karate movements and giving a measure of the quality of the movements performed. The proposed system is constituted by four different modules: skeleton representation, pose classification, temporal alignment, and scoring. The proposed system is tested on a set of different punch, kick and defense Karate moves executed starting from the simplest case, i.e. fixed static stances up to sequences in which the starting stances is different from the ending one. All previously described methods uses many body features as an input for classification algorithm. However, in [4] the authors showed, that the majority of the information regarding the human motion resides in a lower dimensional space than one that can be obtained from all available features. These considerations further support the argument that human motion can be classified using a representation which considers a relatively low number of dimensions [5].

Knowing all of this we have proposed our new semantic classifier [6] called Gesture Description Language (GDL). The idea of GDL approach is to code the gesture sequences as the series of static key frames that appears in defined order. Those sequences are coded with context-free grammar called GDL script. GDL script consists of set of rules that creates together knowledge database similar to one an expert system has. The preliminary description of GDL architecture has been presented elsewhere [6], [7]. The basic assumption of GDL is:

- It is capable of classifying human body movements in real time.
- It can classify not only simple, real life gestures but also complicated movements like Karate techniques.
- It does not require large training dataset. Gestures are defined by user in GDL script. User can utilize as many body features as he or she needs in each rule definition.
- Gestures are split into key frames that appears in some order under given time restriction.
- The input data for classifier is set of body joints that arrive from tracking software in real - time (approximately with
frequency 30 Hz). The set of tracked body joints is called Skelton (see Figure 2, bottom row).

- Our notation is invariant to user rotation around viewport of camera, because it can generates features regarding to angles measured between vectors defined by pairs of body joints (similarly to approach in [3]). However opposite to [3] we can defines those angles dynamically while tailoring the GDL script description.

The idea of applying formal language to describe gestures is not new and was previously introduced for example in [8], [9]. However those papers describe only general framework of gesture description that might be potentially applicable for further recognition. The authors did not show how to use gesture description that might be potentially applicable for gesture recognition. The authors did not show how to use they annotations in pattern recognition tasks. They did not also validate them approach on any type of real-life data. Because of that those previous approaches were rather purely theoretical.

The novel contribution of this paper is test of GDL classifier performance on dataset that was acquired with one or three Kinect sensors that were positioned in two different configurations. We have checked if it is possible to increase effectiveness of standard tracking library (Kinect SDK) by fusion of body joints gathered from different sensors positioned around the user. The proposed calibration procedure enables integration of skeleton data from set of tracking devices into one skeleton. The test set was various Okinawa Shorin-ryu Karate techniques performed by black belt instructor. The whole solution runs in real-time and enables online and offline classification.

II. MATERIAL AND METHODS

In this section we will present experimental hardware setup, basis of GDL description and test dataset.

A. Multi - Kinect environment: setup and calibration

Figure 1 presents two tested multi-Kinect environment configuration. Each Kinect use its own tracking module (well know algorithm from Microsoft Kinect SDK which implementation can be used out of charges) that segments and tracks user skeleton in real time.

If front Kinect does not "see" particular body joint system checks if this joint is visible by another device. If yes our software takes coordinates measured by that second device. If more than two devices have detected same joint, coordinates are taken from camera that is closest to observed point. Each Kinect measure distance to observed point in its own right-handed Cartesian frame situated relatively to sensor orientation. Because of that point V has different coordinates \( v' = [x', y', z', 1] \) and \( v = [x, y, z, 1] \) relatively to each pair of devices.

Our task now is to map all of those points to the same coordinate system. Let us assume that a Cartesian frame that represents orientation of each Kinect was translated and rotated around y (vertical) axis relatively to each other frame. That means there are four degrees of freedom (three for translation, one for rotation). Knowing that the linear transformation that maps coordinates of a point represented by vector \( v' \) in one coordinate system to coordinates \( v \) in another one has form of following matrix:

\[
\begin{bmatrix}
\cos(\beta) & 0 & -\sin(\beta) & 0 \\
0 & 1 & 0 & 0 \\
\sin(\beta) & 0 & \cos(\beta) & 0 \\
\end{bmatrix}
\begin{bmatrix}
t_x \\
t_y \\
t_z \\
1
\end{bmatrix}
= v
\]  

(1)

In order to find unknown matrix coefficients following linear system has to be solved:

\[
\begin{bmatrix}
x'_1 \\
z'_1 \\
x'_2 \\
z'_2
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 1 & 0 \\
-1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1
\end{bmatrix}
\begin{bmatrix}
\cos(\beta) \\
\sin(\beta) \\
t_x \\
t_z
\end{bmatrix}
= \begin{bmatrix}
x' \\
z' \\
x' \\
z'
\end{bmatrix}
\]  

(2)

Where \( \overline{\tau}_1 = [x_1, y_1, z_1, 1] \), \( \overline{\tau}_2 = [x_2, y_2, z_2, 1] \) are points which coordinates are known in both frames. The linear system (2) and equation (3) is product of multiplication of matrix (1) by \( \overline{\tau}_1 \) and by \( \overline{\tau}_2 \). They multiplication by \( \overline{\tau}_1 \) produces the first and second equation in matrix (2) and equation (3). The multiplication by \( \overline{\tau}_2 \) produces third and fourth equation in matrix (2).

B. Bases of GDL scripts

The preliminary description of GDL architecture has been presented elsewhere [6], [7]. Because of that we will present only one example GDL script and its graphical explanation.
As we previously mentioned movement is separated into key frames. Each key frame is repressed by a rule that has a conclusion. If rule is satisfied for actual set of body joints positions (GDL uses forward chaining rezoning schema) its conclusion is memorized. It is possible to check with GDL script if some conclusion was satisfied in given time period. With this mechanism it is possible to generate key frames chains, which together create gesture. First row of Figure 2 presents three key frames of GDL script from Appendix that describes the Mae-geri kick. Second row explains body joints dependencies that are present in GDL script description. The last rule in script (the one with sequence exists function) checks if all stages of movement have appeared in defined order under 1 second time restriction.

C. Test dataset

The dataset for our research are recordings of black belt Karate instructor\(^1\) that performs seven different techniques: four static stances (Moto-dachi, Zenkutsu-dachi, Shiko-dachi and Naihanchi-dachi), two blocks (Gedan-uke and Age-uke) and one kick (Mae-geri). The instructor has indicated essential aspects of each technique (starting and ending positions of limbs and movement trajectory). The data was recorded during two sessions: one in which cameras was positioned as it was presented in Figure 1 on left, the second one as in Figure 1 on right. Second recording was done several weeks after the first one. Each gesture was partitioned into key-frames (Figure 3) that was later verified and accepted by instructor. Also expert was present during final validation of method. The same GDL script was used for all of recordings. The frame capture frequency was 30 Hz.

III. Results

Tables 1-4 summarize the classification results of our experiment. The description in first column is the actual technique (or group of techniques) that is present in particular recording. Each technique (or group of techniques) was repeated 50 times. Symbol + means that particular recording consisted of more than one technique. Description in first row is classification results. Last but one row sums up percentage of correct classifications of particular technique. The last row sums up the percentage of correct classifications of techniques from first column. Summing up, we had 350 recordings of Karate techniques in each Kinect configuration (totally 700 recordings).

Because several Karate techniques can be present in same movement sequence we investigated if actual technique/techniques was/ were classified. If yes that case was called correct classification. If technique was not classified and was not mistaken with similar one (like Moto-dachi which is similar to Zenkutsu-dachi) that case was called not classified. If technique was mistaken with similar one that case was called misclassified. Those three sums up to 100%. If technique was correctly classified but additional - actually not present - behavior was classified that case was called excessive misclassification. According to this terminology 90.4% of recordings from Table 4 was correctly classified, 5.2% was not classified and 4.4% was misclassified. Excessive misclassification was at the level of 9.0%. Figure 3 graphically presents results from Table 1-4.

IV. Discussion and conclusion

Our experiment has shown that integration of tracking data acquired by several Kinect devices with standard software increases the effectiveness of GDL classifier. This is due the fact that additional sensors that are situated at different angles than central one are capable of tracking body joints that in some situations might be covered by different body parts. This condition is especially visible in case of Mae-geri. Tracking of Karate kick is difficult task because of two factors: feet is moving with relatively high speed with large radius of path and in the last stage of Mae-geri feet is situated nearly at the same horizontal position as hip and knee. If the sportsman\(^2\) is filmed only in front view knee and hip body joints are covered by feet and proper position of them have to be approximated by the software what, in practice,  

\(^1\)Karate instructor of Okinawa Shorin-ryu Karate with black belt degree (3 dan, sandan)  
\(^2\)In the meaning of Karate practitioner
### TABLE I

**The classification results of our experiment. Data was captured with single Kinect device (central one) in first recording session.**

<table>
<thead>
<tr>
<th></th>
<th>Moto-dachi</th>
<th>Zenkutsu-dachi</th>
<th>Shiko-dachi</th>
<th>Naihanchi-dachi</th>
<th>Gedan-barai</th>
<th>Age-uke</th>
<th>Mae-geri</th>
<th>Not classified</th>
<th>Excessive misclassification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moto-dachi</td>
<td>50</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>Zenkutsu-dachi</td>
<td>1</td>
<td>37</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>Shiko-dachi + gedan-barai</td>
<td>0</td>
<td>0</td>
<td>50</td>
<td>0</td>
<td>27</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Naihanchi-dachi</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>30</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Gedan-barai + Zenkutsu-dachi</td>
<td>0</td>
<td>49</td>
<td>0</td>
<td>0</td>
<td>36</td>
<td>0</td>
<td>0</td>
<td>1+14=15</td>
<td>0</td>
</tr>
<tr>
<td>Age-uke + Moto-dachi</td>
<td>50</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>22</td>
<td>0</td>
<td>0</td>
<td>1+28=28</td>
</tr>
<tr>
<td>Mae-geri</td>
<td>4</td>
<td>0</td>
<td>11</td>
<td>0</td>
<td>0</td>
<td>13</td>
<td>20</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>%</td>
<td>100%</td>
<td>86.0%</td>
<td>100%</td>
<td>100%</td>
<td>63.0%</td>
<td>43.1%</td>
<td>66.0%</td>
<td>20.8%</td>
<td>2.4%</td>
</tr>
</tbody>
</table>

### TABLE II

**The classification results of our experiment. Data was captured with three Kinect devices situated as shown in Figure 1 on the left in first recording session.**

<table>
<thead>
<tr>
<th></th>
<th>Moto-dachi</th>
<th>Zenkutsu-dachi</th>
<th>Shiko-dachi</th>
<th>Naihanchi-dachi</th>
<th>Gedan-barai</th>
<th>Age-uke</th>
<th>Mae-geri</th>
<th>Not classified</th>
<th>Excessive misclassification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moto-dachi</td>
<td>50</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>Zenkutsu-dachi</td>
<td>1</td>
<td>37</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>Shiko-dachi + gedan-barai</td>
<td>0</td>
<td>0</td>
<td>50</td>
<td>0</td>
<td>27</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Naihanchi-dachi</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>30</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Gedan-barai + Zenkutsu-dachi</td>
<td>0</td>
<td>49</td>
<td>0</td>
<td>0</td>
<td>36</td>
<td>0</td>
<td>0</td>
<td>1+14=15</td>
<td>0</td>
</tr>
<tr>
<td>Age-uke + Moto-dachi</td>
<td>50</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>22</td>
<td>0</td>
<td>0</td>
<td>1+28=28</td>
</tr>
<tr>
<td>Mae-geri</td>
<td>4</td>
<td>0</td>
<td>11</td>
<td>0</td>
<td>0</td>
<td>13</td>
<td>20</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>%</td>
<td>100%</td>
<td>86.0%</td>
<td>100%</td>
<td>100%</td>
<td>82.0%</td>
<td>86.0%</td>
<td>88.0%</td>
<td>10.8%</td>
<td>2.4%</td>
</tr>
</tbody>
</table>

### TABLE III

**The classification results of our experiment. Data was captured with single Kinect device (central one) in second recording session.**

<table>
<thead>
<tr>
<th></th>
<th>Moto-dachi</th>
<th>Zenkutsu-dachi</th>
<th>Shiko-dachi</th>
<th>Naihanchi-dachi</th>
<th>Gedan-barai</th>
<th>Age-uke</th>
<th>Mae-geri</th>
<th>Not classified</th>
<th>Excessive misclassification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moto-dachi</td>
<td>50</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>16</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>17</td>
</tr>
<tr>
<td>Zenkutsu-dachi</td>
<td>1</td>
<td>37</td>
<td>0</td>
<td>0</td>
<td>14</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>14</td>
</tr>
<tr>
<td>Shiko-dachi + gedan-barai</td>
<td>0</td>
<td>0</td>
<td>44</td>
<td>1</td>
<td>49</td>
<td>0</td>
<td>0</td>
<td>6+1=7</td>
<td>1</td>
</tr>
<tr>
<td>Naihanchi-dachi</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>30</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Gedan-barai + Zenkutsu-dachi</td>
<td>2</td>
<td>45</td>
<td>0</td>
<td>0</td>
<td>47</td>
<td>0</td>
<td>0</td>
<td>3+3=6</td>
<td>0</td>
</tr>
<tr>
<td>Age-uke + Moto-dachi</td>
<td>49</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>21</td>
<td>0</td>
<td>1+29=30</td>
<td>0</td>
</tr>
<tr>
<td>Mae-geri</td>
<td>0</td>
<td>5</td>
<td>17</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>21</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>%</td>
<td>99.0%</td>
<td>88.0%</td>
<td>88.0%</td>
<td>100.0%</td>
<td>96.0%</td>
<td>42.0%</td>
<td>2.0%</td>
<td>15.0%</td>
<td>7.8%</td>
</tr>
</tbody>
</table>

### TABLE IV

**The classification results of our experiment. Data was captured with three Kinect devices situated as shown in Figure 1 on the right in second recording session.**

<table>
<thead>
<tr>
<th></th>
<th>Moto-dachi</th>
<th>Zenkutsu-dachi</th>
<th>Shiko-dachi</th>
<th>Naihanchi-dachi</th>
<th>Gedan-barai</th>
<th>Age-uke</th>
<th>Mae-geri</th>
<th>Not classified</th>
<th>Excessive misclassification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moto-dachi</td>
<td>50</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>16</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>17</td>
</tr>
<tr>
<td>Zenkutsu-dachi</td>
<td>1</td>
<td>37</td>
<td>0</td>
<td>0</td>
<td>14</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>14</td>
</tr>
<tr>
<td>Shiko-dachi + gedan-barai</td>
<td>0</td>
<td>0</td>
<td>44</td>
<td>1</td>
<td>49</td>
<td>0</td>
<td>0</td>
<td>6+1=7</td>
<td>1</td>
</tr>
<tr>
<td>Naihanchi-dachi</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>30</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Gedan-barai + Zenkutsu-dachi</td>
<td>2</td>
<td>45</td>
<td>0</td>
<td>0</td>
<td>48</td>
<td>0</td>
<td>0</td>
<td>3+2=5</td>
<td>0</td>
</tr>
<tr>
<td>Age-uke + Moto-dachi</td>
<td>49</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>42</td>
<td>0</td>
<td>1+8=9</td>
<td>0</td>
</tr>
<tr>
<td>Mae-geri</td>
<td>0</td>
<td>5</td>
<td>17</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>21</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>%</td>
<td>99.0%</td>
<td>88.0%</td>
<td>88.0%</td>
<td>100.0%</td>
<td>97.0%</td>
<td>84.0%</td>
<td>64.0%</td>
<td>5.2%</td>
<td>9.0%</td>
</tr>
</tbody>
</table>
generates serious positioning errors. Our results have showed that in both configurations of multi-Kinect environment the effectiveness of classification increases because of increasing of tracking accuracy. In case when side Kinects were rotated about $\frac{\pi}{2}$ and $-\frac{\pi}{2}$ around vertical axis relatively to central one number all not classified techniques dropped by 48% while excessive misclassification error remained on the same level. In case when Kinects were rotated about $\frac{\pi}{4}$ and $-\frac{\pi}{4}$ around vertical axis relatively to central one number all not classified techniques dropped by 61.9% while excessive misclassification error increased by 15.4%. It can be concluded that if we want to increase the correct classification factor in case when excessive misclassification error is not critical second setup of Kinects is more profitable. Otherwise, one should apply first setup, which, in our experiment did not change excessive misclassification rate.

Our future goal will be development of GDL script for recognition of complete set of most popular Karate techniques. The completed classifier will be than utilized in self-training multimedia application. We also plan to apply our classifier as a part of touchless interface in our medical data visualization module [10]. This will allow medical personnel to personally access patient data during surgical interventions while their hands are sterile. We also consider to expand GDL script terminal symbols and to test its capability in recognition of sign language gestures [11].

**APPENDIX**

The GDL script for Mae-geri recognition.

```gdl
RULE (HipLeft.y[0] - KneeLeft.y[0]) < 100 & ABS(KneeLeft.a[0] - 90) < 30 THEN MaeMiddleLeft

//Kick with left foot - Figure 3 Mae-geri stage 3
RULE (HipLeft.y[0] - KneeLeft.y[0]) < 200 & KneeLeft.a[0] > 150 THEN MaeEndLeft

//Proper sequence of Mae-geri stages
RULE (sequenceexists("[MaeMiddleLeft,1][MaeStart,1]") & MaeEndRight) | (sequenceexists("[MaeMiddleLeft,1][MaeStart,1]") & MaeEndLeft) THEN Mae-geri
```
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Abstract—Herein we describe the latent semantic algorithm method for identifying broadcast news story boundaries. The proposed system uses the pronounced forms of words to identify story boundaries based on popular noun unification. Commonly used clustering methods use latent semantic analysis (LSA) because of its excellent performance and because it is based on deep semantic rather than shallow principles. In this study, the LSA algorithm with and without unification was used to identify boundaries of Malay spoken broadcast news stories. The LSA algorithm with the noun unification approach resulted in less error and better performance than the LSA algorithm without noun unification.
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I. INTRODUCTION

Because nouns bear more semantic meaning than other parts of speech and because they are the main characteristics used to identify documents stories \cite{1}, natural language processing applications often focus on nouns as essential components of the documents being processed. Names of persons, for example, are useful noun components in natural language processing, especially during automatic sentence clustering. In recent years, spoken document processing has become a popular and interesting topic within the field of natural language processing. In general, spoken document processing adapts natural language processing applications using speech input rather than text input.

Processing spoken documents is challenging because of the word errors generated by the automatic speech recognition (ASR) process \cite{2}, \cite{3}. Determining the boundaries of broadcast news stories is another obstacle to processing spoken documents. The lack of overt punctuation and formatting contributes to this problem. In order to retrieve information, the beginning and the end of the segments or paragraphs within a document must be determined \cite{3}-\cite{6}. The process of determining the boundaries of the segments in the text is not an easy process \cite{3}-\cite{7}.

Word errors generated by the ASR process can occur when recordings are made in a noisy environment or when pronunciation is unclear. The latter is especially true for vowel letters. An example from a Malay broadcast news story is as follows: The name of a professional badminton player was written four different ways in four sentences when converted from spoken news to written news by the ASR system (lee chong wei, choong wei, chong wee, and chan wee). The conversion problem was related to the vowel sound, in that the [u:] sound can be written as “oo, o, ou, ew, ue, u, and ui” and the [i:] sound can be written as “ee, ea, ei, and ie.” Silent sounds (pronounced n+ unpronounced g) also pose problems for ASR \cite{8}, \cite{9}.

Identification of story boundaries with the added problem of pronunciation errors is a complicated task. It requires human knowledge of the rules of correct pronunciation of lexical items. To address these problems, we propose a new method to improve story boundary identification in spoken documents using the popular noun unification approach.

II. RELATED WORK

The absence of punctuation and capitalization in spoken documents makes it challenging to automatically identify story boundaries in multimedia documents. Previous attempts have concentrated on three types of cues: visual cues, such as the presence of an anchor’s face \cite{7} or motion changes \cite{7}; audio cues, such as significant pauses or reset of pitch; and lexical cues, such as word similarity measures within speech recognition transcripts or closed captions of video \cite{10}, \cite{11}. Cues from completely different modalities (audio, video, and text) are often consolidated to achieve better story boundary identification \cite{7}, \cite{12}.

Hearst et al. (1997) proposed the TextTiling approach to story boundary identification \cite{10}. It is based on the straightforward observation that different topics usually employ different sets of words and that shifts in vocabulary usage are indicative of topic changes \cite{10}. As a result, pairwise
sentence similarities are measured across the text and a local similarity minimum implies a story boundary. Stokes et al. (2004) evaluated word cohesion using a lexical chaining approach; in this method, related words in a text are linked into chains, and a high concentration of chain starting and ending points is an indication of a story boundary [11]. These two approaches were recently used to segment speech recognition transcripts of spoken documents such as broadcast news [12], [13] and meetings [14]. Rosenberg et al. (2006) presented results from a broadcast news story boundary identification system developed for the SRI NIGHTINGALE system, which was applied to English, Arabic, and Mandarin news show to provide input for subsequent question-answering processes [12]. Xie (2008) used word and subword multiple scales for story boundary identification and showed the robustness of subwords for reducing the impact of errors and improving identification of broadcast news story boundaries [13]. Wu (2009) used decision tree and maximum entropy methods to identify the positional story boundaries locally and then used a genetic algorithm to identify the final story boundaries [15].

### III. Latent Semantic Analysis

The clustering of sentences can be used to find repeated information, and the clustering process is conducted by grouping similar sentences together. Previous studies have examined a number of different methods that can be used to identify similar sentences. Some of these methods use shallow techniques to detect the similarities in sentences (e.g., word or n-gram overlap), whereas other methods use a deep approach to examining the syntactic or semantic similarities. The latent semantic analysis (LSA) technique can be used to estimate both the similarity of word matching and semantic structures. Accordingly, the problem of synonymy is avoided [16], [17].

Spoken documents are typically scanned and split into sentences throughout the preparation process, and then term-by-sentence matrices (TSMs) are ultimately created. One of the payoffs of using LSA is that it reduces dimensionality and thus results in quicker clustering. When the matrix is prepared, it is subjected to singular value decomposition (SVD) (Figure 1) [16]. The SVD formula can be stated as follows:

\[ A = L_{EV} * S * R_{EV}^T \]

Any rectangular matrix \( A \) (i.e., a TSM matrix) with order \( n \times s \) is decomposed into three matrices \( (L_{EV}, S, R_{EV}^T) \). The matrix \( L_{EV} \) contains the left eigenvectors of \( A \) and describes the relationship between terms (rows) and sentences (columns), or it refer to a term-to-concept similarity matrix resulting from the equation \( L_{EV} = A^T A \). The matrix \( S \) is an \( m \times m \) diagonal matrix with the entries sorted in decreasing order. The entries of the \( S \) matrix are the singular values (eigenvalue), and the \( S \) matrix describes the relative strengths of each concept. The \( R_{EV}^T \) matrix, which is defined by the equation \( R_{EV}^T = A A^T \), contains the left eigenvectors of \( A \), and this matrix refers to a sentence-to-concept similarity matrix [16].

![Fig. 1. Singular value decomposition (SVD)](image)

The functionality of LSA will be explained using an example from the term similarity calculation. Consider Table I, which consists of four sentences from technical reports.

<table>
<thead>
<tr>
<th>S1</th>
<th>Shipment of gold damaged in a fire</th>
</tr>
</thead>
<tbody>
<tr>
<td>S2</td>
<td>Delivery of silver arrived in a silver truck</td>
</tr>
<tr>
<td>S3</td>
<td>Shipment of gold arrived in a truck</td>
</tr>
<tr>
<td>S4</td>
<td>Gold silver truck</td>
</tr>
</tbody>
</table>

1. The TSM (Table II) is constructed as follows:

<table>
<thead>
<tr>
<th></th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>arrived</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>damaged</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>delivery</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fire</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Gold</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>In</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>of</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>shipment</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Silver</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>truck</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

2. SVD is used to decompose the \( A \) Matrix into three matrices.
Similarity = \cos(\theta) = \frac{A \cdot B}{||A|| ||B||} \quad \text{(1)}

To calculate cosine similarities, for the example, the $R_{EV}^T$ matrix was used to calculate cosine similarities for each sentence as follows:

$$\text{sim}(S_i, S_j) = \frac{(S_i \cdot S_j)}{(||S_i|| \cdot ||S_j||)}$$

In our example, the similarity for $S_1$ is calculated as:

$$\text{sim}(S_1, S_2) = \frac{(S_1 \cdot S_2)}{(||S_1|| \cdot ||S_2||)}$$
$$\text{sim}(S_1, S_3) = \frac{(S_1 \cdot S_3)}{(||S_1|| \cdot ||S_3||)}$$
$$\text{sim}(S_1, S_4) = \frac{(S_1 \cdot S_4)}{(||S_1|| \cdot ||S_4||)}$$

$S_3$ returns the highest value: pair $S_1$ with $S_3$. The same method then is used to compute the similarity for $S_2$, $S_3$, and $S_4$. Consequently, similar sentences (cosine distance > threshold) are placed together to create a new sentence cluster. Then, a new matrix is created from this cluster and from the rest of the sentences. After applying SVD, all sentences are compared in a pairwise manner. This process is repeated until the distance of the similarity between the document sentences is larger than the previously indicated threshold.

IV. PROPOSED SYSTEM

Previously developed systems for identifying news story boundaries depend on the dictation form of words. In contrast, the proposed framework uses the pronounced form. Table III shows some examples of the differences between the dictation and pronounced forms for some popular nouns.

<table>
<thead>
<tr>
<th>Dictation form</th>
<th>Pronounced form with syllables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abdul Rahman</td>
<td>ab杜/dur/rah/ma/n abdurrahman</td>
</tr>
<tr>
<td>Abdurrahman</td>
<td>ab杜/dur/rah/ma/n abdurrahman</td>
</tr>
<tr>
<td>Abdulrahman</td>
<td>ab杜/dur/rah/ma/n abdurrahman</td>
</tr>
<tr>
<td>Yassin, Yasin</td>
<td>Yas/si/n Yassin</td>
</tr>
<tr>
<td>Yassen, Yasen</td>
<td>Yas/si/n Yassin</td>
</tr>
<tr>
<td>Yassain, Yassain</td>
<td>Yas/si/n Yassin</td>
</tr>
<tr>
<td>Mohammed, Mohamed</td>
<td>Moham/ma/d</td>
</tr>
</tbody>
</table>

TABLE III. EXAMPLES OF THE DIFFERENCES BETWEEN THE DICTATION AND PRONOUNCED FORMS OF SOME POPULAR NOUNS
The pronounced forms are more difficult in writing than in reading, as can be seen in the following examples:

1. Most of the sun letters or solar letters (t, v, d, r, z, s, l, and n) can be written with or without a duplicate letter, such as “s” in Yasain or “ss” in Yassain (both are correct). Duplicate consonants in popular nouns are considered to be a common diacritic, with the first being a consonant and the second a vowel [18], [19].

2. Dummy letters have no relation to neighboring letters and no correspondence to pronunciation; in other words, they are empty letters that have no sound (e.g., /h/ in Sarah, Fatimah, John, and Johnny) [8], [9].

3. Auxiliary letters with another letter constitute a diphthong (i.e., two letters combined to represent a single phoneme). These may be further categorized as a standard single-letter representation that uses another letter, as with “oo, ou, u, o in noor, nour, nur, and nor.” These are irregular in dictation form. Table IV shows some examples of diphthongs and other ambiguous sounds [8], [9].

### Table IV. The Difficulties in Writing Popular Nouns

<table>
<thead>
<tr>
<th>Combination sound</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>ai, ay, ei, y</td>
<td>Maitham, Maytham, Meitham, Mytham</td>
</tr>
<tr>
<td>oo, ou, o, u</td>
<td>Noor, Nour, Nur, Nur Fong, Foong Choy, Chooy</td>
</tr>
<tr>
<td>dh, z</td>
<td>Nadhem, Nazem</td>
</tr>
<tr>
<td>s, z</td>
<td>Asman, Azman</td>
</tr>
<tr>
<td>ee, ei</td>
<td>Swee, Swei</td>
</tr>
<tr>
<td>(ss,s), (dd, d), (mm, m), (rr, r), (tt, t), (vv,v), (zz,z), (ll, l), (nn, n)</td>
<td>Yassain, Yasain Aladdin, Aladin Mohammed, Mohamed Abdurrahman, Abdulrahman, Abdulawab, Abduttawab Razzaq, Razaq, Razzak, Razak Abudlrah, Abdulrah Alnoor, Annoor</td>
</tr>
</tbody>
</table>

Avoiding the problem of writing popular nouns in different ways and thus reducing their impact on story boundary identification involves writing them in generalized and unified ways. This process requires use of an edit distance algorithm (Figure 2). This algorithm controls weights for the characters added and deleted and for the sun letters and dummy letters that are written but not pronounced in popular nouns.

The new system proposed herein proceeds in six stages:

**Stage 1:** Decode the spoken broadcast news to text using the sphinx 3 ASR system.

**Stage 2:** Use the maximum a posteriori (MAP) and maximum likelihood linear regression (MLLR) algorithms to improve the ASR acoustic model.

**Stage 3:** Apply the part of speech tagger (POS) to tag each word with its corresponding part of speech.

**Stage 4:** Use the generalized noun algorithm to unify the popular nouns (see section V).

**Stage 5:** Apply preparation processing (see section VI).

**Stage 6:** Identify the story boundaries using the LSA algorithm (see section III).

### V. Generalized Noun Algorithm

The noun unification approach depends on phonetics (i.e., on the pronunciation of popular nouns rather than on the written form). The pronounced form of a word is based on the principle that “only the pronounced sounds are written down, even if they have no corresponding letters in dictation form. Also, what is not pronounced is left unprinted, even if it has a corresponding letter in dictation form”[8], [9]. Accordingly, some letters are either inserted or deleted in the pronounced form. There are many reasons for un-standard popular nouns, including the following:

1. The vowel combination makes it more difficult to find one form for the same noun.
2. Sun letters may or may not be duplicated.
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3. No two phones are exactly identical; within the same language, people pronounce things differently, and between different languages, no two sounds are ever exactly identical.

4. The distinction between vowels and consonants is not always clear cut, and there is a fuzzy boundary region between them in both human pronunciation and automatic recognition.

5. Some sounds are silent (dummy sounds) and are written in dictation form but are not pronounced [3].

6. Some foreign letters can be pronounced and written down using different letters. For instance, consider “Nazem” and “Nadhem.” The letters “z” and “dh” are used to represent the same name.

Converting popular nouns in a document to the general form using the generalized noun algorithm proceeds as follows:

Procedure Generalized Noun (Doc)
{
    W ← Split (Doc, “ “) // splits the text on every space
    For (i=0 to N) // iterates until all words are validated
        if (check is W[i] noun or not using Part-of-Speech (POS) Tagger)
            IF POS(W[i])= Noun then
                / Find vowel combination and generalized it
                Loop
                    Case (Ch← W[i]) :
                        // Group A include (vowel+h letter)
                        Group A: replace Ch with μ;
                        // Group B include [ei] sound
                        Group B: replace Ch with β;
                        // Group C include (sun letters)
                        Group C: replace Ch with λ;
                        // Group D include [ai] sound
                        Group D: replace Ch with Ω;
                } // End case
            } // End Loop
        } // End if
    }
Table V illustrates the measurement of the similarity between two strings using Levenshtein distance for several examples. The number of transformations (deletions, insertions, or substitutions) required to transform one string into another were measured before and after the generalized noun algorithm was applied.

### Table V. Measurement of the Similarity Between Two Strings Using Levenshtein Distance

<table>
<thead>
<tr>
<th>Poplar Nouns (PN)</th>
<th>Unified (PN)</th>
<th>Levenshtein Distance (LD)</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zamab</td>
<td>Z̄ab</td>
<td>LD(Zamab, Zamab)=1</td>
<td>β refers to [ə] sound group {alay, ey, z̄a}</td>
</tr>
<tr>
<td>Zaynab</td>
<td>Z̄aynab</td>
<td>LD(Zaynab, Zaynab)=2</td>
<td></td>
</tr>
<tr>
<td>Zeyab</td>
<td>Z̄eyab</td>
<td>LD(Zaynab, Zeyab)=1</td>
<td></td>
</tr>
<tr>
<td>Razzaq</td>
<td>Ṭalak</td>
<td>LD(Razzaq, Razzaq)=1</td>
<td></td>
</tr>
<tr>
<td>Razak</td>
<td>Ṭalak</td>
<td>LD(Razzaq, Razak)=2</td>
<td></td>
</tr>
<tr>
<td>Raqaq</td>
<td>Ṭalak</td>
<td>LD(Razzaq, Raqaq)=2</td>
<td></td>
</tr>
<tr>
<td>Mohammed</td>
<td>Moh̄ed</td>
<td>LD(Mohammed, Mohammed)=1</td>
<td>λ refers to duplicated letters group “sun letters” {t, v, d, b, z, s, l, and n}</td>
</tr>
<tr>
<td>Mohammad</td>
<td>Moh̄ed</td>
<td>LD(Mohammed, Mohammad)=2</td>
<td></td>
</tr>
<tr>
<td>Mohamad</td>
<td>Moh̄at</td>
<td>LD(Mohammed, Mohamad)=1</td>
<td></td>
</tr>
<tr>
<td>Mohamad</td>
<td>Moh̄at</td>
<td>LD(Mohammed, Mohamad)=2</td>
<td></td>
</tr>
<tr>
<td>Mohamet</td>
<td>Moh̄at</td>
<td>LD(Mohammed, Mohamet)=1</td>
<td></td>
</tr>
<tr>
<td>Mohamet</td>
<td>Moh̄at</td>
<td>LD(Mohammed, Mohamet)=2</td>
<td></td>
</tr>
<tr>
<td>Johnny</td>
<td>J̄unī</td>
<td>LD(Johnny, Johannie)=2</td>
<td></td>
</tr>
<tr>
<td>Johanie</td>
<td>J̄unī</td>
<td>LD(Johnny, Jonny)=1</td>
<td></td>
</tr>
<tr>
<td>Jonny</td>
<td>J̄unī</td>
<td>LD(Johnny, Jonnie)=3</td>
<td></td>
</tr>
<tr>
<td>Jonnie</td>
<td>J̄unī</td>
<td>LD(Johnny, Jonnie)=3</td>
<td></td>
</tr>
<tr>
<td>J̄unī</td>
<td>J̄unī</td>
<td>LD(J̄unī, J̄unī)=0</td>
<td>Ω refers to [ə] sound group {e, y, i}</td>
</tr>
</tbody>
</table>

Table V illustrates the measurement of the similarity between two strings using Levenshtein distance for several examples. The number of transformations (deletions, insertions, or substitutions) required to transform one string into another were measured before and after the generalized noun algorithm was applied.

## VI. Preprocessing Stage

The preprocessing module performs tagging, removal of stopping words, stemming, feature selection, and TSM creation. During the tagging process, each word is tagged with its corresponding POS. For example, the sentence “ali pergi ke sekolah” (Ali goes to school) is tagged as “ali/noun pergi/verb ke/preposition sekolah/noun.” In this study we used the Qtag POS tagger. The next step is to remove stopping words, which removes all of the frequent and common words that do not carry important information. This step reduces the size of the spoken document. Such words include auxiliary verbs and prepositions (e.g., adalah/is, are), akan/will, was/ialah, ke/to, pada/at. The removal of such words helps to improve the quality of the story boundary identification results by retaining only the words that contain significant information. This step can be performed using the stopping word list, which includes 1312 common Malay stopping words.

Stemming refers to reducing morphological variants of words to their stem, base, or root form, and it is used to improve the effectiveness of information retrieval (IR). The effect of stemming depends on the nature of the language vocabulary, and in some cases stemming may degrade retrieval performance [20]. Thus, a stemmer can improve the effectiveness of IR for some text corpora more than others [16], [17], [20]. In the system proposed here, an affixation stemmer for the Malay dataset was used. The words permakanan (diet) and makanannya (his/her food), for example, contain the base word “makan,” and the common stem of the various forms of the word was weighted using the tf-idf (term frequency-inverse document frequency) weighting approach in the term-by-document matrix (TDM). The use of the stemming algorithm can increase retrieval performance by reducing morphological
variants of words and the time required for processing; at the same time, use of the roots of the words increases the similarity probability between the words in the clustering module.

After stemming is completed, feature selection is performed. One of the major challenges facing artificial intelligence applications is how to reduce the number of high dimensional data spaces. Dimensionality reduction is the process of reducing the number of random variables (words here) under consideration (for instance, retaining the significant words or the high frequency words) [16]. The efficiency of the relevant algorithms can be improved by decreasing the dimensionality of the size of the effective vocabulary and data spaces. In such cases, feature selection can be applied. Feature selection chooses an effective subset from a huge set of features. In this study, we used the open source library “weka” to select the useful features, and only the selected keywords (words) were used in the subsequent building of the TSM.

In the TSM, each row defines the terms contained in a sentence. Each cell entry contains the frequencies of occurrence of a term in a sentence. This TSM can be used to calculate the similarity between terms using story boundary identification methods. To illustrate, suppose we have the following set of five sentences:

\[
\begin{align*}
\text{S}_1 &= w_1 w_2 w_3 w_4 w_5 w_6 \\
\text{S}_2 &= w_7 w_2 w_3 w_4 w_5 w_6 \\
\text{S}_3 &= w_6 w_8 w_4 w_5 \\
\text{S}_4 &= w_1 w_9 w_{10} w_4 w_6 \\
\text{S}_5 &= w_{10} w_2 w_2 w_4 w_{11} w_5
\end{align*}
\]

A data set can be represented by the TSM using the frequency weight matrix shown in Table VI.

<table>
<thead>
<tr>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

VII. EXPERIMENTS AND RESULTS

To demonstrate the performance of the proposed algorithms, a transcript produced manually from spoken broadcast news was used [21] to identify the story boundaries. The databases used for this are called the mass-news corpus, and they consist of Malay broadcast news documents that were collected at Universiti Sains Malaysia as the output of the Malay ASR system [21]. The news stories used for this evaluation were collected in March 2011. The data set includes ~25 hours of transcribed speech. The ASR system was trained using a ~15 hour portion of the database, and the test sets included the remaining ~10 hours. The broadcast news stories included multiple speakers and recording in noisy environments. None of the test sets overlapped with the ASR training set. Table VII shows the Malay data source details that were used in this study.

<table>
<thead>
<tr>
<th>Size of language model</th>
<th>150 MB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size of dictionary</td>
<td>1.74 MB</td>
</tr>
<tr>
<td>Number of news shows</td>
<td>18</td>
</tr>
<tr>
<td>Number of news stories in all news shows</td>
<td>579</td>
</tr>
<tr>
<td>Number of sentences in news database</td>
<td>4698</td>
</tr>
<tr>
<td>Number of words in the news</td>
<td>81116</td>
</tr>
<tr>
<td>Number of popular nouns in the news</td>
<td>39698 (49%)</td>
</tr>
<tr>
<td>Word error rate before adaptation</td>
<td>34.5%</td>
</tr>
<tr>
<td>Word error rate after adaptation</td>
<td>33.9%</td>
</tr>
<tr>
<td>Story length</td>
<td>Around 1 to 167</td>
</tr>
<tr>
<td>The rate of the audio signal extract</td>
<td>10 ms</td>
</tr>
</tbody>
</table>

Errors resulting from the process of story boundary identification were measured using the F-score, precision, and accuracy. To evaluate the effectiveness of the story boundary identification module, we tested it using Malay spoken documents that contained ~380 stories in different domains (e.g., politics, economics, sports, local news, and international news). We evaluated two corpora. The first corpus was a gold standard file (GSF) corpus that represents the manual transcription of the Malay broadcast news. The second corpus was the ASR result (Hypothesis Result (HR)) for the Malay broadcast news. The GSF corpus was segmented into stories by human experts. In this experiment different k-dimensional clustering spaces were built where \( k \in [32, 50, 80, 100, 125, 150, 200] \). This paper reports only the best results.

Table VIII shows the results of the story boundary identification for LSA with and without the noun unification process.

\[ \text{Table VIII. Story Boundary Identification Results} \]

<table>
<thead>
<tr>
<th>Method</th>
<th>F-score</th>
<th>Precision</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSA</td>
<td>0.84</td>
<td>0.85</td>
<td>0.85</td>
</tr>
<tr>
<td>LSA+NU</td>
<td>0.88</td>
<td>0.90</td>
<td>0.90</td>
</tr>
</tbody>
</table>

\[ 2 \]The tools that used in this study

J ava, Python, Apache Lucene package (java package) was used for compute F-measure and the other Measurement, Sphinx 3 as ASR system, WEKA package for feature selection, SPSS for Wilcoxon signed-ranks test, Qtag tool for part of speech tagger, an affixation stemmer tool, Jama package for Matrix computations.
The results of the story boundary identification algorithms were evaluated statistically using the Wilcoxon signed-ranks test. By applying the same statistical significance test, the results of the proposed algorithm were compared statistically with the results of the baseline algorithm (i.e., LSA without the noun unification process). The proposed system using the popular noun unification algorithm achieved an F-measure of 0.791, whereas the value was 0.613 for the baseline system when tested on the same set of Malay broadcast news stories.

VIII. CONCLUSIONS

Identifying broadcast news story boundaries plays an important role in many natural language processing applications, such as topic identification and story classification. The proposed system uses the pronoun forms to identify story boundaries based on popular noun unification. LSA is commonly used in clustering methods because of its excellent performance and because it is based on deep semantic rather than shallow principles. In this study, the LSA algorithm with popular noun unification achieved a better result than the general LSA algorithm in identifying news story boundaries for the same test set. The LSA algorithm with popular noun unification achieved an overall F-measure of 0.791 versus 0.613 for the general LSA algorithm when identifying news story boundaries for the same test set.

We predict that further work by adding ASR confidence measure to distinguish between correct and incorrect words in ASR result before any processing, e.g., story boundaries identification. In future work, we will apply this algorithm for English language.
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Abstract—We consider the watermarking method based on a holographic transform domain image proposed by A. Bruckstein. Our testing showed that it is resistant not against all possible attacks declared by his inventor, under the condition of a very high image quality just after WM embedding. Only a small part among 120 bits embedding into the image has an acceptable error probability after extraction if some attacks hold. Therefore we propose to modify this system for fingerprinting where only fixed bits are embedded into the most reliable places of the frequency mask. Systematic linear binary codes with large minimal code distance are used in order to correct errors. Simulation showed that such system provides sufficiently reliable tracing “traitors” under the most types of attacks subjected to remove WM, while keeping a good quality of the image just after embedding.

Index Terms—Watermarking, image processing, error correction codes, tracing traitors

I. INTRODUCTION

DIGITAL watermarks effectively can be used for copyright protection of still images [1], [2], [3], [4]. However, intruders, the so-called “pirates”, try to copy and spread these products illegally, and they attempt to remove the WM by performing different (sometimes very sophisticated) transforms over the watermarked products which, not impairing the product itself, should make impossible to extract them. In [3] there has been proposed an approach for watermarking insertion that is invariant to several transforms as rotation, scale and translation. But the use of the log-polar transforms results (confirmed at our experiments) to significant corruption of the cover images after WM embedding. Only a very restricted number of possible transforms are considered in [4]. A good robustness to practically all possible transforms has been obtained in [5] but unfortunately it works only for one bit watermark. An extension of this method to multiple-bit watermark was presented in [6] but without the use of error correcting codes. Thus it can be concluded that although there were many proposals in the design of WM systems resistant to different attacks, this problem is so far not solved completely.

In [7], a WM system based on a “holographic” transform domain has been proposed, where the embedding procedure is performed in the area of the Fourier amplitude and then the message can be extracted even from cropped WM-ed image. This is why this method was called holographic, it is a metaphor of the physical hologram where the whole can be recovered from its small part.

The authors of [7] declare that this method allows to embed up to 120 message bits and to extract them correctly using an informed decoder even after several attacks as cropping, JPEG compression, changing of contrast and some other combinations of them. The embedding procedure is performed then as follows:

$$I^W = F^{-1}(W_b \cdot F(I))$$  \hspace{1cm}(1)$$

where $I = (I(x,y))_{(x,y)}$ is a grey-level (8 bit) image in an $(x,y)$-pixel area, $W_b = (W_b(u,v))_{(u,v)}$ is an embedding mask,

$$W_b(u,v) = 1 + (-1)^b \varepsilon \text{ whenever } (u,v) \in S^b_{ij},$$  \hspace{1cm}(2)$$

with $(S^0_{ij})_{ij}$, $(S^1_{ij})_{ij}$ being some collections of selected areas, corresponding to the chosen embedding mask in the frequency area for the $(i,j)$-th message bit 0 or 1, respectively, $\varepsilon$ is a depth of embedding, $F$, $F^{-1}$ are, respectively, the direct and the inverse Fourier transforms, and $I^W = (I^W(x,y))_{(x,y)}$ is the resulting watermarked image. An embedding mask can be chosen in different manners. In the paper [7] it is used the so called “equally radius” geometry shown on Fig. 1. For such mask it is possible to embed 120 message bits in the whole image. The extraction of each of the $(i,j)$-bits is performed by the following rule optimal in additive Gaussian noise attack channel:

$$b_{ij} = \frac{1}{2} \left[ 1 - \text{Sign} \left( B_{ij}^1 - B_{ij}^0 \right) \right]$$  \hspace{1cm}(3)$$

where

$$B_{ij}^b = \sum_{(i,j) \in S^b_{ij}} \Re \left( \frac{1}{w_{ij}} s_{ij} \right), \ b \in \{0,1\},$$

$s_{ij} = F(I)$ is the array of complex values obtained as the Fourier transform of the original image $I$, $(q_{ij})_{(i,j)} = F(I^W)$ is the array of complex values obtained as the Fourier transform of the watermarked image $I^W$, $\Re$ is the “real part” operator and the overline denotes complex conjugation.

Since the knowledge of original image $(I(x,y))_{(x,y)}$ is necessary for the extraction procedure, this method is called...
an informed decoder. Moreover, if the WM-ed image has suffered some attack, say cropping of windows or the removal of some rows and columns, it is necessary to know the changed version of the original image after such attacks. This means that the decoder should know the exact place of the window or the locations of rows and columns removed after the attack. Such problem is called the registration problem. Sometimes it can be solved very easily (because both attacked and original image are available for the decoder) but sometimes it requires a solution of an additional problem, known as the registration one. But we leave the registration problem outside our investigation.

II. ABOUNDING ON TESTING A COMMONLY USED METHOD

Let us present the tests realized in accordance with the method proposed at [7].

The quality of the watermarked image is determined by the depth of embedding $\varepsilon$. In the Fig. 2, an original image and its watermarked images with $\varepsilon = 0.05$ and $\varepsilon = 0.2$ are presented.

We can see that the quality of the WM-ed image is still acceptable for $\varepsilon = 0.05$ but indeed unacceptable if $\varepsilon > 0.2$. (This claim has been confirmed after a testing of many typical images on computer screens.)

The results of message extraction for different images are presented at Table I, once a given image has been attacked through several transforms, while keeping good image quality after the embedding and attacks.

This testing shows that although a cropping of small “windows” gives excellent results as well as JPEG compression with quality factor $Q \geq 60\%$, further decreasing of the window’s sizes and a quality of the JPEG compression results in a degradation of the WM system as well as an addition of a Gaussian noise with variance larger 25. Thus the claim [7] that such WM system satisfies the required conditions for being resistant against any attacks is only partly correct. (It is true only for some specific images). But in order to maintain a good idea proposal in [7] regarding the holographic transform domain and portioning of decision bit area into two subareas in line with the decoding rule (3) we suggest to modify WM system in some manner to adopt it in a modified form.
TABLE I
THE RESULTS OF ERROR PROBABILITY IN EXTRACTION PROCEDURE ATER DIFFERENT ATTACKS.

<table>
<thead>
<tr>
<th>Name of attack</th>
<th>PC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cropping of window 200 × 200 pixels</td>
<td>4</td>
</tr>
<tr>
<td>Cropping of window 170 × 170 pixels</td>
<td>8</td>
</tr>
<tr>
<td>Saving in JPEG format with Q = 60%</td>
<td>3</td>
</tr>
<tr>
<td>Saving in JPEG format with Q = 30%</td>
<td>6</td>
</tr>
<tr>
<td>Saving in JPEG format with Q = 20%</td>
<td>25</td>
</tr>
<tr>
<td>Saving in JPEG format with Q = 10%</td>
<td>30</td>
</tr>
<tr>
<td>Addition of Gaussian noise with a variance d = 20%</td>
<td>15</td>
</tr>
</tbody>
</table>

PC: Percent of corrupted bits on average of several images.

A description of the extraction procedure results, by simulation after different attacks, within this new approach and the original method are presented in Section III and IV, respectively.

III. DESCRIPTION OF THE MODIFIED WM SYSTEM

Firstly, the results of our simulations, which show the probabilities of errors after extraction of bits on different places into the frequency mask and after different attacks, are presented in the Tables II-V.

By observing these tables, we can conclude that there are some bit locations where the probabilities of errors are unacceptable even if we would use some error correction codes, while there are some other bit locations where the probabilities of errors approach to zero. Then the following natural idea arises – let us embed message bits only in such “cells” of the mask where there appears a moderate number of errors.

We could try of course to execute a diversity concept. This means that the same bit is embedded in several cells. But experiments show that a soft decoding occurs useless in this case because the values $q_{ij}$ in eq. (3) are falsely increased for some cells after the JPEG transforms and make worse the result of decision in a comparison with hard decision. One can use the hard (majority) decoding rule but it requires a large multiplicity of diversity and to find the gain to remove bits from “bad” cells which are providing the negligible effect. The amount of bits which have the acceptable probability of error is about 64 and they are displayed at columns 2–9 at Tables III–V. This value is not sufficient in order to embed reasonable information but it may be enough for a scenario of fingerprinting.

Let us consider a situation in which the owner of some image sales it legally to a set of $M$ users without a permission to distribute this product further outside of this buyer set. But some members of the set did illegal redistribution of the product. Fortunately, the owner has access to the illegally redistributed copies. The owner of the product wants to recognize who was the illegal distributor (the “pirate” in other words). It is worth to note that such digital fingerprinting (FP) has very important role in enabling an early-release HD movie window for VOD [8].

In order to solve this problem, the owner can proceed in the following manner: he embeds an unique bit string in every copy sold to legal users, he extracts the embedded WM (which is called usually the fingerprint) from illegally redistributed copy and trace the pirate. We propose to select unique strings of the length equal to the number of practically error-moderate bits (in our case it is 64). Let us denote by $R$ the area consisting of the columns labelled 2–9 at each of the Tables II-V (emphasized at their displays). The other bits, displayed at columns 10–15 are free of embedding.

Since there may occur errors even among the specially selected 64 bits, it is reasonable to use error-correction codes.

First of all we consider the use of BCH codes of length 63 with a hard decoding on Hamming distance [9], namely the codes $(63, 7), (63, 10)$ and $(63, 16)$. But since the probabilities of bit errors, even among the columns 2–9, depend (as it can be seen from Tables II-V) on the positions of these bits, it is reasonable to use a more effective maximum likelihood decoding algorithm, namely, let:

$$
\hat{j} = \arg \max_j \left[ \prod_{i \in E_{(e_j)}} P_i \cdot \prod_{i \notin E_{(e_j)}} (1 - P_i) \right] \quad (4)
$$

where $\hat{j}$ is the number of codeword after decoding, $P_i$ is the error probability at the $i$-th bit, $I_{(e_j)}$ is the set of components with value one at the vector $e_j$ (the support of $e_j$), $I_{(e_j)}$ is the set of components with value zero at the vector $e_j$ (the null set of $e_j$), and $e_j = u \oplus v_j$ where $u$ is the received binary vector after demodulation by (3), and $v_j$ is the $j$-th code word at the BCH code.

In the next Section we consider the results of simulation of the proposed approach after attacks by different transforms.

IV. RESULTS OF FINGERPRINTING SYSTEM SIMULATION AFTER DIFFERENT TRANSFORMS

We use the embedding according to the relations (1), (2) into the area $R$, the bit extraction by the rule (3) and the decoding of the code words of the BCH codes $(63, 7), (63, 10)$ and $(63, 16)$, by the minimal Hamming distance and maximum likelihood algorithm (4). As image transforms we apply the following ones:

- cropping of windows;
- removal of rows and columns;
- JPEG compression with different quality;
- addition of Gaussian noise.

We selected 1000 grey scaled images from the bank of images [10] and each of these images was tested 10 times with randomly chosen bit embedding. In reality we try BCH codes of the length 63 for more variants on the number of information bits, other than 3, but we show now only those cases in order to justify that there is no sense to take $k > 10$, because it results in poor probability of correct decoding even after the use of an optimal decoding algorithm.

In the Fig. 3 a fingerprinted image and its cover image after different transforms are presented.
TABLE II
THE PROBABILITY (IN PERCENTS) OF THE $(i, j)$-TH BIT ERROR AFTER A JPEG TRANSFORM WITH QUALITY FACTOR $Q = 10\%$.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$j$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td></td>
</tr>
</tbody>
</table>

TABLE III
THE PROBABILITY (IN PERCENTS) OF THE $(i, j)$-TH BIT ERROR AFTER A JPEG TRANSFORM WITH QUALITY FACTOR $Q = 20\%$.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$j$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td></td>
</tr>
</tbody>
</table>

TABLE IV
THE PROBABILITY (IN PERCENTS) OF THE $(i, j)$-TH BIT ERROR AFTER CROPPING OF WINDOW WITH SIZE $200 \times 200$ PIXELS.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$j$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td></td>
</tr>
</tbody>
</table>

TABLE V
THE PROBABILITY (IN PERCENTS) OF THE $(i, j)$-TH BIT ERROR AFTER AN ADDITION OF GAUSSIAN NOISE WITH VARIANCE $d = 25$.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$j$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td></td>
</tr>
</tbody>
</table>

In all cases we assume that the original image is known during the extraction procedure. Sometimes this condition can be provided very easily, whereas sometimes it requires to solve an additional problem for the original image registration, in this last case we refer to cropping (where it is necessary to know the window) or to row and column removal (where it is necessary to know which of them have been removed).

It is worth to note that the pirates can remove rows or columns in two different ways.

Consider the first way. A pirate selects some rows (or columns) and changes them to another ones, which can be obtained by interpolation of neighboring lines. In this case the image size and places of another rows are not changed. Hence it is the case when it is not necessary to solve a problem of original image registration.

Another case arises where the pirate deletes the lines and then he shifts the remaining lines to make invisible the removal place. In this case, the image size and places of several lines
are changed. Therefore for extraction procedure it is necessary to solve a registration problem.

The results of simulation (in terms of the incorrect decoding probabilities) depending on the type of code and different attack transforms are presented in Table VI.

Similar results for optimal decoding algorithm are shown in Table VII.

We note that for those attacks that can be easily recognized by a legal user (removal of rows and columns, cropping, addition of noise) the values of the symbol probabilities $P_i$, that are necessary for optimal decoding by the algorithm (4) can be taken from Tables IV–V, whereas it is hard to establish the quality factor $Q$ used in the JPEG transform. The probabilities for the worst case ($Q = 20\%$) can be used because we proved that it results in the minimal probability of incorrect decoding on average.

From Tables VI–VII it can be seen that the maximum number of information bits $k$, that can still provide the acceptable probability of incorrect decoding after all attack transforms is 10 and the optimal decoding algorithm given by (4) is superior to the minimal Hamming distance algorithm.

V. Conclusion

Traitor tracing is a very important problem in the case of an early release of HD movie window for VOD. In the current paper we adopt a general idea to embed WM using the so called “holographic” concept [7] when the embedding procedure is performed in the Fourier domain. However we showed that such WM system is vulnerable to different image transforms which provide still a good image quality after them. Therefore we propose a modification of the WM system considered in [7] to a fingerprinting system, where it is sufficient to provide only a limited number of identification code words corresponding to different users that can be potential pirates. In a particular case we have selected 64 bits which survive after most of the transforms and we propose to execute a binary $(63, 10)$-BCH code to correct errors. We propose also to use a maximum likelihood decoding algorithm instead of the minimum Hamming distance algorithm since that is more effective.

The simulation results showed that for many typical images the proposed fingerprinting scheme is resistant to such transforms as cropping, removal of rows and columns, JPEG compression and addition of Gaussian noise. Therefore we are rather sure that the proposed scheme can be recommended for practical applications to copyright protection within fingerprinting procedures.

But the problem of original image registration arises.

Sometimes it is easy to solve because the original images always are at the disposition of their owners. But sometimes it requires to know some parameters of transforms (as numbers
TABLE VI
THE PROBABILITIES OF INCORRECT DECODING BY MINIMUM HAMMING DISTANCE FOR DIFFERENT BCH CODES, DIFFERENT ATTACK TRANSFORMS AND DIFFERENT EMBEDDING DEPTHS $\varepsilon$. 

<table>
<thead>
<tr>
<th>BCH codes</th>
<th>(63, 7)</th>
<th>(63, 10)</th>
<th>(63, 16)</th>
<th>(63, 7)</th>
<th>(63, 10)</th>
<th>(63, 16)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.05</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saving in JPEG format with $Q=20%$</td>
<td>$9.0 \times 10^{-2}$</td>
<td>$1.6 \times 10^{-2}$</td>
<td>$2.5 \times 10^{-2}$</td>
<td>$2.3 \times 10^{-2}$</td>
<td>$1.7 \times 10^{-2}$</td>
<td>$7.9 \times 10^{-2}$</td>
</tr>
<tr>
<td>Saving in JPEG format with $Q=30%$</td>
<td>$2.8 \times 10^{-2}$</td>
<td>$5.7 \times 10^{-2}$</td>
<td>$9.7 \times 10^{-2}$</td>
<td>$5.7 \times 10^{-2}$</td>
<td>$1.4 \times 10^{-2}$</td>
<td>$2.5 \times 10^{-2}$</td>
</tr>
<tr>
<td>Saving in JPEG format with $Q=60%$</td>
<td>$3.4 \times 10^{-1}$</td>
<td>$6.6 \times 10^{-1}$</td>
<td>$1.4 \times 10^{-1}$</td>
<td>$1.2 \times 10^{-1}$</td>
<td>$1.7 \times 10^{-1}$</td>
<td>$3.8 \times 10^{-1}$</td>
</tr>
<tr>
<td>Cropping of window $200 \times 200$ pixels</td>
<td>$1.8 \times 10^{-3}$</td>
<td>$2.7 \times 10^{-3}$</td>
<td>$5.6 \times 10^{-3}$</td>
<td>$1.5 \times 10^{-3}$</td>
<td>$2.0 \times 10^{-3}$</td>
<td>$2.8 \times 10^{-3}$</td>
</tr>
<tr>
<td>Cropping of window $250 \times 250$ pixels</td>
<td>$5.3 \times 10^{-3}$</td>
<td>$5.8 \times 10^{-3}$</td>
<td>$2.8 \times 10^{-3}$</td>
<td>$1.0 \times 10^{-3}$</td>
<td>$1.4 \times 10^{-3}$</td>
<td>$5.5 \times 10^{-4}$</td>
</tr>
<tr>
<td>20 rows and 20 columns removal</td>
<td>$2.7 \times 10^{-2}$</td>
<td>$5.4 \times 10^{-2}$</td>
<td>$1.1 \times 10^{-2}$</td>
<td>$1.0 \times 10^{-2}$</td>
<td>$1.2 \times 10^{-2}$</td>
<td>$2.5 \times 10^{-2}$</td>
</tr>
<tr>
<td>Addition of Gaussian noise with $d=25$</td>
<td>$8.4 \times 10^{-2}$</td>
<td>$1.4 \times 10^{-2}$</td>
<td>$1.4 \times 10^{-2}$</td>
<td>$1.3 \times 10^{-2}$</td>
<td>$2.3 \times 10^{-2}$</td>
<td>$3.9 \times 10^{-2}$</td>
</tr>
</tbody>
</table>

(1) Attack transform. (2) Embedding depth ($\varepsilon$).

TABLE VII
THE PROBABILITIES OF INCORRECT DECODING BY OPTIMAL DECODING ALGORITHM FOR DIFFERENT BCH CODES, DIFFERENT ATTACK TRANSFORMS AND DIFFERENT EMBEDDING DEPTHS $\varepsilon$. 

<table>
<thead>
<tr>
<th>BCH codes</th>
<th>(63, 7)</th>
<th>(63, 10)</th>
<th>(63, 16)</th>
<th>(63, 7)</th>
<th>(63, 10)</th>
<th>(63, 16)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.05</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saving in JPEG format with $Q=20%$</td>
<td>$1.0 \times 10^{-2}$</td>
<td>$1.4 \times 10^{-4}$</td>
<td>$3.9 \times 10^{-4}$</td>
<td>$1.5 \times 10^{-4}$</td>
<td>$1.0 \times 10^{-4}$</td>
<td>$1.0 \times 10^{-2}$</td>
</tr>
<tr>
<td>Saving in JPEG format with $Q=30%$</td>
<td>$2.1 \times 10^{-3}$</td>
<td>$3.8 \times 10^{-4}$</td>
<td>$1.1 \times 10^{-4}$</td>
<td>$1.0 \times 10^{-4}$</td>
<td>$1.0 \times 10^{-4}$</td>
<td>$3.5 \times 10^{-4}$</td>
</tr>
<tr>
<td>Saving in JPEG format with $Q=60%$</td>
<td>$4.0 \times 10^{-4}$</td>
<td>$9.0 \times 10^{-4}$</td>
<td>$1.0 \times 10^{-4}$</td>
<td>$1.0 \times 10^{-4}$</td>
<td>$1.0 \times 10^{-4}$</td>
<td>$1.0 \times 10^{-4}$</td>
</tr>
<tr>
<td>Cropping of window $200 \times 200$ pixels</td>
<td>$8.5 \times 10^{-3}$</td>
<td>$1.2 \times 10^{-3}$</td>
<td>$2.2 \times 10^{-3}$</td>
<td>$4.3 \times 10^{-3}$</td>
<td>$9.1 \times 10^{-3}$</td>
<td>$1.6 \times 10^{-3}$</td>
</tr>
<tr>
<td>Cropping of window $250 \times 250$ pixels</td>
<td>$1.9 \times 10^{-3}$</td>
<td>$3.8 \times 10^{-4}$</td>
<td>$6.1 \times 10^{-4}$</td>
<td>$2.1 \times 10^{-4}$</td>
<td>$3.0 \times 10^{-4}$</td>
<td>$4.7 \times 10^{-4}$</td>
</tr>
<tr>
<td>20 rows and 20 columns removal</td>
<td>$2.8 \times 10^{-3}$</td>
<td>$6.5 \times 10^{-4}$</td>
<td>$1.4 \times 10^{-4}$</td>
<td>$4.0 \times 10^{-4}$</td>
<td>$1.3 \times 10^{-4}$</td>
<td>$3.9 \times 10^{-4}$</td>
</tr>
<tr>
<td>Addition of Gaussian noise with $d=25$</td>
<td>$1.0 \times 10^{-3}$</td>
<td>$3.1 \times 10^{-4}$</td>
<td>$2.6 \times 10^{-4}$</td>
<td>$4.3 \times 10^{-4}$</td>
<td>$1.2 \times 10^{-4}$</td>
<td>$1.2 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

(1) Attack transform. (2) Embedding depth ($\varepsilon$).

of the removed rows and columns and their places) executed by pirates. This is still an open problem in general. Another problem is to change the equality radius geometry embedding mask (see Fig. 1) to another one in order to try to use the area with columns 10-15 (or maybe areas structured by another manner) to embed more than 10 bits with good enough probability of correct decoding. We are going to investigate these problems in the near future.
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Abstract—This paper presents a novel real-time hardware implementation of the ViBe (Visual Background Extractor) background generation algorithm on reconfigurable FPGA device. This novel method combines the advantages of typical recursive and non-recursive approaches and achieves very good foreground object segmentation results. In this work the issue of porting ViBe to a FPGA hardware platform is discussed, two modification to the original approach are proposed and a detailed description of the implemented system is presented. This is the first, known to the authors, FPGA implementation of this algorithm.

I. INTRODUCTION

DETECTION of moving objects (foreground objects) is one of the most important issues in video sequences processing and analysis. It is used in advanced, automated video surveillance systems and traffic monitoring systems, where the robust segmentation of peoples or vehicles is essential to perform reliable tracking or recognition. Intensive work on the mentioned systems can be observed in the image processing community as well as in the industry.

Foreground object detection methods can be divided into three categories: simple successive frame differencing, the so-called background modelling approach followed by background subtraction and optical flow.

In this paper, a hardware implementation of a method belonging to the second of these categories is presented. An extensive review of different approaches to foreground object detection can be found in [3].

The concept of background subtraction involves object detection based on the difference between the current video frame and the background, where the background is understood as an empty scene, i.e. without objects of interest (people, cars). It is worth noting that foreground object detection is not just a simple moving object detection issue. The background may contain moving elements: flowing water, moving leaves and shrubs, which should not be detected. On the other hand, some objects (e.g. a pedestrian) may remain still for a while and should be continuously detected. Another source of segmentation errors are objects that start to move (e.g. a parked car). The left empty space is then usually misclassified as foreground (a so called "ghost"). That is why the background representation should be adaptive in order to compensate some normally occurring changes such as lighting or movement of certain objects (i.e. chair in an office), as well as handle difficult cases like ghosts. The process is referred to as background generation or modelling.

In the literature one can find many descriptions of FPGA implementations of background generation methods. An extensive discussion of this issue is presented in [6]. The most important and recent articles are:

- Mixture of Gaussian [4] — HD greyscale video stream processing (1920 × 1080 @ 20 fps),
- Horparsert method [9] — 1024 × 1024 @ 32.8 fps, video stream processing, the high level synthesis language Impulse-C was partially used,
- Codebook [8] — 768 × 576 @ 60 fps video stream processing,

An FPGA implementation of background generation algorithms can be used in hardware accelerators (e.g. frame-grabbers with an FPGA device, which perform some image pre-processing and analysis) or smart cameras, where all the image processing, analysis and recognition is performed in the camera and only the results are transmitted to the main processing unit of a surveillance system.

II. THE ViBE ALGORITHM

The foreground object segmentation algorithm ViBe (Visual Background Extractor) was proposed by O. Barnich and M. Van Droogenbroeck and described in detail in [1], [2], [12]. It contains several innovative elements (the solution is patented) and allows to obtain very good results, which is confirmed by a high place in the object detection algorithms ranking [5].

The background model in ViBe consists of a set of observed pixel values. This is an important difference compared to the most common methods, where the background model is based on probability distribution function. The authors of ViBe justify this concept, pointing out the difficulties in selecting the appropriate probability distribution and the corresponding update mechanism.

Let \( v(x) \) denotes the pixel value in a given colour space at the point \( x \) in the image, and \( v_i \) the \( i \)-th sample from the background model. Then the model for each pixel \( x \) is defined as a set of \( N \) samples:

\[
M(x) = \{v_1, v_2, ..., v_N\}
\]

(1)
In order to classify the pixel \( v(x) \) a sphere \( S_r(v(x)) \) of radius \( R \) centred at the point \( v(x) \) is defined. The analyzed pixel is considered as background, if at least \( \#_{min} \) samples from the model \( M(x) \) lie inside the sphere. The distance is defined as Euclidean, and the procedure requires, in the worst case, \( N \) distance calculations and \( N \) comparisons.

The authors proposed a method of initializing the background model using a single video frame. This results in fast initialization and re-initialization i.e. in case of a sudden lighting change or surveillance system reboot. In this approach, however, the temporal context (history of the pixel) is not available, therefore, the assumption has been made that the adjacent pixels should have similar values. The initialization procedure involves filling the buffer \( M(x) \) with randomly selected samples from the pixel’s spatial context (size \( 3 \times 3 \)).

The disadvantage of this approach is its susceptibility to artefacts in the form of "ghosts" — a collection of pixels classified as belonging to the foreground, but actually not related to any real object. The elimination of such interference provides the discussed below background model update mechanism.

The ViBe algorithm uses a conservative update approach — the background model is modified only in the case of classifying a pixel as part of the background. On one hand, it prevents the penetration of moving objects into the background model, but at the same time it can lead to irreparable segmentation errors (e.g. "empty" space left by a car which drove away is classified as an object).

Contrary to popular background generation algorithms that use a pixel buffer approach (average of the buffer, the median of the buffer) where the update process relays on replacing the oldest sample by a new value (FIFO scheme) in ViBe the temporal context is not considered. The sample, to be updated, is chosen at random. In conjunction with the conservative approach this results in an exponential lifespan of a given sample. To further extend the time interval, which is covered by the background model, the update is performed with a fixed probability (e.g. \( 1/16 \)).

In order to counteract the negative effects of the assumed conservative approach, a mechanism of updating the adjacent background models was proposed. It can be described as follows. If the current pixel \( v(x) \) is regarded as belonging to the background, two update procedures are executed: for the current and the neighbouring background models. First of all, in a random fashion, it is determined whether the update should be executed (the proposed by the authors likelihood equals \( 1/16 \)). Then, in the first case the sample to be substituted is randomly selected (1 out of \( N \)). In the second, the neighbouring model (1 out of 8 assuming a \( 3 \times 3 \) context) and the sample (1 out of \( N \)) are chosen. The selected samples are then replaced by the value \( v(x) \).

It is worth noting that the ViBe method requires very few parameters. The authors of the paper [2] proposed the following values: \( N = 20 \) (number of samples in the model), \( R = 20 \) (the radius of the sphere, value for greyscale images), \( \#_{min} = 2 \) (the minimum number of samples, which must lie within the sphere) and the update probability \( (1/16) \) and they were used in the module.

III. CONSIDERATIONS ABOUT IMPLEMENTING ViBe IN HARDWARE

One of the main problems with implementing background generation algorithms in hardware is providing a quick access to the external memory resources, where the background model is stored [6]. In the case of the ViBe algorithm it is necessary to ensure the following transfer rate:

\[
T = N \times B \times PC \times 2
\]

where: \( N \) — model size (number of samples), \( B \) — number of bits per one sample (for greyscale images \( B = 8 \), for RGB \( B = 24 \), for CIE Lab \( B = 23 \)), \( PC \) — pixel clock (for VGA resolution \( 640 \times 480 \) \( PC \) is \( 25 \) MHz). The use of the multiplier two, results from the need to perform write and read operations. Substituting the appropriate values the following rates are obtained: \( T \approx 690 \) MB/s for greyscale and \( T \approx 2070 \) MB/s for RGB. In case of HD image processing (i.e. \( 1920 \times 1080 \), pixel clock \( 148.5 \) MHz) the rates are respectively: \( T \approx 4898 \) MB/s i \( T \approx 12293 \) MB/s.

Modern FPGA boards are usually equipped with an external DDR3 RAM module. In this study two platforms were analyzed: ML605 (Virtex 6 device) and VC707 (Virtex 7 device), both from Xilinx. The first of these is equipped with a memory with a maximum theoretical transfer rate of 6400 MB/s, and the other 12800 MB/s. Wherein, in the case of dynamic memory, it is impossible to obtain the maximum values, because of the necessity of refreshing and accessing individual banks, and columns.

Analysis of the presented numbers allows to draw the following conclusions, VGA-resolution algorithms can be implemented on both platforms. In the case of an HD video stream only the grey-scale version can be realized on the newer VC707 board. Also, there are a few possibilities to process a HD video stream without increasing the memory bandwidth: processing every n-th frame (lower FPS) or storing for example only one out of four pixels (3 from the \( 2 \times 2 \) context are approximated).

The ViBe method can be quite easily implemented in hardware. The distance calculation between the current pixel and the samples in the model is possible to realize in parallel. Other operations, including the pseudo-random number generation are also feasible. Quite complex is only the propagation of the current pixel value to neighbouring models mechanism, which requires the generation of a very wide (more than \( N \times B \) bits) context and therefore large number of delay lines - usually implemented in Block RAM memory resources.

IV. THE MODIFICATIONS PROPOSED TO THE ALGORITHM

In the first stage of the research the paper [12], in which the authors propose a series of improvements to the ViBe algorithm was examined in detail. Unfortunately, implementing most of the presented ideas in reconfigurable resources in
a pipeline data processing scheme cause huge difficulties or seems to be impossible.

However, in order to enhance the algorithm, two ideas: changing the colour space and a false detection reduction mechanism in areas with background motion (e.g. flowing water) were examined in detail in this paper.

A software model of the algorithm was implemented in C++ using the OpenCV library [7] and examined on the IEEE Workshop on Change Detection (changedetection.net) [5] database to evaluate the proposed improvements. The database contains sequences divided into six categories: basic, dynamic background (e.g. flowing river), camera jitter, intermittent object motion, shadows and thermal images. In each of them 4 to 6 videos are included. It can be concluded that the database contains sequences which cover a large part of the situations occurring in surveillance system which are problematic to background generation algorithms. However, the main advantage of the database and a feature that distinguishes it from other collections (e.g. Wallflower [11]), is a large number of manually annotated reference frames with areas marked as: background, shadow, movement, slight blurring and motion (foreground objects). This allows for a reliable assessment of the algorithms performance in different situations. Furthermore, performance results for the most state of the art algorithms are available online (http://www.changedetection.net/). Sample images are presented in Figure 1.

The methodology used in the experiments can be described as follows. The object mask computed by the algorithm was compared with the reference mask. Because the ViBe method does not contain a build-in shadow detection procedure, only the foreground and background classification were considered. The following rates were calculated:

- TP (true positive) – pixel belonging to a foreground object classified as a pixel belonging to the foreground,
- TN (true negative) — pixel belonging to the background classified as a background pixel,
- FP (false positive) — pixel belonging to the background classified as a pixel belonging to the foreground,
- FN (false negative) — pixel belonging to a foreground object classified as a background pixel.

Then, based on the calculated parameters two measures were determined: the percentage of wrong classifications:

\[
PWC = \frac{FN + FP}{TP + FN + FP + TN} \times 100\%
\]  

and precision:

\[
P = \frac{TP}{TP + FP}
\]

In the first experiment three colour spaces were examined: greyscale, RGB and CIE Lab. In the first two cases the Manhattan (L1) distance metric was used. Additionally for RGB the Euclidean (L2) metric was calculated. In the case of CIE Lab the fo following formula was used:

\[
d_{CIELab} = \alpha \cdot |L_I - L_B| + \beta \cdot (|a_I - a_B| + |b_I - b_B|)
\]

where: \(L_I, a_I, b_I\) — current pixel in CIE Lab colour space, \(L_B, a_B, b_B\) — background model sample in CIE Lab colour space, \(\alpha, \beta\) - weights (in the experiments set to \(\alpha = 1, \beta = 1.5\)). The parameter values for \(\alpha\) and \(\beta\) were chosen after evaluation on several test images. The analysis of the CIE Lab colour space was performed due to good segmentation results obtained in a previous work [6]. The experimental results are summarized in Table I.

The presented values are the average rates for the entire dataset. The only modified algorithm parameter was the \(R\) threshold. It was set experimentally to obtain best \(PWC\) and \(P\) ratios.

The results indicate a slight advantage of the CIE Lab over the RGB (L2 metric) colour space. In addition, the hardware implementation of equation (5) is much easier than the Euclidean distance calculation (square and the square root operations require large amounts of FPGA logic resources). Therefore in the final hardware module it was decided to use the CIE Lab colour space, which is a modification to the original proposal from [2].

**Table I**

<table>
<thead>
<tr>
<th>Colour space</th>
<th>Distance</th>
<th>PWC [%]</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Greyscale</td>
<td>L1</td>
<td>3.78</td>
<td>0.67 %</td>
</tr>
<tr>
<td>RGB</td>
<td>L1</td>
<td>2.71</td>
<td>0.62 %</td>
</tr>
<tr>
<td>RGB</td>
<td>L2</td>
<td>2.28</td>
<td>0.69 %</td>
</tr>
<tr>
<td>CIE Lab</td>
<td>eq. (5)</td>
<td>2.18</td>
<td>0.71 %</td>
</tr>
</tbody>
</table>

**Fig. 1.** Sample test images from the changedetection.net database. Left column - input images, right column - groundtruth. First row — fountain sequence (movement in background), second row — office, third row — park (thermal image)
In the paper [12] an extension to the ViBe method was proposed to detect pixels that are alternatively classified as object and background. They occur most often in cases where small background movement is present (flowing water, fountain, moving grass or leaves). The authors introduced the following mechanism to compensate these interferences. The pixels belonging to the inner boundary of the background that in the previous iteration were classified differently than in the current were detected. In this case the auxiliary variable "blink rate" was incremented by 15, otherwise decremented by 1. If the ratio exceeded the threshold value (set to 30), this pixel was removed from the object mask.

This paper proposes an extension to that analysis, which uses two counters: the consecutive classifications of a pixel as background and as an object. This made it possible not only to detect the pixels that change every single iteration (video frame), but also every few ones (Figure 2, bottom graph).

The proposed approach yielded slightly better results. For example, for the "changedetection.net" sequence "Canoe" (flowing water) the original approach obtained results: $PWC = 2.19$ and $P = 0.63$, and the proposed $PWC = 1.97$ and $P = 0.68$. It is worth noting that the modification only slightly complicates the algorithm, especially few the hardware implementation.

As post-processing the binary median filter (square window, size $7 \times 7$) was selected. It is worth noting that adding the filter significantly improves the results obtained by the algorithm. An example is presented in Table II.

<table>
<thead>
<tr>
<th>Post-processing</th>
<th>$PWC$ [ % ]</th>
<th>$P$ [ % ]</th>
</tr>
</thead>
<tbody>
<tr>
<td>none</td>
<td>2.18</td>
<td>0.71</td>
</tr>
<tr>
<td>median $7 \times 7$</td>
<td>1.76</td>
<td>0.88</td>
</tr>
</tbody>
</table>

1 in [12] the mask has been divided into two categories (object and update) and the blinking pixel detection affected only the second. Due to the significant complexity of implementing in pipeline the filling holes operation, which was proposed as post-processing of the update mask, in the presented research this topic was omitted and only one mask was used. For the same reasons the determination of the inner border was omitted.

TABLE II

THE IMPACT OF THE POST PROCESSING MEDIAN FILTERING ON THE ALGORITHMS PERFORMANCE. MEAN RESULTS FOR THE WHOLE DATABASE

V. HARDWARE IMPLEMENTATION

Schematically, the proposed system is presented in Figure 3. It consists of an HDMI source (camera or graphic card), HDMI display (LCD screen), Avnet FMC DVI IO module (FPGA Mezzanine Card) with HDMI input and output, and ML605 development board with Virtex 6 FPGA device (XC6VLX240T) from Xilinx. The board is also equipped with an external DDR3 RAM.

All modules were described in VHDL and Verilog hardware description languages. The block diagram of the FPGA design is shown in Figure 4. The $RGB$ TO $CIELab$ module is responsible for the colour space conversion [6]. Pseudo-random number generation ($RNG$) was carried out using the concept described in [10]. It is worth noting that the authors made the VHDL code of different RNG versions available, which easy integrates with the project. The used external RAM controller was very similar to the described in [6].

The $ViBe$ INIT module is responsible for initializing the background model. The scheme is presented in Figure 5. It consists of a $3 \times 3$ context generation module, which uses
a delay line approach and $N$ ($N = 20$) multiplexers ($MUX$), which are responsible for the selection of the appropriate sample from the context (1 out of 9 for each $MUX$). The selected value is then stored in the background model. The multiplexers are controlled using a vector obtained from the $RNG$ module, thus the model is randomly initialized.

The main module is ViBe RUN, which detailed diagram is presented in Figure 6. The inputs are: $RNG$ (pseudo-random number vector), $PIXEL$ (current pixel in the CIE Lab colour space), $MODEL$ (background model read from the external RAM). In the first phase, the distances between the current pixel and the samples from the model are calculated and then compared with the value $R$ ($DIST$ - realization of equation (5)). Then it is checked whether the number of distances less than $R$ exceeds the $\#_{\text{min}}$ threshold. In the next stage, the $3 \times 3$ context consisting of the following signals $PIXEL$, $MODEL$ and $MASK$ (foreground object mask) is generated. It is worth noting the significant resource usage of this solution - it requires the use of 28 block memory modules (Block RAM).

The delay block $D$ allows synchronizing the pipeline. The $ACT$ module has both a function of a single delay and contains logic that implements the update procedure. The substitution of a background model sample with the current pixel is controlled by the variable $P0$ (for neighbouring pixels) or $P1$ (for the central pixel) and depends on the random factor (see Chapter 2) which is schematically illustrated in the form of the $RANDOM$ module. The last stage of the process is the median filtering ($MEDIAN \ 7 \times 7$). The updated model is stored in the DDR RAM and the foreground mask displayed. The blinking pixel detection logic is omitted for clarity reasons.

The presented system was integrated and synthesized for the Virtex 6 FPGA device using the Xilinx ISE Design Suite 14.4. The maximum operating frequency (reported after place & route) was 140 MHz, which is more than enough for processing a VGA colour stream in real-time. FPGA resource usage is summarized in Table III. It is worth noting that due to the large context used in the design and buffers required for the DDR RAM controller, the BRAM 18 (Block RAM) utilisation is quite high. The compatibility of the hardware module with the software C++ model was confirmed using the ISim simulation tool.

### VI. Conclusion

This paper describes the implementation of the ViBe background generation algorithm in FPGA. Two modifications were proposed: the use of the CIE Lab colour space and improved detection of blinking pixels that have both increased the effectiveness of the method. The results show that, using an appropriate hardware platform, with a fast external RAM, allows implementing in a pipeline manner a quite complex video stream analysis algorithm in real-time. The proposed system enables processing of a colour video stream with a resolution of $640 \times 480$ and 60 frames per second. The module can be used in advanced, automated video surveillance systems and other application with require a reliable foreground mask and real-time image processing.
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Abstract—One of the methods most commonly used for learning and classification is using decision trees. The greatest advantages that decision trees offer is that, unlike classical trees, they provide a support for handling uncertain data sets. The paper introduces a new algorithm for building fuzzy decision trees and also offers some comparative results, by taking into account other methods. We will present a general overview of the fuzzy decision trees and focus afterwards on the newly introduced algorithm, pointing out that it can be a very useful tool in processing fuzzy data sets by offering good comparative results.

I. INTRODUCTION

In today’s society there is a continuous process of improvement in the wide area of knowledge acquisition, as it has a direct impact on many areas of activity. Algorithms dealing with extracting knowledge from data have as a result the decision trees and the inference procedures. The classification methods offer different results, in terms of efficiency, domains they can be applied to or ease of use.

The ID3 algorithm was initially introduced by Quinlan [14]. This algorithm offers some restrictions in terms of applicability, as it offers good results for symbolic domains, but not for numerical domains as well. [15]

Fuzzy sets have developed as an extension of the neural networks, since decisions are easier to understand when using them. They provide support for knowledge comprehensibility by offering a symbolic framework. [16] [17]

The symbolic rules together with the fuzzy logic offer complementary support for ease of understanding and modeling fine knowledge details. The fuzzy methods are today’s subject in many studies, undergoing continuous improvements in order to offers good results when dealing with inexact data.

The data extraction method we propose in this paper takes into account both a fuzzy approach and a classical decision tree, being able to handle inexact data in a way that is easy to understand.

Some known studies of the fuzzy decision trees present the automatic induction of binary fuzzy trees using new discrimination quality measures. [5] The present method uses for the construction of fuzzy sets an adapted version of the ID3 algorithm. One of the methods we use as a reference is the ID3 algorithm adapted by Janikow in order to be used with fuzzy sets. [2]

II. FUZZY DECISION TREES

Decision tree structures are used to classify data by sorting it from root to leaf nodes. From the well known common tree induction algorithms we mention ID3, C4.5 or CART as they consisted reference points for our work.

In classical decision trees, nodes make a data follow down only one branch since data satisfies a branch condition, and the data finally arrives at only a leaf node.

On the other hand, fuzzy decision trees allow data to follow down simultaneously multiple branches of a node with different satisfaction degrees ranged on [0,1]. To implement these characteristics, fuzzy decision trees usually use fuzzy linguistic terms to specify branch condition of nodes. Different fuzzy decision tree construction methods have been proposed so far.[15] [14] [24]

Different papers are considering the direct fuzzy rules generation without Fuzzy Decision Tree. [26] [27] Complex techniques are used including generation of fuzzy rules from numerical data pairs, collect these fuzzy rules and the linguistic fuzzy rule base, and, finally, design a control or signal processing system based on this combined fuzzy rule base.

In [13] decision tree construction methods are incorporated into fuzzy modeling. They use the decision tree building methods to determine effective branching attributes and their splitting intervals for classification of crisp data. These intervals are then used to determine fuzzy boundaries for input variables, which will be used to form fuzzy rules. As a matter of fact, they use the decision tree construction methods for preprocessing and not for building fuzzy decision tree.

Regarding the approach in [24], the discretization of attributes is made in linguistic terms, relying on the distribution of pattern points in the feature space. Opposite to other fuzzy decision trees, this discretization to boolean form helps in reducing the computational complexity while preserving the linguistic nature of the decision in rule form. In order to minimize noise it’s used pruning, resulting in a smaller
decision tree with more efficient classification. The extracted rules are mapped onto a fuzzy knowledge-based network.

The rest of the paper contains the description of the proposed algorithm for fuzzy tree induction, the set of experiments and the conclusions to the current approach.

![Fig. 1. Example of Generic Fuzzy Decision Tree](image)

III. PROPOSED METHOD FOR FUZZY DECISION TREE INDUCTION

A. Cluster Optimal Index Partitioning for Fuzzy Sets

A very common problem in clustering is finding the optimal set of clusters that best describe the data set. Many clustering algorithms generate a required set of clusters passed as input. In order to solve this problem, the solution would be to repetitively run the algorithm with a different set of inputs until the best schema is found.

In order to validate that, an auxiliary measure needs to be taken care of. We called this cluster optimal index.[1]

A number of cluster validity indices are described in the literature. A cluster validity index for crisp (non fuzzy) clustering is proposed by Dunn [18].

The implementation of most of these measures is very expensive computationally, especially when the number of clusters and the number of objects in the data set grow very large.

In regards to the clusters resulted by applying this mechanism, we have implemented a method of calculating the membership function of the numerical data obtained for each cluster.

The membership degree set is not a binary element from 0, 1 (as for classical decision trees), but is included in the interval [0, 1]. For each node, an attribute has a different membership degree to the current set, and this degree is calculated from the conjunctive combination of the membership degrees of the object to the fuzzy sets along the path to the node and its membership degrees to the classes, where different t-norms operators can be used for this combination.

The fuzzy decision tree induction has two major components: the procedure for fuzzy decision tree building and the generation of the fuzzy set of rules. The proposed fuzzy decision tree building procedure constructs decision tree by recursive partitioning of data set according to the values of selected attribute.

The following steps need to be implemented: attribute value space partitioning methods, branching attribute selection branching test method to determine with what degree data follows down branches of a node, and leaf node labeling methods to determine classes for which leaf nodes stand.

B. Algorithm notations and abbreviations

For better understanding of the described methodology, we have used specific notations as listed below:

- L = {L₁,...,Lₘ}, represents the set of m classes of objects,
- A = {A₁,...,Aₙ}, represents the set of n attributes we are taking into consideration for our analysis. For each attribute we consider the following:
  - dom(𝐴ᵢ) is the domain for the attribute 𝐴ᵢ
  - 𝑢ᵢ ∈ dom(𝐴ᵢ), is a crisp value of attribute 𝐴ᵢ
  - 𝐹𝑆ᵢ = {𝑎ᵢ₁, 𝑎ᵢ₂,..., 𝑎ᵢₘ}, denotes the set of fuzzy numbers resulted after the fuzzy clustering of attribute 𝐴ᵢ
  - we denoted 𝐹𝑆 the set of all fuzzy numbers for all attributes:
    \[ 𝐹𝑆 = \{ 𝐹𝑆₁,..., 𝐹𝑆ₙ \}. \]
- T = {𝑡₁,𝑡₂,...,𝑡ₛ}, represent the s training objects. Each element has the following format:
  \[ 𝑡ₖ = (u₁ₖ,..., uₙₖ, y₁, y₂,..., yₖ₀) \]
  where:
  - 𝑢ᵢₖ ∈ dom(𝐴ᵢ) is the crisp value of attribute 𝐴ᵢ from the training object 𝑡ₖ
  - a single value from 𝑦ₖ is 1, the rest of them are 0 (having 1 on the 𝑝ℎ position means that object 𝑡ₖ belongs to class 𝐿ₚ)
- Membership degree of value 𝑢ᵢₖ ∈ 𝑡ₖ to fuzzy number 𝑎ᵢₖ ∈ 𝐹𝑆ᵢ is denoted by \( μ_{a_i}(u_i^t) \). For simplicity, this matching operation is denoted by \( T₀ \) operator.
  \[ T₀(uᵢₖ, aᵢₖ) = μ_{a_i}(u_i^t) \] (1)
- \( 𝛥 = (x₁,..., xₖ) \) are the confidence factors of the objects from the training set \( 𝛥₀ ∈ [0,1] \) represents the membership degree of object 𝑡ᵢ from the training set T. Usually 𝛥ᵢ = 1, ∀𝑖 ∈ {1,...,S}.
- The Fuzzy set of the set of training objects in node N is denoted by
  \[ 𝑥^N = (x₁^N,..., xₖ^N) \] (2)
where \( x_i^N \) is the membership function of object 𝑡ᵢ in node N.
- \( I(𝑥^N) \) represents the entropy of class distribution to set \( x^N \) in node N
- \( I(𝑥^N) \) represents the entropy of class distribution after the current node is split by attribute \( Aᵢ \)
- \( x_i^{N|a_i} = (x₁^{N|a_i},..., xₖ^{N|a_i}) \), denotes the membership degree of training objects from T to fuzzy numbers of attribute \( Aᵢ \). (\( x_i^{N|a_i} \) represents the membership degree of
object \( t_k \) to fuzzy number \( a^j_k \in FS_i \).

\[ x^N_k \] is calculated as follows:

\[ x^N_k = T(T_0(u^j_k, a^j_k), x^N_k) \]

where:
- \( T_0 \) is defined in 1,
- \( T \) is a \( T - \text{norm} \) operator that can be defined as follows: \( T(a, b) = \min(a, b) \)
- \( z^N_k \), represents the counter for examples in \( T \) belonging to class \( G_k \) and fuzzy number \( a^j_k \) of attribute \( A_i \) \( (a^j_k \in D_i) \).
- \( Z^N_k \) is calculated as follows:

\[ Z^N_k = \sum_{i=1}^l T_l(x^N_i, y^j_k) \]

where \( T_l \) is a \( T - \text{norm} \) operator that can be used as follows: \( T_l(a, b) = a \times b \).

C. Decision Tree Node Structure

We considered a custom node structure for the extended fuzzy decision tree.

Each node \( N \) from the fuzzy decision tree is described as follows:
- \( F \) is the set of restrictions on the path from \( N \) to the root node
- \( V \) is the set of splitting attributes on the path from \( N \) to the root node
- \( S \) is the set of children of node \( N \), when splitting is done according to attribute \( A_i \)
- \( \chi \) contains the membership degree to node \( N \)

D. Fuzzy Decision Tree Induction Algorithm

In what follows it’s presented a recursive algorithm for fuzzy decision tree induction of the training objects associated to the dataset we used. It is supposed that the partitioning (or clustering) mechanism of the considered attribute data is already implemented and now further used.

As described above, the numeric partitioning is done using a modified version of C-Means algorithm with additional clustering logic. The algorithm is recursive, it returns the root node and it is called for each splitting phase. Basically, at each level, after attribute partitioning, a particular attribute is selected for further splitting and branching the tree.

As already mentioned, negative information gain can also result from the t-norm (min operator) that is used in the algorithm to compute the membership degrees of the samples in a node. A negative information gain, even if it hasn’t a real meaning, can lead to a correct ranking of the candidate test attributes. Instead of that, if information gain ratio is used, a negative value for the information gain cannot produce a good result. answer.

**Algorithm 1 Fuzzy decision tree induction**

1: function FUZZY_TREE\( (m, n, s, T, FS, A) \)
2: \[ N \leftarrow \text{newNode}(\chi) \]
3: \[ \text{maxGain} \leftarrow 0 \]
4: \[ \text{imax} \leftarrow 0 \]
5: for \( i \leftarrow 1, n \) do
6: \[ Z^N_0 \leftarrow 0 \]
7: for \( k \leftarrow 1, m \) do
8: \[ Z^N_k \leftarrow 0 \]
9: \[ \text{For each attribute } A_i \text{ we compute } z^N_k \]
10: for \( j \leftarrow 1, p_i \) do
11: \[ \hat{z}^N_k \leftarrow 0 \]
12: for \( l \leftarrow 1, s \) do
13: \[ z^N_k \leftarrow T_0(u^j_k, a^j_k) \]
14: \[ \hat{z}^N_k \leftarrow \hat{z}^N_k + z^N_k \times y^i_l \]
15: end for
16: \[ Z^N_k \leftarrow Z^N_k + Z^N_k \]
17: end for
18: \[ Z^N \leftarrow Z^N + Z^N_k \]
19: \[ I(\hat{x}^N) \leftarrow 0 \]
20: for \( k \leftarrow 1, m \) do
21: \[ I(\hat{x}^N) \leftarrow I(\hat{x}^N) - \frac{Z^N_k}{Z^N} \times \log_2(\frac{Z^N_k}{Z^N}) \]
22: end for
23: \[ I(\hat{x}^N|A_i) \leftarrow 0 \]
24: for \( j \leftarrow 1, p_i \) do
25: \[ I(\hat{x}^N|A_i) \leftarrow 0 \]
26: for \( k \leftarrow 1, m \) do
27: \[ \log_2(\frac{Z^N_k}{Z^N}) \times \]
28: end for
29: \[ I(\hat{x}^N|A_i) \leftarrow I(\hat{x}^N|A_i) + \frac{Z^N_k}{Z^N} \times I(\hat{x}^N|A_i) \]
30: end for
31: \[ \text{Gain}(\hat{x}^N|A_i) \leftarrow I(\hat{x}^N) - I(\hat{x}^N|A_i) \]
32: \[ \text{SplitI}(\hat{x}^N|A_i) \leftarrow 0 \]
33: for \( j \leftarrow 1, p_i \) do
34: \[ \text{Gain}(\hat{x}^N|A_i) \leftarrow \text{Gain}(\hat{x}^N|A_i) \]
35: \[ \text{SplitI}(\hat{x}^N|A_i) \leftarrow \text{SplitI}(\hat{x}^N|A_i) - \frac{Z^N_k}{Z^N} \times \]
36: end for
37: end if
38: \[ \text{maxGain} \leftarrow \text{Gain}(\hat{x}^N|A_i) \]
39: \[ \text{imax} \leftarrow i \]
40: end if
41: end for
42: return \( N \)
Algorithm 2 Part 2
43: ⊲ We split node N according to attribute $A_{\text{max}}$
44: for $j \leftarrow 1, p_{\text{imax}}$ do
45: for $i \leftarrow 1, s$ do
46: $\mathcal{T}_j \leftarrow T(T_0(a_j^{\text{max}}, a_j^{\text{max}}), x_j^N)$
47: end for
48: $N.S_j \leftarrow \text{FuzzyTree}(m, n, s, \mathcal{T}, T, F, S \leftarrow \{A_{\text{max}}\})$
49: $N.S_j.F \leftarrow N.F \cup \{A_{\text{max}} \}$
50: $N.S_j.V \leftarrow N.V \cup \{A_{\text{max}}\}$
51: end for
52: return $N$
53: end function

IV. EXPERIMENTS

In order to demonstrate the applicability of the proposed framework we executed a wide set of experiments and verified the accuracy of the results. We have performed comparative results between the algorithm we developed, denoted here as BFD and two other well known similar approaches.

The other references we used were C4.5 [23], a well known decision tree learner based on neural networks and NEFCLASS, a fuzzy rule based classifier which combines fuzzy systems with neural networks. We analyzed precision and complexity for each of the 3 implementations.

For our tests we used four data sets from UCI Irvine Machine Learning Repository[20]. You can see in Table I information related to the attributes used in the dataset we considered.

<table>
<thead>
<tr>
<th>Table I</th>
<th>Test Datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td>data</td>
<td>size</td>
</tr>
<tr>
<td>iris</td>
<td>150</td>
</tr>
<tr>
<td>glass</td>
<td>214</td>
</tr>
<tr>
<td>thyroid</td>
<td>215</td>
</tr>
<tr>
<td>pima</td>
<td>168</td>
</tr>
</tbody>
</table>

The basic approach for testing was 10-fold cross validation. Data was broken into 10 sets of size n/10. We trained on 9 datasets and tested on 1. Performed this operation 10 times and considered the mean accuracy. For the algorithm we developed (BFD), we considered a threshold of 10% for the clustering mechanism, and since using Fuzzy C-Means, we also considered a maximum of 10 number of clusters as parameter.

In the Table II we present the average error rate $\bar{e}$ after testing with each of the implementation.

<table>
<thead>
<tr>
<th>Table II</th>
<th>Error Rate Comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>model</td>
<td>iris</td>
</tr>
<tr>
<td>BFD</td>
<td>5%</td>
</tr>
<tr>
<td>C4.5</td>
<td>4%</td>
</tr>
<tr>
<td>NEFCLASS</td>
<td>4%</td>
</tr>
</tbody>
</table>

The precision analysis of the models considered, as seen in the table above, is good for the implementation we made, and certifies that the approach we had has good results and will offer similar results on other data sets, as part of our future work.

In terms of implementation, the algorithm was developed in C# .NET, and is part of a complex framework we continuously improve. The implementation decision was taken given the advantages and support that Microsoft offers for their products and the large community supporting, for best practices, performance and efficient problem solving.

V. CONCLUSION

This paper is aimed to introduce a new fuzzy method for handling inexact data. The approach is an extension of the classical decision trees by using fuzzy methods.

The comparative analysis we presented in this paper demonstrate that the considered approach is very solid and returned consistent results.

As observed in the above table, the precision of the proposed method is good enough and we can use it as a good reference and further integrate it in a framework we build among this approach.

The decision of considering algorithm implementation using fuzzy sets reported higher evaluation scores when focusing the training and tests on specific operational fields. We presented a novel and enhanced mechanism of image semantic annotation for segmented color images.
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Abstract—This paper describes the architectural redesign of a distributed execution framework called State Machine Based Distributed System which uses a state machine-based representation of processes in order to reduce the applications development time while providing safety and reliability. Initially the system has been built on top of the .Net Framework employing static programming techniques and made use of a custom data storage. The new architecture is intended to take advantage of the fast growing technologies like dynamic languages and graph databases for speeding up even more the applications development and improve the dynamism of the execution model.

I. INTRODUCTION

Nowadays, complex systems have become more and more demanding for online visualization and computational steering. Analyzing the outcome of a complex simulation as a post-processing phase is almost unacceptable, while interactivity is a must-have feature. Distributed computing as well as super fast networks, have come to rescue, offering a proper environment for achieving high performance simulation, online visualization and steering. Building complex systems is more a matter of integrating state of the art tools into execution platforms.

Online visualization and computational steering techniques play a very important role in speeding up simulations by allowing on-the-fly analysis and guidance of the ongoing process. Computational steering is nothing else than manual intervention against the ongoing process with the purpose of guiding it towards the space of interest. Computational steering occurs at three different levels: the program level (program steering,) which implies changes on the program’s state (shared variables), data level (data steering), which allows interventions against the data space, and execution level (dynamic steering), which implies direct changes to the program’s flow by injecting code or invoking routines.

Developing distributed simulation platforms able to provide the means for interactivity has not been easy. Many surveys have documented the task [1], [2], however only few of them get close to fulfilling production needs. It’s worth mentioning few of them.

Collaborative Online Visualization and Steering framework, COVS [3] integrates tools for visualization (VTK), communication libraries (VISIT, PV3), steering tools (VISIT, ICENI, gViz).

RealityGrid [4], [5] is a library which serves as an API which uses check-pointing techniques for steering commands.

CUMULVS (Collaborative User Migration, User Library for Visualization and Steering) [6], [7] developed at Oak Ridge National Laboratory, besides steering, it benefits of powerful recovery techniques and tasks migration.

CSE [8], [9] (Computational Steering Environment) carries out steering through a data manager which works closely with simulation processes (called satellites).

After examining all these platforms it became obvious that choosing the right tools for a distributed simulation and steering system is not an easy task. While ensuring scalability, portability, flexibility, extensibility, could be achieved with the proper tools, ensuring safety seems more like a design task. Writing safe code does not guarantee that the output of the application will be safe. Just imagine the effects of a malfunction of a medical software which assists a surgery. It is essential that at each moment in time, the application is in a consistent and expected state. When designing the application one must make sure that the application reacts accordingly no matter what. This led us to the idea of representing the tasks (processing units) as finite state machines. This way, we force the application developer to consider all states that the application may step into, prior to implementing them properly. Besides an execution model (transitioning states until a final state has been reached) finite state machines serve as packages which can be spread across a distributed environment leading our way towards load balancing and recovery algorithms.

A similar approach has been introduced in [10], and it made use of Statecharts as a conceptual model for a visual tool called Statemate. Statemate is a very powerful simulation environment for statecharts based models. Statecharts imply a hierarchial and compositional structure increasing the complexity of the model which could lead to an increase of the risk of design errors.

Our previous researches have resulted in the implementation of a state machines-based distributed framework (SMBDS) [11] consisting of an execution engine as well as a class library. The class library reduces the development time considerably by including a set of interfaces and base classes. Developing new applications on top of the frame-
work only requires the implementation of these interfaces and classes (parameters and state machines). The execution engine loads them and runs them on the distributed environment. SMBDS has been implemented on top of the .Net Framework using C# language. In order to be able to dynamically load custom parameter/state machines classes, the .Net Reflection package has been used. However, C# still remains a static language and for this reason all nodes in the distributed system needed to have access to all code files which makes the distributed environment harder to maintain (whenever a new type of state machine is needed, all nodes need to be updated with the corresponding code file). To overcome this drawback we started considering the power of dynamic languages. There were arguments in favor and against dynamic languages, which will be discussed later in this paper. However we considered the advantages of using dynamic languages worth assuming the drawbacks. This led us to a redesign process which changed the framework almost entirely. At first, we considered only including the dynamic code as a string and simply run it. But then, as we dig into the load balancing and scheduling algorithms, we realized that the execution model is similar to a graph, so why not changing the execution engine so we can take advantage of the NoSQL graph databases. We will discuss the execution model later in this paper.

The rest of the paper is organized as follows. Section II shortly presents the technologies used for implementation pointing out the main benefits of using them. Section III shortly describes the architecture of the state machines-based distributed system (SMBDS) as it used to be prior to the redesign process and explains the reasons behind redesign. Section III presents a new execution model for the state machines-based distributed framework. Section V concludes the paper and presents our future development intentions.

II. TOOLS AND TECHNOLOGIES

In this section we will argue our decisions regarding the infrastructure.

The first choice that we have had to make after deciding to use a dynamic language, was which language we should use. The most popular dynamic languages that we have considered were Python and Ruby. A ‘versus’ discussion between Ruby and Python is beyond the scope of this paper. After all they can both reach the scope of our framework. However we decided to go for JRuby, as it stands on top of the Java Virtual Machine which makes it possible to call java code from JRuby offering the possibility of including dynamically invoked java code in our state machines.

The second choice that we have had to make was related to the graph representation of our execution model. We have examined the most popular graph database infrastructures, namely Neo4j, Titan Server with three storage back ends (Apache Cassandra, Apache HBase, Oracle Berkley DB) together with the Tinkerpop stack [12]. Neo4j proved to be the most mature graph database. However it falls fast in distributed environments as it’s storage is limited to only one machine.

Titan claims to bring a lot of performance boost. Even though it is a relatively new product and it has some limitations (for example, the most important: indexes need to be declared before first use of the key), Titan Server seems a good choice since it uses very powerful storages behind it.

Considering the CAP theorem (any practical database system can only provide two of the following three: scalability, availability and consistency), Titan can use three storage backends: Apache HBase, which provides consistency and scalability, Oracle Berkley DB which provides consistency and availability and Apache Cassandra which provides scalability and availability.

In our case HBase and Cassandra seem to be the best choices depending on the applications needs (distributed systems require scalability). There is a tradeoff between high availability (Cassandra) and consistency (HBase). Both of them are scalable therefore they are suitable for our framework’s needs. Their performance and reliability have been successfully proven in production environments at Facebook or Twitter.

As HBase and Cassandra are open-source, distributed and column-oriented storages, and not really graph databases, it might feel strange to use them as graphs, however the Tinkerpop stack models successfully the graphs on top of these storages and they claim for very high performance results [13], [14], outperforming regular SQL relational databases.

The Tinkerpop stack includes a very powerful graph traversal language, Gremlin, built on top of a widely used java interface for graph databases, Blueprints. This makes Gremlin compatible with multiple existing graph engines and eventually with future engines that will implement the Blueprints interface. Being implemented on top of JVM, Gremlin can run java code, so one can actually traverse the graph with custom java code.

Putting all these pieces together we get a very powerful distributed platform for our framework.

Fig. 1 illustrates the software stack for our framework. JVM is where all tools met. On top of it runs JRuby together with all libraries that implement Blueprints. As a bridge between SMBDS and the graph database storages we are using the Tinkerpop’s Gremlin language which complies to the Blueprints interface.
III. FRAMEWORK’S ARCHITECTURE

This section is intended to reveal the motivation behind the redesign process. Let’s examine the static architecture of the system before we proceed with the redesign process.

The challenge behind SMBDS was to offer safety and reliability while taking advantage of a distributed execution environment. SMBDS aims of ensuring safety at design time rather than code safety only, and it does that by representing all computational tasks as finite state machines. This representation forces the application developer to consider all states that the application may step into and react accordingly to each of them. This eliminates the erroneous states while offering a robust and traceable execution model.

The architecture of SMBDS is illustrated in Fig. 2.

SMBDS consists of five modules: Simulation Module (or Processing Module), Visualization Module, Control and Communication Module, Shared Memory and Client Application.

All the magic of SMBDS happens on the simulation level as this is where the simulation tasks, represented as state machines, are being executed.

Each node of the system owns a state machines manager which is the bridge between all modules, mainly because it is responsible for acquiring the state machines from the distributed environment, migrating them to other hosts when necessary, running the state machines and at the same time interacting with the client application for handling steering commands and providing visualization information.
The control and communication module is able to acquire data, forward output data towards the visualization pipeline while monitoring the available resources and executing steering commands.

As we are dealing with a decentralized architecture, the shared memory took the form of a distributed storage space and it holds the system’s parameters (steerable variables).

The user analysis the output data filtered by the visualization pipeline, monitors the state of the computational resources as well as the execution distribution across nodes, and interacts with the system by launching new tasks (state machines), changing the execution parameters (stored in the shared memory), guiding the simulation towards the space of interest.

Concerning the applications development, SMBDS exposes a class library which facilitates the implementation of custom finite state machines which once created, will be passed to the state machines managers and executed.

Implementing new custom state machines requires the implementation of an interface (IParameter), representing the state machine’s parameters, if not already implemented, and the extension of a state machine class (StateMachine). Based on these two, the framework’s engine is able to manage the execution of state machines. Figure 3 illustrates the class diagram of the framework’s execution engine.

The engine’s main class is the StateMachineManager. Each host will launch a state machines manager which will run continuously until final states are reached. The main role of this class is to manage the execution of state machines but also migrate the state machines to (pack and send) and from (receive and unpack) other hosts (state machine managers). Packing a state machine consists of pausing the execution and extracting data from the state machine (extracting StateMachineData object), while unpacking restores the machine’s execution by creating an instance of the corresponding state machine class, initializing the state machine with the StateMachineData object and finally resuming the execution from the state where it has previously been paused. Any computations performed for the interrupted state, carried out before packing, will be discarded.

It becomes obvious that migrating a state machine consists of simply sending the StateMachineData object towards the destination host. The StateMachineData class holds execution data of a state machine: a list of parameters, a transition table, the current state, a unique identifier (needed for tracking the machine especially when dealing with migration), the type of the state machine (used to pick the correct state machine class when packing/unpacking the machine using .Net Reflection) and a list of final states.

![SMBDS class diagram](image-url)
The StateMachine class exposed by the framework’s library is an abstract class exposing an abstract method called performComputation which executes the code associated with the current state. This method is being invoked by the state machines manager after each transition. The computations are carried out taking as input the values of the machine’s parameters. The parameters are usually altered by the computations of the current state. After the execution of the current state the machines manager invokes the getNextState() method of the machine’s transition table which based on the current values of the parameters and the current state determines which is the next state to be transitioned. The manager loops again and invokes the performComputation method for the newly transitioned state unless the state is not final.

To make it more clear, we will include a sample template of how the performComputation method could look like:

```java
void performComputation(List<IParameter> params, int currentState)
switch(currentState)
    case: 1
        {//code for state 1}
        break;
    case: 2
        {//code for state 1}
        break;
    ..... 
    case: N
        {//code for state N}
        break;
default:
        throw new Exception
            (“Invalid state. Design time error”)
}
```

It becomes obvious that the business logic of an application will reside in the performComputation method, in the parameter classes as well as in the transition table. This is why the application developer will be needed to derive from the StateMachine class and implement the performComputation method for every type of state machine.

The TransitionTable class is nothing more than a mapping between <parameter values, current state> tuples and future states. The business logic in case of the TransitionTable class resides in the values it contains rather than in its implementation.

The parameter classes will implement the IParameter interface which exposes the equals method which is required to match the values of two parameters and return true if they are considered to be equal or false otherwise. The equals method’s implementation might range from very simple equalities to very complex checkings against custom objects, depending on the business logic requirements.

That being said, we can resume the applications implementation requirements to three steps:

1. Implement the parameters classes
2. Implement a state machine class for each type of state machines needed by the application, by extending the StateMachine class
3. Define transition tables.

Here is where the main drawback of the system appears. Since the framework has been developed using a static language (C#) the newly developed state machine class needs to be available on all nodes in order for that node to be able to run state machines of that type. So we can easily identify three important drawbacks at this stage:

- Updating a running application may not be an easy task due to security restrictions.
- All state machines need to comply to one of the classes, which avoids building and executing custom state machines on-the-fly
- The development time increases by the fact that any change in code needs to be spread across the distributed environment in order to be well tested. Also if one needs to run a certain state machine only few times, the development time might exceed the usage time for that state machine.

IV. DYNAMIC EXECUTION MODEL

To overcome the drawbacks identified in the previous section we have considered the use of dynamic languages. Instead of implementing classes every time we needed a new type of state machines, we can now include the code as string on the state machine object itself and invoke it dynamically when needed. This raises an important controversy specific to dynamic languages, namely code safety. As the code is not compiled prior to running it, it might contain erroneous code (typos, references to undefined variables or methods, etc) which can damage the execution. Besides trying to overcome unsafe code at design time by considering all states that a machine can step into prior to writing the code, we could make use of an adequate development strategy like test driven development and we can increase code safety. However it is well known that dynamic programming requires a lot more attention when writing code than static programming. Assuming that we need to pay attention when writing code, and tediously test it before running it in production, this tradeoff gives us a lot of flexibility.

We can now run as many custom state machines as we want without having to implement classes and move code files across the running system, while reducing the development effort.

Extending the StateMachine class for each type of state machines is no longer needed. We simply make use of the StateMachine class and add a new attribute called codeMapping which will map states to their corresponding code represented as strings.

For example, in Ruby Language, the codeMapping attribute could be of type Hash and have as keys the state numbers, and as values string containing the code that needs to be run for the associated state:
In this context, the state machines manager, would simply invoke the code defined for the current state. So, instead of calling:

```ruby
performComputation(params, state)
```

it will simply invoke the code dynamically:

```ruby
eval(machine.codeMapping[state])
```

At this stage, our state machines have become abstract collections of states which are nothing but objects that combine code and data, and define some kind of ordering between them resulted from the transition table.

Each state is very similar to a function which takes input parameters and input data, executes some custom code against them and outputs transition parameters and data needed by other states, and so on. If we were to represent the structure of states machines based on their states, data and transition table, it would look like a graph. The nodes of the graph would be the states or data objects, and the arrows would be the dependencies between states constrained by the value of the transition parameters (according to the transition table). Taking it further, we can represent all state machines running at a certain moment and we can conclude that we’re dealing with a graph of states and data objects with dependencies between them and we no longer care to which state machine they belong to. Such a graph is illustrated in Fig. 4.

The figure includes the states of two finite state machines ($S_1$ for the former and $S_2$ for the latter) and their input/output data objects ($d_i$). The transitions between states are being conditioned by the machine’s parameters (P) values. For example, machine 1 will move from state $S_{10}$ to state $S_{12}$ only if the value of $P_1$ matches the value on the arrow (relationship) between $S_{10}$ and $S_{12}$, which is $V_{12}$. Each state can be launched only if all data dependencies are satisfied, and the state is considered to be executed completely only after all output data has been delivered. In case a state needs as input data, another state’s output, the former state can’t be launched unless the latter has been completed. The execution relies on the execution pointers. These are nodes in the graph and they point out the last executed state of each state machine. As the machine traverses throughout it’s states the corresponding pointer will move to the new state.

![Fig. 4 Execution graph.](image-url)
It becomes obvious that the execution graph has to be shared by all nodes (execution managers). Normally this would be an important loss for our architecture since the old architecture was not centralized. Keeping the graph in the shared memory area would not be very efficient since it has a distributed architecture and it would require important amount of synchronization communication which would slow down the system considerably.

Fortunately, graph databases and their spectacular evolution have allowed us to benefit from a very powerful infrastructure for distributed environments which has been discussed in section II.

Considering the new execution model we can easily observe that the simulation module of the old architecture no longer handles state machines entirely but states of machines.

For this reason the execution manager available on each host will be responsible for acquiring states that can be immediately executed, run them, save the output and then handle another state.

The algorithm can be resumed by presenting the approximate structure of the class that handles the database (GraphDB), and the main loop that keeps the engine running until the execution is finished.

class GraphDB

def exist_final_states
  execution_pointers.out.each do |state|
    return false if not state.is_final?
  end
  return true
end

def pick
  execution_pointers.out.out.filter
    {P = V && in(data).available}
end

def save_output(state)
  database.save(state.output_data)
  exec_pointer= state.in.in(exec_pointer)
  exec_pointer.save_params
    (state.output_params)
  exec_pointer.out = state
end

The exist_final_states method checks if all final states have been reached, in which moment the execution should stop, by traversing the graph starting from the execution pointer nodes, following the outgoing relationships and returning true if all states pointed by the execution pointers are final states, otherwise it returns false.

The pick method starts from all the execution_pointers, traverses down the tree through the last completed states, down to the next state by checking the current parameters’ values and returns the first state found. The method can be easily adjusted to return more than one state depending on the load balancing policy.

The save_output method, saves the output data objects resulted after processing the current state into the graph, identifies the corresponding execution pointer and moves its position to the currently completed state.

The main loop run on every process (simulation process), is similar to the following piece of code:

```ruby
while graphDB.exist_final_states
  current_state = graph_db.pick()
  //dynamically run the Ruby code
  eval(current_state.code)
  graph_db.save_output(current_state)
end
```

V. CONCLUSIONS AND FUTURE WORK

The proposed architecture brings more flexibility to our distributed framework by allowing the developer to write dynamic code and at the same time reduces the development effort by not requiring the implementation of static code for each type of custom state machine. As a consequence the update process of a running application no longer requires sending code files across the distributed environment, but simply running finite state machines with embedded custom dynamic code.

The new graph execution model breaks the finite state machines into independent states and handles them all together. As new state machines arrive, their states get appended to the graph and dynamically allocated to computational resources (through each host’s execution manager).

The new approach ensures fair load balancing by having the nodes acquire the processing tasks (machines’ states) as their resources become available as opposed to static allocation (prior to launching the application) or centralized dynamic allocation algorithms.

Reducing the amount of work required by a task at the minimum of only one state also improves the load balancing.

Our near future research thoughts refer, to evaluating the performance of the new architecture and identify the performance gain as well as the weaknesses of the new platform architecture.

Dynamic load balancing algorithms have always been an important lead for us and they will be given special concern in the near future.

Data distribution plays a very important role when we deal with load balancing algorithms in distributed environments, as it is more efficient to move the processing towards data than the other way around, therefore special interest will be shown on this issue.

Creating tools for better monitoring and steering of the distributed environment, of both resources and execution is also on our to-do list.
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Abstract—2D color barcodes have been introduced to obtain larger storage capabilities than traditional black and white barcodes. Unfortunately, the data density of color barcodes is substantially limited by the redundancy needed for correcting errors, which are due not only to geometric but also to chromatic distortions introduced by the printing and scanning process. The higher the expected error rate, the more redundancy is needed for avoiding failures in barcode reading, and thus, the lower the actual data density. Our work addresses this trade-off between reliability and data density in 2D color barcodes and aims at identifying the most effective algorithms, in terms of byte error rate and computational overhead, for decoding 2D color barcodes. In particular, we perform a thorough experimental study to identify the most suitable color classifiers for converting analog barcode cells to digital bit streams.

I. INTRODUCTION

BARCODES are optical machine-readable representations of data, capable of storing digital information. Barcode data are represented as a sequence of bytes, which are then mapped to analog signals (in this case, barcode elements) and transmitted over a printing and scanning (Print&Scan) channel which introduces noise, distortions and interference, corrupting the transmitted signal (in this case, the barcode image after scanning). At the receiver, the distorted barcode is mapped back to bytes. The received binary information is just an estimate of the transmitted binary information. Indeed, byte errors may result due to the amount of noise encountered in the transmission. Because noise and distortions always occur in practice, as a result barcode reading algorithms have to cope necessarily with errors, and the trade-off between reliability and data density of barcodes is a significant design consideration. To cope with errors, redundancy is added by channel coding, which is a viable method to increase reliability in a noisy communication channel (which in our case is represented by the Print&Scan channel) at the price of reducing the information rate. The higher the expected number of errors and the redundancy needed for coping with it, the lower the actual data rate (in our case, the barcode data density).

Traditional barcodes, referred to as one-dimensional (1D) barcodes, represent data by varying the widths and spacings of parallel lines. The amount of digital information stored in 1D barcodes is limited and can be only increased by laying out multiple barcodes. This approach has many negative effects, however, such as enlarged barcode areas, more complex reading operations, and increased printing costs. For this reason, the barcode technology has been deploying geometric patterns (such as squares, dots, triangles, hexagons) in two dimensions: such barcodes are referred to as bidimensional (2D) codes.

Both the increasing demand for higher density barcodes and the wide availability of on-board cameras in mobile devices has motivated the need for 2D color barcodes, such as the colored DataGlyphs developed at Xerox Parc [1], the High Capacity Color Barcode (HCCB) developed at Microsoft Research [2], [3], the high capacity color barcode technique proposed in [4], and HCC2D, the High Capacity Colored 2-Dimensional code [5], [6]. Color barcodes generate each module of the data area with a color selected from 2^n-ary schemes (e.g., 4-ary color schemes encoding 2 bit/module or 8-ary color schemes encoding 3 bit/module), where a module (or cell) is the atomic information unit of a 2D barcode.

Since black and white codes encode 1 bit/module, in principle the data density of a color barcode can be twice (4 colors) or three times (8 colors) as much as the data density of the corresponding black and white barcode. However, the actual capacity depends on the amount of redundancy added to the barcode data for correcting errors, which occur due to both geometric and chromatic distortions introduced by the Print&Scan channel. Since colors are more sensitive to the distortions introduced by the channel, the measured error rate of color barcodes can be significantly larger than the measured error rate of black and white barcodes, all other conditions being equal (i.e., when all barcodes are generated, printed and scanned under same conditions, such as module size, amount of redundancy, printing and scanning resolutions). In our experiments, under the same operating conditions, black & white QR codes had an average byte error rate of roughly 2% while their 4-color counterpart (HCC2D codes) had an average byte error rate of roughly 10%. In this framework, the higher error rates of color barcodes can be mitigated by the use of larger redundancies in the coding, which in turn may reduce substantially the higher data densities potentially offered by color barcodes, thus reducing their benefits. For instance, in order to tolerate a byte error rate of 2%, we need to reserve at least 4% of the barcode area for an error correction code (such as Reed Solomon), thus obtaining less than 96% for its data density, while a 10% byte error rate implies that at least 20% of the barcode area must be used for error correction, reducing its data density to less than 80%.

In this paper we tackle this problem by designing and experimentally evaluating algorithms for retrieving digital data from color cells undergoing chromatic distortions (due to printing and scanning), so as to minimize their error rates. In particular, we perform an experimental study of the practical performance of several color classifiers and clusterers for converting analog barcode cells to digital bit streams. This
allows to identify the most effective algorithms for decoding color barcodes in terms of their error rate and their total running times. Moreover, we investigate the trade-off between redundancy and data capacity for 2D color barcodes. This allows to optimize the data storage, addressing the need for high density barcodes (capable of storing as much information as possible in as small an area as possible).

To accomplish this task, we have developed a prototype capable of using different algorithms for color classification. We have chosen algorithms so that they are representative of general classes, such as minimum distance classifiers, decision trees, clustering, probabilistic classifiers and support vector machines. Our experimental findings show that the impact of different color classifiers on the error rate achieved in decoding can be significant. Furthermore, the use of more complex techniques, such as support vector machines, does not seem to pay off, as they do not achieve better accuracy in classifying color barcode cells. The lowest error rates are indeed obtained by means of clustering algorithms and probabilistic classifiers. From the computational viewpoint, classification with clustering seems to be the method of choice, since it is simple and it does not need time consuming training phases.

II. RELATED WORK

To the best of our knowledge, there is little research in the literature on the color classification for 2D color barcodes. One of the first reported attempt to use color in a 2D barcode can be found in a patent by Han et al. [7], who used reference cells to provide standard colors for correct indexing. Bulan et al. [4] proposed to embed data in two different printer colorant channels via halftone-dot orientation modulation, that is, to print two colors at the same spatial location. This allows to nearly double the capacity of black and white barcodes, which is equivalent to use a 4-ary color scheme for encoding 2 bit/module. This work was extended in [8] by using three instead of two colorant layers and a interference mitigating design of the orientations of the three colorants to improve capacity. Microsoft HCCB uses a grid of colored triangles to encode data, using a palette of 4 or 8 colors (4-ary color or 8-ary color scheme). HCC2D, the High Capacity Colored 2-Dimensional Barcode [5] uses a grid of colored squares (using a palette of 4 or 8 colors) and has a symbol structure which builds upon a QR code [9] basis for preserving the QR robustness to distortions. Different color barcode technologies adopt different strategies for classifying colors, that is, for converting analog barcode cells to digital bit streams. For instance, the strategy adopted by the Microsoft HCCB decoder is to make use of a color palette, while Bagherinia and Manduchi [10] proposed an algorithm for decoding barcode elements in a color barcode that does not display its reference colors.

Despite the increasing interest in color barcodes, we are not aware of any previous attempt at performing a comparative analysis of the performance of different methods for color classification in this framework, which is the main contribution of our work. Experimentation in color classification has been previously addressed in other domains such as color recognition of objects in indoor and outdoor images [11], color recognition of license plates [12] or skin color detection in face localization and tracking [13] [14], where, similarly to our problem, there is the need to discriminate among different classes of color pixels. We emphasize that results from other domains (e.g., pixel classification into skin color and non-skin color) do not necessarily carry through the classification of color cells in barcodes, because the underlying conditions are rather different. Indeed, color classification in 2D barcodes mainly focuses on classifying color cells with minimal size (e.g., thousands cells per square inch) after undergoing a printing and scanning process, while in other domains color element have other characteristics (e.g., colors in video frames representing natural images). Furthermore, the effective decoding of color barcodes requires much more accuracy and precision than the other applications considered for color classification.

III. 2D COLOR BARCODES

In this section, we introduce 2D color barcodes, which take advantage of colors for achieving higher data density than black and white barcodes. This is obtained at the price of coping with chromatic distortions during decoding. In order to introduce the typical decoding process of a color barcode, we describe next the HCC2D code, which will be used as a paradigmatic example throughout the rest of the paper. We remark that most of the findings reported in this paper about color classification for HCC2D codes apply to color classification for other 2D color barcodes as well.

A. The HCC2D code

In this section, we describe our HCC2D code, a 2D color barcode which is made of a matrix of square color cells, whose color is selected from a color palette. Figure 1 illustrates samples of HCC2D codes with 4 and 8 colors.

![Fig. 1. Samples of the High Capacity Colored 2-Dimensional code (HCC2D): (a) 4 colors and (b) 8 colors. Figure taken from [5]. (Viewed better in color).](image-url)
2D barcodes, because their acquisition process appears to be strongly reliable, and are suitable for mobile environments, where this technology is rapidly gaining popularity.

Structure of QR codes, and consequently, of HCC2D codes is illustrated in Figure 2, being composed of Function Patterns and Encoding Regions. The Position Detection Patterns, the Alignment Patterns, the Timing Patterns, and the Separators for Position Detection Patterns support the detection process in detecting the presence, the proper orientation and the correct slope of a code into an image. The Format Information describes the error correction level used in the code. As previously introduced, the higher the correction level, the higher the redundancy and the reliability of the barcode reading process, but the lower the actual data density rate. The Version Information represents the code size, that is, the amount of cells (per side) making up the code. Note that the Version Information alone does not determine the final print out size (expressed in \( \text{inch}^2 \) or \( \text{cm}^2 \)), which also depends on hardware parameters, that is, on the printing resolution and on how many printer dots make up each color cell. Finally the Data and Error Correction Codewords contains data plus redundancy.

We designed the HCC2D code preserving all the Function Patterns, the Format Information and the Version Information defined in the QR code. Maintaining the structure and the position of such patterns and critical information allows the HCC2D code to preserve the strong robustness to geometric distortions of QR code. Because the retrieval of the Format Information and of the Version Information is a crucial step during the decoding phase (it may led to reading failures) and its storage requirement is small, there is no significant advantage representing it by color cells. The most important changes are gathered in the Data and Error Correction Codewords area. The most noticeable difference with a QR code is that the modules belonging to the Data and Error Correction Codewords area are of different colors; in a HCC2D code with a palette composed of 4 colors each module is able to encode 2 bit/module, while 3 bit/module are stored using 8 colors. Introducing colors in the Data and Error Correction Codewords area requires to address some issues, which we have described in details in [5]. Consider that during QR code reading only the brightness information is taken into account, while HCC2D codes have to cope with chromatic distortions during the decoding phase. Since the Encoding Region is made of color cells, the HCC2D decoder needs to know the complete color palette in order to decode the symbol. To consider the color palette as an \textit{a priori} shared knowledge between encoding and decoding processes is not a reliable solution; this is because chromatic distortions would not be properly taken into account, arising differently in each printed and scanned image. The processing should be adaptive to each image for better performance. To make a parallelism with black and white barcodes, QR codes compute an adaptive threshold on each image for discriminating dark and light modules, rather than using static thresholds.

In order to ensure adaptation to chromatic distortions arisen in each scanned code, we have introduced in the HCC2D code an additional field, the Color Palette Pattern. This is because color cells of a Color Palette Pattern are supposed to be distorted in the same way color cells of the Encoding Region are. We make use of replicated color palettes either for cluster initialization or for training machine learning classifiers. Figure 3 illustrates Color Palette Patterns in HCC2D codes, located at the boundaries. Note that the Color Palette Patterns are not too close to the three Position Detection Patterns areas and are far away from each other, thus ensuring that they are robust to local distortion. Furthermore, Color Palette Patterns take only 2 rows and 2 columns from a symbol consisting of between 21 and 177 rows and columns, and thus, the overhead is small for high density barcodes.

**Color Palette Pattern**

IV. COLOR CLASSIFIERS FOR 2D COLOR BARCODES

Since the printing and scanning processes introduce chromatic distortions in color barcodes, the decoding success rate depends on the capacity to correctly classify colors of barcode cells. A barcode cell is correctly classified if its original color (before printing) and the class assigned by the classifier to the cell (after scanning) corresponds to each other. A classifier is an algorithm that distinguishes between a fixed set of classes based on labeled training examples. Algorithms reading black and white barcodes may just use a threshold to separate the two classes (that is, dark and light elements), while cells of color barcodes need to be properly classified in many classes,
depending on the number of colors. We distinguish 4 or 8 classes (each representing a reference color) into which color pixels may fall, where each pixel is sampled from a cell of the 2D color barcode to decode. Each class reference color is associated with either a 2-bit sequence or a 3-bit sequence. The sequence length depends on how many bits are modulated into each barcode cell (as previously introduced, 4-ary color schemes encode 2 \textit{bit/module}, while 8-ary color schemes encode 3 \textit{bit/module}). Because no classifier is perfect, it is important to know whether a classifier is producing good results on real data sets.

A color classifier may have a training phase and a classifying phase. In the training phase, the classifier is provided with known samples. A known sample consists of a region in the barcode image containing the color to be learned and the corresponding label for that color. For every sample that is added during the training phase, the color classifier computes a color feature and assigns the associated class label to it. A color feature vector (to which a barcode cell is associated with) depends on the color space in which the image is encoded. Usually colors are defined in three dimensional color spaces. For instance, these could either be RGB (Red, Green and Blue) or YUV. The Y in YUV stands for “luma”, that is brightness (for instance, black and white TVs decode only the Y channel of the signal). U and V provide color information and are “color difference” signals of blue minus luma (B-Y) and red minus luma (R-Y). Without loss of generality, assume that each color feature is represented as a three-dimensional vector in the YUV color space, because the high correlation between RGB channels and the mixing of chrominance and luminance data does not make RGB a very favorable choice for color analysis and color-based recognition algorithms [13]. When all the trained samples (color feature with a label) are added to the classifier, we get a trained color classifier. After the training phase, barcode cells are classified into their corresponding color classes. In the classifying phase, the trained classifier is used on new observations (color features without labels). The classification engine calculates color features of unlabelled samples and classifies them, by associating a label (in our case, a color class) with each unlabelled color element. Once the classification is completed, the original bitstream (which was previously encoded in the 2D barcode) can be retrieved. This is made by concatenating bits from each bit sequence associated with a barcode cell, where the mapping between a barcode cell and a bit sequence is given by the classification output. For instance, without loss of generality, assume that a 2D color barcode is encoding 2 \textit{bit/cell} by using 4 different reference colors (e.g., black, cyan, magenta and white). Then, assume that each reference color is mapped to a binary sequence (e.g., black is mapped to \{11\}, cyan to \{10\}, magenta to \{01\} and white to \{00\}). Under these assumptions, a dark cell carries the bit sequence \{11\} whether the cell is labelled with the black class by the color classifier. Because a percentage of color cells is always misclassified in real scenarios, bit errors arise, and thus, original bit stream and decoded bit stream slightly differ from each other.

As previously mentioned, channel coding techniques are capable of correcting errors and restoring the original bit streams, under the assumption that the redundancy introduced in the encoding phase is enough. The main problem considered here is how much redundancy can be sufficient for 2D color barcodes. This depends on many parameters, including the algorithms used for color classification. In order to estimate the most suitable redundancy rate (RR), we implemented five different methods for color classification, each of them being representative of a general class of algorithms (minimum distance classifiers, decision trees, clustering, probabilistic classifiers and support vector machines), and measured their error rates. Next, we briefly describe these five algorithms.

A. Minimum Distance Classifiers (Euclidean distance)

Minimum distance classifiers assign unlabelled samples to classes which minimize the distance between unlabelled data and classes in the feature space. The distance is defined as an index of similarity so that the minimum distance is identical to the maximum similarity. We have used the Euclidean distance (in RGB, YUV, ...) for identifying similar colors (that is, colors with minimum distance), because it is one of the simplest and most popular distance measures. This can be taken as a basic reference method in our experiments: it is a very simple-minded method, and thus we expect all other methods to produce much lower error rates but to be much slower in their running times.

B. Decision Trees (LMT)

A decision tree is a classifier in the form of a tree structure, where each node is either a leaf node (which indicates the value of the target class) or a decision node, which specifies some test to be carried out on a single feature value, with one branch and sub-tree for each possible outcome of the test. There are a variety of algorithms for building decision trees; we have used the Logistic Model Trees (LMT), because they have been shown to be very accurate and compact classifiers. As in ordinary decision trees, a test on one of the attributes is associated with every inner node. Unlike ordinary decision trees, the leaves have an associated logistic regression function instead of just a class label.

C. Classification using Clustering (K-means)

Clustering is the task of assigning a set of objects into groups (denoted as clusters) so that the objects in the same cluster are more similar to each other than to those in other clusters. Hence, color cells are classified once clustering is completed. Clustering itself is not one specific algorithm, but the general task to be solved. It can be achieved by various algorithms that differ significantly in their notion of what constitutes a cluster and how to efficiently find them. We have used the K-means algorithm, which is an unsupervised learning algorithm that classifies a given data set through a certain number of clusters (exactly \textit{k} clusters) fixed a priori. Using the K-means algorithm, we can exploit the \textit{a priori} knowledge about the number of colors in color palettes, so
that the algorithm generate exactly 4 or 8 clusters. The starting points (for centroid initialization) can be taken by averaging the series of color palettes.

D. Probabilistic Classifiers (Naive Bayes)

A probabilistic classifier is a function that maps an unlabeled sample to a distribution over class labels. There are a variety of probabilistic classifiers; we have used the Naive Bayes algorithm because it only requires a small amount of training data to estimate the parameters. A Naive Bayes classifier is a simple probabilistic classifier based on applying Bayes’ theorem with strong (naive) independence assumptions.

In simple terms, a Naive Bayes classifier assumes that the presence (or absence) of a particular feature of a class is unrelated to the presence (or absence) of any other feature. For example, assume that a color cell (in YUV space) is represented by luma (Y value) and by chroma (U and V values). Even if these luma and chroma values depend on each other, a Naive Bayes classifier considers all of these properties to independently contribute to the probability that this color cell is of a given color. The Naive Bayes classifier can be trained very efficiently in a supervised learning setting, using in our case a trained set of known samples taken from the color palette patterns.

E. Support Vector Machines (SVM)

Support vector machines (SVM) are supervised learning models, that is, machine learning tasks of inferring a function from labeled training data (in our cases, labelled color cells belonging to color palettes). A support vector machine constructs a hyperplane or set of hyperplanes in a high dimensional space (in our case, a three-dimensional color space such as RGB or YUV), which can be used for classification. Intuitively, a good separation is achieved by the hyperplane that has the largest distance to the nearest training data point of any class (denoted as functional margin), since in general the larger the margin the lower the error of the classifier. We have used the Sequential Minimal Optimization (SMO) algorithm for training support vector machines. This is because SMO efficiently solves the optimization problem which arises during the training, avoiding the use of time-consuming numerical optimizations.

V. EXPERIMENTATION

We developed a prototype for generating and acquiring HCC2D codes. Even if we restricted our experiments to HCC2D codes only, most of the results (in relative terms) can be generalized to the color classification of any other color barcode. This is due the fact that our experiments focused only on the color classification task.

Barcode reading requires a detection and a decoding phase, where color classification is only one part of the decoding phase. The risk is that errors arising in steps other than color classification may affect the experimental results in an unpredictable way. To prevent this, we proceeded as follows. Even if many factors other than the classification algorithm affect the experiment (e.g., the specific hardware involved, routines for detecting or for sampling color cells which are specific to HCC2D codes), their impact has been kept constant through the use of a common set of barcode scans as input for each classifier, along with the use of common routines for every processing step other than color classification (such as image processing, barcode detection or grid sampling routines). For this reason, even if results of our experiments (in absolute terms) depend on the hardware involved and on the HCC2D code, the relative performance of the algorithms considered seems to be of more general extent.

A metric that we adopt is the byte error rate (ByER). By definition the byte error rate is the ratio of the number of incorrectly received bytes compared to the total number of bytes transmitted. It depends on characteristics of the channel such as the signal-to-noise ratio (SNR) at the receiver and on the accuracy of the “sensors”. In our case, the unreliable channel is a printing and scanning channel, while the “sensors” are represented by the classification algorithms and their accuracy is our parameter of interest. We performed an experiment for computing performance statistics for byte error rates (ByER) and computational time of classifier algorithms. By computing these error rate statistics, we are able to identify the most effective color classifier and the most suitable redundancy rate (RR) for it. This allows us to optimize the data rate (DR), that is, the actual data density of color barcodes.

A. Experimental Set-up

We collected 100 barcode scans which make up the sample upon which performance statistics (such as the mean error rate) are computed for each of the 5 methods. Our experimental set-up is as follows:

- We collected 100 barcode scans from real-life applications. Each barcode underwent a real printing and scanning process (i.e., no artificially distorted barcodes).
- Each scan was decoded by each one of the 5 classifiers.
- Color barcodes were printed and scanned at 600 dpi.
- The print out size of each code was 1 square inch.
- The size of each color cell was 4 × 4 printer dots.
- Each code was made up of 149 × 149 cells (out of which we had 512 known color cells to use for training classifiers and 19,720 color cells to classify).
- Each code stored 4,930 bytes in 1 square inch, considering data and redundancy from error correction.
- Each code used 4 colors for encoding 2 bit/module.
- Color features were expressed in the YUV space, because the explicit separation of luminance and chrominance components makes this colorspace more attractive for color analysis.
- Codes stored different input data so that results were not dependent on the specific barcode instance.

All our experiments were run on a low-end machine equipped with OS Linux Debian 6.0 running on a 1.73 GHz Intel dual core with 2 GB RAM. Documents were printed and scanned on low cost color laser multifunction printers.
distribution, which are reported at the corresponding column in Table 1. The classical interpretation of these intervals is that, in repeated sampling, these intervals will contain the true mean of the population from which the data come 99.0% of the time. In practical terms, we can state with 99.0% confidence that the true K-means ByER is somewhere between 0.0357 and 0.0551. Even if these intervals assume that the population from which the sample comes can be represented by a normal distribution (which is not the case here), the confidence interval for the mean is quite robust and not very sensitive to violations of this assumption. Confidence interval for the standard deviation would be quite sensitive, and thus, they are not computed. Of particular interest here are the standardized skewness and standardized kurtosis (reported at the last columns of Table 1), which can be used to determine whether the sample comes from a normal distribution. Values of these statistics are outside the range of -2 to +2, indicating significant departures from normality. Figure 5 illustrates percentiles of ByER distributions. Percentiles are values below which specific percentages of the data are found.

![Percentiles for ByER data of each algorithm.](image)

We can interpret the percentile plot as follows. Consider the 90-th percentile (the value below which 90% of the cases fall) for K-means ByER, its value being 0.0971. This means that 90% barcodes out of 100 would be decoded if the symbols were robust to ByER up to the 90-th percentile (≈ 9.71%). If the K-means algorithm is used for color classification, we may state that \( \text{Prob(ByER < 10%)} \approx 90\% \), even if this is just an estimation of the probability on the basis of ByER data collected. Consider that if locations of errors are not known in advance, then a Reed Solomon code can correct half as many errors as there are redundant symbols. For this reason, in order to achieve a success rate of 90\%, the redundancy rate (RR) should be around twice the 90-th percentile (\( RR \approx 19.42\% \)).

Data Rate (DR) is therefore reduced to the 80.58% of the overall capacity. Because HCC2D codes are capable of storing 4,930 bytes/inch² (data plus redundancy), this would result in an effective data density of 3,972 bytes/inch² with a success rate of 90%. Table II shows this trade-off between data density and reliability (in terms of success rate) for each method. Error rates to tolerate for achieving the target success rate are illustrated for three levels (80\%, 90\% and 95\%), along with the corresponding data rate (DR), which is expressed as ratio of data bytes to overall bytes (data plus redundancy bytes). Redundancy rate (RR) is omitted being exactly twice
TABLE II  
PERFORMANCE AS FUNCTION OF SUCCESS RATE FOR BARCODE READING.

<table>
<thead>
<tr>
<th></th>
<th>Error Rate to Tolerate (ByER)</th>
<th>Effective Data Rate (DR)</th>
<th>Effective Data Density (bytes/inch²)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>85% Success Rate</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Euclidean</td>
<td>0.1547</td>
<td>0.6966</td>
<td>3.40465</td>
</tr>
<tr>
<td>LMT</td>
<td>0.2399</td>
<td>0.7202</td>
<td>3.55038</td>
</tr>
<tr>
<td>K-means</td>
<td>0.0838</td>
<td>0.8326</td>
<td>4.10471</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>0.1081</td>
<td>0.7838</td>
<td>3.86413</td>
</tr>
<tr>
<td>SVM</td>
<td>0.1200</td>
<td>0.7360</td>
<td>3.62848</td>
</tr>
<tr>
<td></td>
<td>90% Success Rate</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Euclidean</td>
<td>0.1723</td>
<td>0.6554</td>
<td>3.23112</td>
</tr>
<tr>
<td>LMT</td>
<td>0.1717</td>
<td>0.6566</td>
<td>3.23703</td>
</tr>
<tr>
<td>K-means</td>
<td>0.1071</td>
<td>0.8055</td>
<td>3.97299</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>0.1190</td>
<td>0.7620</td>
<td>3.75666</td>
</tr>
<tr>
<td>SVM</td>
<td>0.1463</td>
<td>0.7074</td>
<td>3.48748</td>
</tr>
<tr>
<td></td>
<td>95% Success Rate</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Euclidean</td>
<td>0.2223</td>
<td>0.5554</td>
<td>2.73812</td>
</tr>
<tr>
<td>LMT</td>
<td>0.2511</td>
<td>0.4978</td>
<td>2.45415</td>
</tr>
<tr>
<td>K-means</td>
<td>0.1126</td>
<td>0.7748</td>
<td>3.81976</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>0.1755</td>
<td>0.6490</td>
<td>3.19957</td>
</tr>
<tr>
<td>SVM</td>
<td>0.1818</td>
<td>0.6364</td>
<td>3.13745</td>
</tr>
</tbody>
</table>

the ByER to tolerate (because of the Reed Solomon code). Finally, barcode data density is expressed in terms of data bytes per square inch. In order to state that K-means outperforms the other 4 algorithms, we did not just rely on data shown in Table II; we have addressed the statistical significance of our experimental results. Statistical hypothesis testing is used to determine whether an experiment conducted provides enough evidence to reject a null hypothesis. We are interested to reject the null hypothesis for which there is no (statistically significant) difference among the ByER distributions related to the 5 classifiers. We can consider ByER distributions two-by-two as paired samples. “Paired” samples means there are two measurements on each sample unit, e.g., measurements on the same subject before and after an intervention. This is the case here, because there are measurements on the same barcode scan before and after the “intervention” (i.e., substitution of the color classifier). We have run paired tests on these samples such as the sign test and the Wilcoxon signed-rank test, for testing the null hypothesis that there is “no difference in medians” between the distributions.

The result of each test is denoted as P-value, which is the probability of obtaining a test statistic at least as extreme as the one that was actually observed, assuming that the null hypothesis is true. If the P-Value is under 0.01, the medians of the samples are significantly different at the 99.0% confidence level. For instance, running the Wilcoxon test on the Naive Bayes ByER distribution and on the K-means ByER distribution results in a P-Value of $1.03 \cdot 10^{-9} \ll 0.01$. Running paired tests on ByER distributions taken two-by-two as paired samples, we have rejected all null hypotheses but one; we can say nothing about the performance difference between logistic model trees and support vector machines. Values computed on 100 barcode scans suggest that SVM has smaller average ByER than LMT, but the difference was found not to be significant. (P-value resulting from the Wilcoxon signed-rank test is 0.7413 $\gg 0.01$ and from the sign test is 0.6170 $\gg 0.01$). We cannot use more powerful statistical tests (parametric tests such as the t-test) because the normality assumption would be violated. In summary, we can state that, at the 99.0% confidence level, K-means outperforms Naive Bayes, which in turn outperforms support vector machines and logistic model trees, which in turn outperform Euclidean classifiers.

Finally, we address the computational overhead introduced by the color classifiers considered. We stress that the overall running time is important, since in many applications a color barcode can be decoded on low-end devices, such as mobile phones or tablets. Figure 6 illustrates the Box-and-Whisker plot for computational time distributions (the sample size is 100 elements for each method). As expected, the Euclidean classifier is the simplest and fastest algorithm among the studied methods; it is capable of classifying 19,720 color cells in a few milliseconds. In our experiments, the K-means algorithm was also fast (order of milliseconds), while all other classifiers had a much higher computational overhead, as they required up to several seconds for the classification phase.

Fig. 6. Box-and-Whisker plot for computational time. (Viewed better in color).

C. Experiments with Mobile Phones

In this section we extend the experiments carried out previously on desktop scanners to other devices, such as mobile phones. The experimental setup is the same as in our previous experiment except that we use mobile phones (such as Samsung Galaxy and Google Nexus 4) for reading color barcodes and that we increase the print out size to 1.5 inch per side (with a cell size of $6 \times 6$ printer dots), in order to allow the camera focus to work properly.

TABLE III  
SUMMARY STATISTICS FOR BYER DATA RELATED TO BARCODE READING BY MOBILE PHONES.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>99% Confidence Interval for Mean</th>
<th>Standard Deviation</th>
<th>Standard Skewness</th>
<th>Standard Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Euclidean</td>
<td>0.0166</td>
<td>0.1065 $\pm$ 0.0362</td>
<td>0.1457</td>
<td>7.4383</td>
<td>5.4823</td>
</tr>
<tr>
<td>LMT</td>
<td>0.0854</td>
<td>0.0985 $\pm$ 0.0294</td>
<td>0.1422</td>
<td>9.3848</td>
<td>11.380</td>
</tr>
<tr>
<td>K-means</td>
<td>0.0832</td>
<td>0.0832 $\pm$ 0.0454</td>
<td>0.1729</td>
<td>15.406</td>
<td>31.354</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>0.1203</td>
<td>0.1203 $\pm$ 0.0129</td>
<td>0.1255</td>
<td>6.8177</td>
<td>6.0854</td>
</tr>
<tr>
<td>SVM</td>
<td>0.1023</td>
<td>0.1023 $\pm$ 0.0266</td>
<td>0.1016</td>
<td>8.1937</td>
<td>10.373</td>
</tr>
</tbody>
</table>

Table III, reports, with exactly the same format used in Table I, the results of our experiments with mobile phones. It can be seen that the average error rate and the standard deviation are larger (in absolute value) for mobile phones than for desktop
scanners. This is due to the fact that desktop scanners have controlled light intensity, while pictures taken from phone cameras present a much larger variation in light conditions. Beside the absolute values of error rates, which are dependent on the specific devices used for printing and scanning, it can be seen that, in any case, the choice of the classifier has a non-negligible impact upon the error rate distribution. Figure 7 illustrates, similarly to Figure 4, the Box-and-Whisker plot for byte error rate in mobile environment. The K-means algorithm is still the most effective, even if not as effective as in the previous experiment, because there are few cases in which the initial centers do not allow K-means to converge to the optimal solution. This situation occurs especially in case of strongly non-uniform illumination of the barcodes. Analogously to Figure 5, Figure 8 illustrates percentiles of ByER distributions, showing that the K-means curve tends to perform quite well in comparisons with the other curves, except for the fact that there are few observations with high error rates (the far right of the curve) in which the algorithm does not converge to the solution.

VI. CONCLUSIONS AND FUTURE WORK

Our work addressed the trade-off between reliability and data density in 2D color barcodes, performing an experimental study in both desktop and mobile environments. The experimentation showed that the impact of the choice of the color classifier on the error rate is significant and that more complex classifiers do not necessarily achieve better accuracy in classifying color barcode cells. By means of this study, we identified the most suitable ways to convert analog color cells to digital bit streams. We have so far used the same algorithms in both desktop and mobile environments; those methods were found to be more suitable for desktop settings than for mobile scenarios.

For future work, we see a number of interesting directions where our study maybe extended, in particular for mobile devices. An important extension of this work will be to design specific approaches to decode color barcodes acquired by mobile phones. Optimizations for the mobile scenario will attempt to minimize the error rate by taking into account models of light variation for addressing the problem of strong non-uniform illumination, which is significant in mobile scenarios. Furthermore, this study could be extended to barcodes that use 8 instead of 4 color classes.
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Abstract—In the last decade the need for portable Surface Plasmon Resonance (SPR) biosensors capable of on-site simultaneous multiple assays increased steadily. Several devices are available affected, however, by limitations in terms of costs, size, complexity and portability.

A compact low-cost SPRi biosensor based on a novel method for multi-analyte detection is presented. The prototype consists of a nanohole array biochip integrated with a compact optics and an elaboration system. A CMOS image sensor captures reflected light from the biochip surface irradiated by a 830 nm LED. The entire system is managed by an ARM9 processor.

The biosensor was able to detect a \(-10^8\) RIU change in the refractive index without analyte receptors at a glycerol concentration equal to 0.2%. Results are available in 14 seconds on LCD display and immediately stored to external SD memory.

Preliminary experiments confirmed the strong biosensor’s usability in a wide range of applications and fields.

I. INTRODUCTION

The last 30 years have witnessed a rapid growth in the use of biosensors in both research and practical applications. Molecular biology, biotechnology together with genetic, protein and pharmaceutical engineering are the most common applications fields of these devices. This trend is due to technological innovations that increased their sensitivity, versatility and integrability within microprocessor-based electronics. However, most of these powerful instruments are only used in specialized laboratories because of their high cost. In particular the biosensors based on Surface Plasmon Resonance (SPR) have been developed into a very useful technology applications due to their high sensitivity but the majority of this devices are only for research use [1]. The Surface Plasmon Resonance is an optical phenomenon that offers specific advantages in bio-molecular studies. First of all, it is label-free technique that allows real-time direct detection of molecular binding, enabling the determination of their concentration during this interaction without the need for fluorescence or radioisotope labelling. Moreover, it can be applied for kinetic measurements and to perform simultaneous assays on the same biochip (SPR imaging-SPRi). Antibody–antigen interactions, peptide/protein–protein interactions, DNA hybridization conditions, biocompatibility studies of polymers, biomolecule–cell receptor interactions and DNA/receptor–ligand interactions have been well analyzed by means of this approach [1]. However the complex fabrication procedure to make the measures more accurate and fast, increases their cost (more than 10,000$S) and their size (most of them are benchtop instruments). This limited the diffusion of SPR biosensors outside the industrialized countries, hampers significant improvement of hygiene and environmental conditions. We present a novel portable SPRi biosensor based on a nano-structured crystal biochip developed by [2]. It is a multi-parametric system for biological and molecular interaction monitoring using the Localized Surface Plasmon Resonance (LSPR) phenomenon. Our device allows to detect the presence and the amount of specific target molecules (called analytes) in a liquid samples without the use of an external computation device (like computer). The potential applications fields of this instrument are enormous: biochemical and chemical assays in medicine for diagnostic and monitoring of the patients, for water and soil pathogen detection, for process control in pharmaceutical chemistry and drug and food monitoring for toxins detection. This biosensor allows the acquisition of the light reflected from crystal’s surface irradiated at a specific wavelength; the crystal is a biochip in which micro-spots of antibodies deposited on the surface are sensitive to different analytes to be identified in the sample. The estimate of the presence and concentration of the searched analyte is available in about 14 seconds on a LCD display and stored in a MicroSD card. This work will focus on the development of the prototype together with the implementation choices to realize a compact low-cost and low-power consumption SPR device. The Linux kernel-based modules conceived for the images acquisition and elaboration are also discussed with a novel method to identify analytes presence and amount. Finally, the detection capabilities of the device are provided.
measuring bulk refractive index changes in glycerol solutions at different concentrations.

II. INTEGRATED SPR SYSTEM AVAILABLE

The most common commercial SPR biosensors in the last decades are generally based on the Kretschmann's configuration where a laser source radiates a glass prism covered with a thin metal film. However this simple technique features sensitivity limitation for low molecular weight analytes [3]. The technology improvement allowed new approaches to SPR for increase the sensitivity (plasmon waveguide resonance, channel parallel array, etc...) but this made biosensors more expensive with less attention to an integrated, portable, low-cost and low-power consumption device.

Only recently the market geared toward the fabrication of compact instrumentations for the simultaneous detection of one or multiple analytes and this implied the miniaturization of each system's components and the develop of new SPR technology solutions.

The most best known example of marketed compact SPR devices is Spreeta (Texas Instruments, USA). These instruments measure approximately 1.5 cm x 0.7 cm x 3 cm and consist of a plastic prism assembled on a PCB that contained a infrared LED, a linear diode array detector and a non-volatile memory [4]. The LED light beam through a plastic sheet polarized, strikes a glass chip coated with a gold layer. The SPR waves produced are captured by the diode array detector. Spreeta cost is about 50$ [5] with a resolution of 5x10^{-6} RIU [4]. Spreeta, however, requires an integration with external fluidics systems and suitable elaboration units to manage acquisition and analysis. Another limitation is due to temperature which significantly affects the refractive index, requiring a control system to keep it constant.

Many research works exploit Spreeta technology to develop compact multi-analyte SPR instruments. Chinowsky's describes a semi-automatic 24-channel system for toxin identification, called “SPIRIT”. This lunchbox-size instrument weighs approximately 3 Kg and is made by eight replaceable three-channels Spreeta 2000, a 1 MHz analog-to-digital converter and a DSP microcontroller [6]. The device also contains a touch-screen LCD display and a flash memory for data storage, however needs a PC connection for long-term reaction monitoring and displaying of all the 24 channels.

Another low cost biosensor based on Spreeta is described by Hu et al. in 2009. This bioanalyzer uses a tree-channels Spreeta TSPR1K23 and three processors for temperature control, data analysis and display control [7]. Similarly to the previous one, this instrument needs a high precise temperature sensor and uses a PID algorithm control for temperature regulation. Only three analytes for sample are detectable and its considerable weight makes it unsuitable to perform on-site assays also in unfavourable environments.

In addition to Spreeta devices, different approaches can be considered to optimize the Kretschmann configuration. For example, in 2010 Cai et al., developed a portable SPR biosensor based on the image scanner chip LM9833. A wedge shape laser beam radiated a cylinder prism and the reflected light was captured by a CCD camera driven by the image scanner [8]. A single board industrial PC was used to provide the analysis results featuring about 1 Kg weight. The refractive index sensitivity was about 6 x 10^{-5} RIU, however this device required 30 minutes of baseline stabilization before each analysis.

A palm-size biosensor based on light source modulation was developed by Shin et al. in 2010. The beam of a diode laser was modulated by a rotating mirror and the reflected light was captured by a CMOS [9]. The refractive index resolution was quite interesting (about 2.5x10^{-6} RIU at a 3% glycerol concentration) but this device requires temperature control and PC for elaborating signals via LabVIEW code. It also suffers from mechanical solicitations that require an highly synchronization between the frame rate of the CMOS image sensor and the revolution speed of the mirror, to limit the noise level due to the present artefacts that compromise the portability.

Another solution has been adopted by Wichert et al. His team used the Plasmon Assisted Microscopy of Nanoobject (PANOMO) technique with FPGA technology and CCD camera. However it allows to detect only specific viruses [10].

In parallel to Kretschmann-based systems, optical fibers and waveguide structures have been used to fabricate miniaturized biosensors (Tzyy-Jiann et al., 2004). The use of waveguides is similar to Kretschmann configuration since by coating the fiber with a metal film, each reflection of light, corresponds to the reflection spectrum of a Kretschmann configuration. However this solution requires a careful choice of the fiber type and complex design and assembly that increase fabrication costs [11].

Another technique uses diffraction gratings to couple the plasmon resonance with the optical wave. In 2009 a 4-channel compact biosensor has been presented by Piliarik et al. [12] and one year later Vala and his team developed a device capable of simultaneous detection of 10 analytes [13]. The beam reflected by the grating is collimated by lens and captured by a CCD camera that evaluate the average over 50 frames by onboard electronics and transmits it via USB. Although featuring both a high resolution (3x10^{-7} RIU and 6x10^{-7} RIU respectively when the RI index change of a NaCl water solution is 0.00312 in both cases) and compact size they need an external PC for elaborating images.

In the last years the significant progress in nanotechnology have led to remarkable results in the study of Localized Surface Plasmon Resonance (LSPR) phenomenon. The use of nano-scaled metallic structures provides a new route to overcome the limitations described before, allowing to perform SPRi (see Section 3).

We describe here the design, implementation and characterization of a new SPR imaging biosensor based on LSPR with a novel efficient analysis method overcoming temporal light variations and noise. This approach considers two control regions in the sensible area of the nanostructured
biochip and one macro area where the sample will be injected. The entire system doesn't require the use of external PC for the elaboration and does not have moving parts or additional temperature control sensor. The goal of our research is to develop a palm-size low-cost instrumentation that allows relatively untrained user to perform rapid multiple simultaneous assays outside of specialized laboratory for a wide range of applications.

### III. Principles of Local Surface Plasmon Resonance and Imaging

Surface plasmons (SP) are longitudinal charge density waves along the interface between a metal and a dielectric [14]. When a P-polarized beam radiates the interface between the media at a specific resonant angle and the wave component parallel to the surface matches the wavevector evanescent component of the plasmonic mode, it can resonantly couple and excite the mode. The coupling to the plasmonic mode results in an energy loss and then in an intensity reduction of reflected light.

In a SPR biosensor, receptor molecules are chemically immobilized on the metal surface. Therefore, when the target substance diluted in a liquid sample reacts with the receptor, a change in the resonance conditions is observed. Analyte/receptor reaction produces a refractive index change close to the surface which can be related to analyte concentration [14]. Typically, SPR system maximum sensitivity is about \(10^{-7}\) RIU [15].

The rapid development of nanotechnologies, stimulated the study of the physical properties of metallic nanostructured, whose optical response can be exploited to improve surface plasmon resonance technique. Metallic nanostructures support charge density oscillations called Localized Surface Plasmons (LSPs). Metal conduction electrons can be excited through a light beam to a collective oscillation state with a specific resonant frequency that depends on the size, shape, composition, dielectric properties of the material and spatial distributions of nanoparticles [16, 17]. Haes and Van Duyne, in 2004, demonstrated that LSPR has a sensitivity which is approximately equivalent to traditional SPR techniques. As a consequence, SPR systems can be miniaturized without significant sensitiveness loss. The strongly dependence on the type of metal, shape and size of nanostructures, pushed researchers to identify the optimal design improving optical sensing.

In the last 10 years, significant results have been reached: basically, two possible approaches can be exploited. In the first, metallic nanoparticles are immobilized on a glass substrate, while in the second one a glass substrate is covered with a metal thin film in which a periodic array of nanoholes is carried out [18]. A significant difference between these structures was explored in 2009 by Parsons et al. who demonstrated that the optical response of nanoparticles is independent of interparticle separation, while the response in periodic subwavelength nanohole arrays is largely dependent on interhole separation [19]. In particular, experiments highlighted that the peaks of transmittance spectrum were correlated to the period between nanoholes and that the amount of transmitted light was greater than that predicted by the classical theory. This phenomenon is called Extraordinary Optical Transmission (EOT) effect [20].

The possibility of producing nanostructured plasmonic surfaces with versatile and simple techniques such as lithographic one, makes this approach more compatible with the SPR imaging method. An imaging SPR biosensor allows to detect multiple types of molecules simultaneously on a single chip. The binding interaction between the receptor substances attached to the metal surface and the molecules to be detected is monitored by a CCD or CMOS camera. The simplicity of the entire structure with no moving parts and the use of nanoholes array structure allows to overcome the difficulty to develop a multi-channel efficient biosensors for high-throughput analysis [18].

### IV. Instrument Design

According to the previously described state-of-the-art, our device combined the high performance of nanohole biochip with an embedded elaboration system to realize a new portable SPRi biosensor.

The developed prototype showed in figure 1 is composed by two main parts: a bio-sensing surface with optical set up and an electronic unit for images acquisition and data elaboration.

#### A. Bio-sensing device

In a typical EOT biosensor, a collimated light beam is focused on the sensing region and the reflected light is captured by a spectrometer. Many researches about EOT sensors performed by [21, 22, 23] demonstrated that their refractive resolution measured is similar to conventionally SPR system sensitivity (~\(10^{-6}\) RIU).
For our prototype we used a nanostructured biochip realized by [2] in 2011. Its sensitive surface is composed of an nanoholes array embedded in a gold film [2].

The chips were produced through a colloidal lithographic technique: a glass substrate was covered by plasma polymerized poly-acrylic acid via plasma enhanced chemical vapour deposition (PE-CVD) and a subsequent layer of polystyrene beads (PS) are deposited on the top of the ppAA. In order to form a grating structure of a regularly spaced pillars, the layers were exposed to oxygen plasma etching. A gold layer is deposited on the nanostructure by vapour deposition to fill-in the gaps between pillars. Then, the residual PS mask is removed using lift-off by an ultrasonic bath in ultra-pure water. The obtained biochip features periodic gold cavities with shapes that widen to their bottom. The opening width is in the range of 50-250 nm, the bottom of 100 to 450 nm with a cavity periodicity of 200 to 1000 nm [2].

A recent work performed by Giudicatti et al. shows that this particular asymmetric pillars geometry increased the electric field in the cavities where the analytes receptors are located, contributing to strengthen the EOT effect and increasing the sensitivity in the order of $10^{-5}$ RIU [2].

Furthermore, the reflectance measured from the glass side of the biochip is sensitive to the refractive index at the opposite side. This characteristic allows to measure the optical response without expensive optical apparatus and collimated light source [24].

We studied the biochip reflectance spectra to identify the correct signal region where the resonance occurs. The trend showed in figure 2 highlights that the sensible region is located between 700 and 850 nm. Accordingly to this study we chose a LED light source (Vishay TSHG8200 IR LED) with 830 nm wavelength peak.

The light beam passes through one cube beamsplitter (CM1-BS015 by Thorlabs Inc.) and an achromatic lens (AC127-025-b by Thorlabs Inc.) to ensure the proper uniform irradiation of the sample minimizing aberrations. Run-time, the sensor is orientated so as the light beam illuminates the cavities from the widest bottom side while the detector captures the reflected light as shown in fig. 1.

### B. Electronic unit

The electronic platform is composed by the image detector and the elaboration system. For capturing the reflected light of the biochip surface, we selected an APS CMOS. Since 1995, the increasing interest in CMOS image sensors was related to their design flexibility, reduced costs and low power consumption. The Active Pixel Sensor (APS) CMOS differs from the traditional passive CMOS for its robustness to noise due to the pixel amplification. Studies demonstrated that APS CMOS performance is comparable to their CCD equivalent [25]. We choose the MT9M00112STM (Aptina Corporation), a monochromatic 1024x1280 pixel APS CMOS with a quantum efficiency (QE) suitable for our purposes. A 10 bit onboard analog-to-digital converter (ADC) codifies each pixel directly to the elaboration unit responsible for image processing and controlling the sensor via I²C protocol.

In particular this unit acquires each image by the sensor, elaborates them, shows the analysis results on a LCD display and stores all the information on a MicroSD. This kind of approach requires a low power consumption and low costs flexible architecture for the portability and robustness of the instrument. For these reasons we selected the ARM9 family (AT91SAM9260 Atmel Corporation). The processor is mounted on the SAM9-L9260 development board developed by Olimex Ltd. The board features 64 MB SDRAM and 512 MB Nand Flash, an Ethernet 100 Mbit controller and a SD/MMC card connector directly linked to the processor.

### V. SOFTWARE PLATFORM

The primary tasks of the realized software platform are to ensure the communication between all the devices components, run the analyte detection algorithm and interact with the end user for the trials configurations and results visualization. These services must be managed by a specific software designed to optimize the performance but easily modifiable to add or change functionalities.

Since many years Linux has become an efficient solution to perform these tasks. It is a Unix-like, modular and multitasking operating system that supports a wide range of devices and configurations [26]. Furthermore, the open-source code availability allows software designers to modify the code according to their own needs improving costs and efficiency.

A typical Linux operative system scheme is a monolithic kernel where user applications run in the user space and operate on a virtual address to protect the internal memory.
The users program cannot directly access the system hardware but can request services to kernel by primitive system calls.

A specific bootloader at the starting time, initializes the hardware, defines the memory space map, enables the MMU (Memory Manage Unit) if present, and configures the processor for loading the operating system's kernel.

In our case, the onboard bootloader U-boot (http://www.denx.de/wiki/U-Boot/SourceCode with the Olimex board patches available on https://www.olimex.com/Products/ARM/Atmel/_resources/u-boot-olimex-patches-20090717.tgz) has been used to initialize the ARM9 processor.

### A. Linux-based Operating System

The basis of our prototype is a minimal operating system called SSW realized by A. Rubini in 2010 and release under GNU General Public License (GPL). It is a small Linux-based operating system derived from THOS (www.gnudd.com/wd/thos.pdf). It is conceived for several family processors that we modified and extended to include the biosensor configuration and management.

The SSW operating system uses ARM9 v5 architecture composed by the MMU initialization, exceptions handlers, a simple I/O model, the module interface, and the tasks scheduler.

The Memory Management Unit controls the memory access and translates virtual to physical addresses. In our operating system the 4 GB virtual memory is divided in 1 MB sections with no cache [27].

The ARM exceptions are implemented through a vector table with branch instructions to specific code that saves registers and performs the right operations. The seven types of exceptions supported drive the processor in specific privileged modes accessing to different registers, stack and handler.

The kernel modules are initialized through a suitable initcall routine. At the system boot, modules set up is performed according to a specific hierarchy. At first, the modules with no dependencies like the serial port and the interrupt controller. Then, the architecture modules like the memory controller and timers, the peripheral devices and lastly the tasks modules.

The interface to modules is defined by two suitable macros request() and provide().

The application programs that use modules can be activated periodically or not. A simple Round Robin scheme was implemented for the tasks scheduling. The tasks are kept in two doubly linked lists: one for the running ones and one for the idle ones. The initialization function prepares the first set up parameters (activation time, periodic execution or not, other parameters) and put the task in the idle list, from which it will be selected according to the Round Robin scheduling. This approach is a simple timeline-based scheduling where the system design chooses the activation time and period for each task. The scheduler temporization is implemented using timer interrupts. Specifically, a processor timer is programmed to generate an interrupt signal every 10 ms.

### B. Biosensor device drivers and application

We extended the previously described operative system with an hierarchical collection of modules and drivers that use the simple GPIO pins to peripherals management and an application program to allow the biosensor utilization. The AT91SAM9260 configuration drivers, the acquisition interface for the image sensor, the LCD display and SD/SDHC modules are implemented using the minimal hardware and configuration required. This approach assures the software reusability with different hardware or other Linux-based operating systems with the possibility to easily add or change functionalities.

The biosensor application program realized configure the initial parameters of the biosensor, sets the trials periodicity and the number of images acquired, invoke the modules needed and provide to the end users the analysis results.

The main part of the described software platform is the communication management between the board, the image sensor, the display and the external SD memory.

The image sensor device uses I²C protocol to read and write the internal sensor registers. These registers control various features like black level calibration, integration time for the pixels and readout modes of the sensor. The data output is controlled by three different signals: the pixel clock, the line valid and the frame valid.

The image data is read out sequentially. Each 10 bit pixel is ready on the falling edge of the pixel clock signal when both the line valid and frame valid are activated.

We developed specific modules for the images acquisition using the GPIO processor interface via a simple PWM signal. Each image is elaborated in about 4 seconds by the application software that makes available on LCD display the trial results and stores on SD memory in 14 seconds. A FAT16 partition is created on external memory during the application software boot to neatly memorize them on specific files.

### VI. ANALYTES DETECTION METHOD

The goal of the biosensor is to provide a robust detection of the presence and amount of the target analyte on a liquid sample. This required a fast and efficient identification algorithm. The conducted research about the raw pixels of the images has highlighted temporal fluctuations of the light intensity acquired from the sensor that significantly influences the analysis results. In particular, the main effect is an upward trend of the pixels grey level average observable in figure 3.

Experiments conducted with different black level calibration, integration times and LED sources, demonstrated that not homogeneous light diffusion and photons accumulation on the sensor during long time exposition are the major causes of this phenomenon.

The study also revealed a saturation level not time-predictable, but affecting each image region.
To overcome the instability we used the pixel average ratio between specific image areas. The approach is to normalize the grey level pixel average of the area where the antibodies are deposited, with the average of an external area of the same surface designed as control region where there is no active molecules. With this method when the antibody-analyte reaction takes place, the different light intensity measured is only influenced by the LSPR phenomenon without light aberrations. Figure 4 a) shows the pixel average ratio of three regions of the biochip surface without immobilized antibodies. Two areas (2 and 3) are used as control regions and in the third distilled water was injected after 10 images acquired. The normalization applied eliminates the previously described instability and the ratios values are perfectly constant before and after the water injection. It can be also seen the different average ratios measured are independent of each other since relative to biochip regions with different illumination. All the relevant information is included on the deviation before and after the water injection that corresponds to refractive index change due to LSPR phenomenon.

On this basis, we used the time derivative of average ratio as a suitable measurement of the refractive index variation on the biochip surface. Fig. 5 illustrates the average ratios and time derivatives of three areas, two control regions (area 1 and area 2) and a sample area (area 3). Distilled water was used as reference baseline, then (after 14 acquired images) a 5% glycerol solution was injected on the sample area. The figure shows the time derivative change due to the refractive index variation on the sample area. Peak position and ratio increase of course correspond perfectly. Such as in previous case (injection on area 1), we observed a change in the measured ratio according to refractive index variation of the biochip surface in contact with the sample. The developed algorithm measures the amplitude of the time derivative peak that is compared with a specific refractive index calibration curve in the internal memory of the processor. The obtained value is used to define the target analyte concentration in a sample.

VII. RESULTS AND DISCUSSION

A. Sensitivity of the biosensor

In order to evaluate the biosensor sensitivity to changes in refractive index of bulk solutions and define a preliminary calibration curve for the algorithm developed, we prepared glycerol solutions with different concentrations (0.2% - 5%). The biochip surface is subdivided in three rectangular areas (150x800 pixels), two taken as control regions and one selected region where the solutions were injected. Distilled water is flowed on selected region as stable baseline reference for a few number of images (5-10) and...
then the glycerol solution was introduced. The acquisition session relative to each concentration took 20 minutes. Fig. 6 shows the linear correlation between the peak amplitude of the time derivative of average gray level pixel ratio at the various glycerol concentrations.

![Graph showing trend of time derivative pixel average ratios vs. refractive index change.](image)

Each experiment was repeated three times to assure measurements repeatability and the pixel average values are filtered with a moving average filter to eliminate outliers during the acquisitions. The refractive index change was measured as the difference between the refractive index of distilled water and the solutions ones measured with an Abbe refractometer. The correlation coefficient ($R^2$) of standard $y$-intercept and the measured data was 0.9977. The variation of the response with respect to small changes in refractive index is caused by various factors as the detector noise and the LED fluctuations. The CMOS image sensor parameters as black level calibration and properties as the quantum efficiency at the wavelength used, may cause statistical fluctuations in the quantity of light captured. In the same way the electrical properties of the LED may affect the measurement.

Fig. 6 shows also a resolution limit for bulk refractive index respect to the baseline noise (measuring the standard deviation), equal to $\sim 10^{-5}$ RIU for a glycerol concentration of 0.2%, which corresponds to the theoretical detection limit of the biochip [24]. This value increases as the concentration to $10^{-6}$ RIU for a glycerol concentration of 4% that corresponds to $10^{-3}$ Refractive Index Change. This is sufficient in many fields and biodetection applications. Furthermore this novel method allows to exploit the entire biochip surface for achieving multiple analytes detection, by simply distributing different antibodies spots and control areas along the surface.

B. Future work

Future work will involve tests of biological samples with antibodies immobilized on the biochip surface. The goal is to monitoring the adsorption and evaluate the real sensitivity limit for small molecule analyte detection. Another important future step concerns the integration of the device with a microfluidic cell for the injection of the sample and the connection with a touch-screen monitor for display the signal response for the reaction kinetics observation.

VIII. CONCLUSIONS

The multiparametric SPRi biosensor described here provides efficient solution to the limit of the available SPR instrumentation, in terms of portability, power consumption, low-cost (about 1000$) and simplicity design. This device offers a real-time analytes detection useful for a large number of applications as medical diagnostic, monitoring of food allergens, toxins and pathogens detection in water and soils without the aid of specialized research laboratories.

A simple embedded system is used to elaborate images of a nanostructured biochip surface irradiated by a IR LED. Specific modules and device drives for Linux-based operating system have been developed to manage the biosensors components. In particular, the pixels captured by a CMOS sensor are sent to an ARM9 processor via its GPIO interface and elaborated with a novel detection method. This new approach uses the time derivative pixels average ratios to identify change of refractive index on the biochip surface. The analysis results are available on LCD display in about 14 seconds and all the information are stored in an external SD memory. The sensitivity for bulk refractive index changes is also measured to test the biosensor potential. The results for glycerol solutions at different concentrations indicate a best resolution of $10^{-5}$ RIU, suitable in several applications and fields. This detected biosensor response corresponds to the biochip theoretical response estimated by [24]. The device peculiar characteristics and the results achieved so far highlight a promising direction for a massive use for on-site analysis in thirdworld countries.
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ABSTRACT

In this paper we propose an inference based packet recovery technique which considers past scores indicating retransmission success of the peers. Past scores are calculated by considering several parameters such as requested packets availability and round trip time. The importance of packets to be retransmitted is also considered in the proposed model. In order to obtain comparable results, we also implement a different retransmission approach similar to the models proposed in the literature. The ns3 simulations show that retransmission model increases the Peak Signal to Noise Ratio (PSNR) value even under high peer churn and limited resource index. Furthermore, score-based approach provides a decrease in reset counts and the number of duplicate packets, when it is compared to different retransmission approaches.
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1. INTRODUCTION

Peer-to-peer (P2P) video streaming systems represent one of the applications having a huge effect on the network traffic and there are remarkable live streaming systems proposed in the literature for both wired and wireless networks. Although most of these applications fall into two main categories as push-based and pull-based, several hybrid systems bringing the advantages of these two approaches have reported their success [1, 2]. In pull-based systems the nodes in the system send and receive video data chunks from one or more nodes [1] whereas each node has one parent and one or more children node in push-based systems [3]. In hybrid push-pull-based streaming; video data are divided into substreams. Nodes in the system connect one or more parents to receive these substreams and play video by combining them. During streaming, buffer maps, indicating the received blocks of each substream periodically, are exchanged between partner nodes in order to detect congestion and determine the candidate parents in case of parent re-selection.

We implement a hybrid push-pull system having the main properties of CoolStreaming [1] as to be used as an underlying framework. Although such systems have remarkable success, the system performance may degrade if there are not enough special-aimed nodes such as Content Delivery Network (CDN) nodes or super peers in the system. In this case, stream can be supported via retransmission of important packets. One may discuss if parent selection algorithms proposed for pull-based systems can be implemented in the selection of node which will send retransmission packets. Nevertheless, retransmission or packet recovery has more limited time to receive the requested packets when compared to the required time to receive packets from parents during streaming. The reason is that the packets received from the parents are generally obtained before their playout time since they are kept in buffer for a while whereas buffering time for retransmitted packet is relatively small. Since requested packets must be received in a short time period, the selection of node sending retransmission packets should be realized considering more constrained time period.

In this work, we propose a new packet recovery technique based on retransmission. The contributions of this paper can be listed as follows: (i) We propose a pull-based retransmission model designing as to run combined with hybrid push-pull systems. It is shown that the performance of the hybrid system is significantly improved under high peer churn with the proposed model. (ii) The selection of the retransmission packets is based on the frame type and the selection is done in the sender side. (iii) Proposed model considers past behaviors of the peers, and the algorithm has low computational complexity and easy to implement.

The rest of the paper is organized as follows: In section 2, we give the summary of the related work. In section 3, we introduce the main contribution of this paper, namely score-based retransmission approach. The simulation results and conclusion are given in section 4 and 5, respectively.

2. RELATED WORK

Packet recovery techniques for missing packets can be classified into two categories, namely Forward Error Correction (FEC) and retransmission. FEC algorithms can
recover lost packets if the necessary number of packets is received. However, these techniques may not be useful in case of burst packet loss [4]. Furthermore, finding optimal FEC redundancy rate is a difficult problem due to the unestimated packet loss nature of P2P video streaming applications [5]. With the usage of retransmission techniques, there is no need to use redundant recovery packets introduced by FEC algorithms. Although there are well-known retransmission algorithms such as Automatic Repeat Request (ARQ) for classical server-client model [6], there are also some approaches proposed in the literature for retransmission in P2P video streaming systems [7, 8]. In [9], lost packets are obtained by retransmission at each hop from source to destination in the application overlay. This approach may cause retransmitted packets to reach lately to the destination nodes especially in leaf positions. A model in which parent nodes deciding retransmit some packets according to received NACK from children is proposed in [10]. Nevertheless, retransmission of missing packets from the same node, i.e. from the parent as proposed in [9, 10] has some disadvantages in case of parents do not have missing packets. In this case, requesting retransmission from a node other than the parent node provides higher continuity index [5, 11]. In [11], while selection of the node to request lost packets, the availability of the requested packets is not considered since this information is not available to the nodes in hybrid push/pull system. However, in pull based P2P video streaming systems, nodes have the information about the chunk availability and the selection of nodes to request lost packets can be done by taking into account this information [5]. On the other hand, when considering the high success of pull-based P2P video streaming systems, requesting missing packets from a set of nodes may improve the performance of the system. In [12], authors proposed a model for selecting this set of nodes. This selection is done by considering two criteria, the distance in terms of Round Trip Time (RTT) between requester node and the node retransmitting packets, and the position of the node retransmitting packets in the multicast tree.

This paper presents a work based on recovery of missing packets via pull-based retransmission. We prefer to use the term “retransmission parent” for the node which sends retransmission packets. Our study differs from the literature in several dimensions. First, we select more than one retransmission parents by considering the packets that they have. Second, after retransmission parent selection, we implement packet selection and give more priority to the retransmission of packets carrying I frames. Furthermore, we also propose a new algorithm to select candidate retransmission parents by considering their past behaviors, which provides increase in Quality of Experience (QoE) in terms of reset counts and decrease in message complexity.

In order to evaluate the performance of the proposed algorithm and to give the comparable results, we also implement a different retransmission approach similar to related studies proposed in the literature. The obtained results show that the performance of the proposed method exceeds the performance of the state-of-the-art solutions in terms of continuity index and total number of reset counts, as will be discussed in the following sections of this paper.

3. SCORE-BASED RETRANSMISSION

We used substream based, i.e. hybrid push-pull-based P2P live video streaming system as an underlying framework since it is reported that users can obtain higher continuity index than that of users in pure pull systems [1]. As mentioned before, each node in the system connects one or more parents to receive substreams in hybrid push-pull-based streaming. After joining the P2P system, the nodes obtain the list of online nodes in the system by communicating with the tracker server and construct partnership table by selecting a subset of these nodes. Parents of the nodes are selected from partnership table and parent selection is done according to the buffer maps of the partners, in other words, candidate parents. Each buffer map indicates the latest received packet of the related substream, thus if the video data are partitioned into the k substreams, buffer maps are the k-dimensional vectors. Buffer maps are periodically exchanged between partner nodes in order to watch the buffer condition of the partners. We embed additional data such as playout index, i.e. the current position of the video and the buffer indicating lost and existing packets between playout index and latest received packet into these messages.

In order to recover lost packets, a node must obtain them before their playout time. After streaming started, each node tries to recover lost packets by requesting them from their partners. An example scenario showing the buffer of a peer and the packets received from the substream parents and retransmission parent is given in Fig. 1. According to the figure, the peer is subscribed four parents to obtain four substreams. The packets numbered with 55 and 60 are not received from the parents hence these can be received from the retransmission parent. Note that 52nd packet is not received and will not be requested from the retransmission parent since the playout time is passed for this packet. In packet recovery process two selections are made: selection of which partner(s) to request retransmission and selection of which packet(s) to request.
For retransmission parent selection, we propose a new approach based on previous scores of partners. A partner score is determined as the success ratio of received requested packets. Parent selection algorithm for determining candidate partners to request lost packets is given in Fig. 2.

\[
S_{\text{requested packets}}: \text{the set of packets which will be retransmitted}
\]

\[
\begin{align*}
\text{for each substream } k & \\
\text{for each node } p_i \text{ in partnership table} & \\
& \quad \text{fullness}_{p_i} = \frac{\text{number of requested packets}}{\text{number of requested packets existing in } p_i' \text{'s buffer}}; \\
\text{end for} \\
& \text{normalize fullness and RTT for all } p_i; \\
\text{for each node } p_i \text{ in partnership table} & \\
& \quad \text{expected_score}_{p_i} = \alpha \cdot \text{fullness}_{p_i} + (1-\alpha)(1/\text{RTT}_{p_i}); \\
& \quad \text{expected_score}_{p_i} = \beta \cdot \text{expected_score}_{p_i} + (1-\beta)(\text{previous_score}_{p_i}); \\
\text{end for} \\
& // \text{rank all } p_i \text{ according to their expected scores} \\
& \text{construct } \gamma(p); // \text{ranked list} \\
\text{while } |S_{\text{requested packets}}| > 0 & \\
& \quad p_{\text{first}} = \text{first partner in } \gamma(p); \\
& \quad S_p = \text{the set of existing packets within requested packets in } p_{\text{first}}' \text{'s buffer}; \\
& \quad \text{add packets in } S_p \text{ to the list representing requests from } p_{\text{first}}; \\
& \quad S_{\text{requested packets}} = S_{\text{requested packets}} - S_p; \\
& \quad \text{calculate expected scores for new set of request packets and construct } \gamma(p); \\
\text{end while} \\
\text{end for}
\]

Fig. 2. Selection algorithm for retransmission parent.

Selection algorithm for retransmission parent starts with assigning fullness ratio of each partner in the partnership table. This value is calculated by examining the buffer map messages received from partners. In the next for loop, expected score for all candidate retransmission parents are calculated by considering three parameters, the fullness, the RTT value and previous expected score of the partners. Note that RTT is an important parameter to consider since requested packets need to be received before playout deadline. In the second step of the calculation of expected score, past scores of the partners is evaluated since even if a partner has high fullness and low RTT value, it may have limited available upload bandwidth or it may not be a stable node. For partners whose previous score is not calculated yet, this value is given as 0.5. After expected scores of each partner are calculated, the ranked list according to these values, \( \gamma(p) \), is constructed. Requested packets which also exist at the first partner in the ranked list are put in a list representing the requested packets from the first partner in \( \gamma(p) \). After the set of requested packets is reconstructed again, the expected scores are recalculated by considering new set of requested packets and \( \gamma(p) \) is re-ranked. This process continues until retransmission parents are selected for all requested packets or remaining requested packets does not exist in the buffer of any partner.

Since the size of the partnership table is limited and quite small when compared with the size of the system, the space and the computational complexity of the algorithm given in Fig. 2 are negligible.

After request messages are sent, requester node waits for a period to receive the packets and to evaluate the performance of the retransmission parent for this session. This period is completed if the video playout index reaches to the playout time of the requested frame. In each buffer map exchange, retransmission parent selection is done again for the previously requested and not received packets. But, requester nodes may select the same retransmission parent with high probability since previously selected parent is not evaluated yet and still have the highest score. There are three
reasons for this choice of evaluation period, in order to evaluate the performance of the retransmission parent fairly, to decrease the number of request messages and to prevent the number of duplicate packets. With the completion of this period, the success ratio $S_R$ is calculated by dividing the number of received packets to the number of requested packets and previous score of the partners is updated by the smoothing function given in (1).

\[
\text{previous_score} = \lambda S_R + (1-\lambda)\text{previous_score} \tag{1}
\]

Since the loss of I or P frames causes more distortion on display, sender node gives more priority to the packets containing I and P frames. In order to make nodes to detect which packet carries a part of an I or P frame, video server marks the packets according to its type and each node matches the received packet to its frame type.

4. SIMULATION

The simulations are implemented on ns3 [13] with the networks consisting of 50, 100, 150, 200 and 300 nodes. All the topologies used in simulations are generated randomly with BRITE topology generator [14] and Barabasi model [15]. Simulations are repeated several times in order to obtain averaged performance results.

There are one video server and one tracker server in the system. The video server has an upload capacity that provides the server to handle 20 percent of all peers in the system. Besides, we do not employ any CDN or super peer to support the video data dissemination. However 10 percent of the peers are selected as robust nodes which have higher bandwidth and tend to stay longer in the system. The tracker server is assigned to serve as the entry point of the streaming system. All newly joined peers connect to the tracker server first to request a random list of online peers to establish their initial connections.

In our simulations we use Foreman video sequence having QCIF resolution. The video is looped several times as to be used in 30 minutes length of simulations and encoded at 300 Kbps. We use frame copy as an error concealment method for missing frames. The original stream is divided into 4 sub-streams in each simulation in order to increase the potential suppliers of video. An exponential distribution which has an expected value of 1000 seconds for online and 400 seconds for offline periods is used to generate on/off intervals. Furthermore, we employ 10 percent of the nodes as free riders. The cumulative upload bandwidth distribution of all peers is given in Table I. We choose to send all messages including control and video over TCP in order to be able to connect all users even located behind a firewall. Retransmission requests are embedded to buffer map exchange messages, hence requests messages do not cause an extra load.

<table>
<thead>
<tr>
<th>Percentage</th>
<th>Upload Bandwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>&lt;50 Kbps</td>
</tr>
<tr>
<td>50%</td>
<td>&lt;300 Kbps</td>
</tr>
<tr>
<td>90%</td>
<td>&lt;1000 Kbps</td>
</tr>
<tr>
<td>100%</td>
<td>&lt;3000 Kbps</td>
</tr>
</tbody>
</table>

In order to compare the performance of the proposed approach with the performance of other studies proposed in the literature, a different approach is also implemented for retransmission of missing packets. As proposed in [5], the selection of the retransmission parent is done randomly among the partners having requested packets and among the partners located close to the server, i.e. the position in the tree [12]. In this approach, if the node cannot receive the requested packets, it concludes that the current retransmission parent has not sufficient upload capacity and requests these packets from another node at the next buffer map exchange period. For this reason, we prefer to use the term “greedy-based” for this approach. In the simulations, buffer map messages are exchanged in every 2 seconds, hence if the requester node cannot receive retransmission packets within 2 seconds; it repeats the requests whereas in score-based retransmission, the nodes do not re-send request messages with high probability. Both greedy and score-based approaches give priority to the packets carrying I and P frames for fair comparison.

We measure PSNR, continuity index and total reset count as the video quality metrics. If a node consumes all data in its buffer, stops to receive video packets and cannot find suitable parent to connect, it resets itself, in other words, leaves the system and then joins immediately. The reset procedure causes the duration of the video playout for a while. As we observe, the time of this duration can change from 15 seconds to 20 seconds. The change on the average PSNR and the total reset count metrics are presented in Fig. 3 and Fig. 4 with respect to the change in network size. The PSNR of packet recovery techniques is higher than sole hybrid push-pull as expected. Although the greedy pull technique is slightly better than the score-based pull technique in terms of PSNR values, this difference is not easily observable at the end-user. In Fig. 4, an example frame received in hybrid push-pull, greedy-based and score-based approaches is given. As it can be seen from the figure, the distortion in the frame is similar in greedy and score-based approaches even the difference of the PSNR values of both approaches bigger than the difference of the averaged PSNR values given in Fig. 3.

The greedy pull technique has a higher control overhead and higher reset counts which can be seen in Fig. 5. The total reset counts are calculated by summing the number of resets of each node in the system. As it can be seen from the figure, the total reset count of proposed score-based pull packet recovery technique are always lower than sole hybrid...
push-pull and greedy pull packet recovery techniques except for 50 peers. Furthermore, resets of the system implementing score-based retransmission stay almost identical in network size of more than 100 nodes. The greedy pull packet recovery technique causes receiving the most part of the packets via retransmission. Since stream parents have not sufficient residual upload bandwidth due to the over-requested packets, hence this technique has the highest total reset count.

In order to observe the inference performance of the score-based retransmission with respect to time, we measure two parameters, the ratio of the requested retransmission packets to the received retransmission packets and the change of continuity index, in Fig. 6 and Fig. 7, respectively. Since the greedy pull technique sends more request messages than the score-based pull, the score-based pull has higher reception ratio than the greedy pull technique on requested packets.

The graph given in Fig. 6 shows that the selection of retransmission parents is more successful in the score-based approach when compared to the greedy-based approach. This achievement provides the increase in continuity index by time as it can be seen in Fig. 7. In this figure, the graph shows that the inference process of large size of networks may be longer than that of small size of networks. Thus, it is expected that an increase in PSNR values for especially large size of networks such as network containing 300 nodes by time. Note that the most difference in PSNR values is observed between the greedy pull and the score-based pull for the network size of 300 nodes. This difference can be closed if the simulation lasts longer or if the nodes stay longer in the system. In Fig. 7, the observed change in continuity index for greedy-based retransmission shows a random pattern since it does not use any inference mechanism.

Finally, we give the comparative duplicate packet ratio values for greedy and score-based retransmission technique in order to indicate message complexity overhead in Fig. 8. The ratio is calculated by dividing the number of received packets to the number of requested packets. The graph shows that 50% of retransmitted packets are duplicate packets in the greedy-based approach.

Fig. 3. Average PSNR

Fig. 4. Example frames from the videos obtained in different P2P systems.

Fig. 5. Total Reset Count

Fig. 6. Total Reset Count
5. CONCLUSION

In this paper, we have introduced a new packet recovery technique based on retransmission for hybrid push-pull P2P live video streaming system. For selection of retransmission parent, an inference based approach has been discussed. The proposed retransmission strategies provides an increase in QoE parameters in terms of PSNR, total reset count and continuity index. Furthermore, the score-based retransmission approach achieves PSNR values similar to the greedy-based retransmission approach while the number of duplicate packets is relatively small. It is shown that the performance of the score-based approach increases by time. With the help of node clustering, it is also possible to improve the effectiveness of the proposed inference-based approach in P2P systems consisting high number of nodes.

We plan to implement the proposed score-based retransmission approach for the live P2P video streaming systems using different type of video codecs as our future direction. In this case, for example, some additional parameters such as packet priority or layer information may be considered during the selection process of the retransmission parent for scalable video codec.
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Abstract—The inexact Newton method is commonly known from its ability to solve large-scale systems of nonlinear equations. In the paper the classical inexact Newton method is presented as a tool for solving differential-algebraic equations (dae) in fully-implicit form \( F(y, y, t) = 0 \). The appropriate statement of dae using the backward Euler method makes the possibility to see the differential-algebraic system as a large-scale system of nonlinear equations. Because a choice of the forcing terms in the inexact Newton method significantly affects the convergence of the algorithm, in the paper new variants of the inexact Newton method were presented and tested. The simulations were executed in Matlab environment using Wrocław Centre for Networking and Supercomputing.

Index Terms—differential-algebraic equations, systems of nonlinear equations, inexact Newton method.

I. INTRODUCTION

Differential-algebraic equations (dae) play a key role in control science and engineering [16], [17]. Describing the system with equations that incorporate dynamics and conservation laws, creates new opportunities for the development of numerical methods and has a direct application in the industry [2], [3]. Design and control of chemical reactors and motor vehicle requires precise knowledge of the links between the system and the signals flowing from the environment, as well as between the internal elements of the system. Needs arising from the control of the large complex installations always outweigh the modern computing capabilities, and are becoming a cause for the progress of both the hardware as well as the algorithms and the numerical methods.

The question raised in the article refers to the situation when the considered system is described by differential-algebraic equations in a general way possible. This approach has a chance to wide and common use in industry. The presented method is part of a widely used approach, which reduces infinite dimensional task to the large-scale finite-dimensional problem.

The paper is constructed as follows. In the next section the backward differential formula (bdf) is presented as the tool for solving dae systems. New aspects of the inexact Newton method were presented in 3rd and 4th sections. The presented algorithms were tested on the kinetic batch reactor model. The results were presented in 5th section.

II. THE BACKWARD EULER METHOD

The codes for solving dae in the fully-implicit form are based on a technique which was introduced by Gear [12]. The backward differential formula is the first general technique for the numerical solution of dae and have emerged as the most popular. The idea of this technique is that the derivative \( \frac{dy(t)}{dt} \) can be approximated by a linear combination of the solution \( y(t) \) at the current mesh point and at several previous mesh points [14].

Bdf was initially defined for the systems of differential equations coupled to algebraic equations. This method was soon extended to apply to any fully-implicit system of differential-algebraic equations

\[
G\left(\frac{dy(t)}{dt}, y(t), z(t), t\right) = 0. \tag{1}
\]

The simplest method for solving differential-algebraic systems is the first order bdf, or the backward Euler method, which consists of replacing the derivative in (1) by a backward difference

\[
F\left(\frac{y_n - y_{n-1}}{h}, y_n, z_n, t_n\right) = 0. \tag{2}
\]

where \( h = t_n - t_{n-1} \).

The resulting system of nonlinear equations for \( y_n \) at each step is then usually solved by the Newton method [4]. In this way, the solution is advanced from time \( t_n \) to time \( t_{n+1} \). It is assumed, that \( y(t_0) \) is known. Assume too, that \( t \) (time) is the independent variable. In practical applications in chemical engineering, as the independent variable is used usually the length of the reactor. If the time interval, in which the system has to be considered, is known, it can be scaled to the interval \([0,1] \).

III. THE INEXACT NEWTON METHOD

The methodology presented in the previous paragraph leads to the following equation

\[
F(x) = 0. \tag{3}
\]

This equation is very general and is often found in scientific and engineering computing areas. We assume that the function \( F \) is considered, where \( F: \mathbb{R}^n \rightarrow \mathbb{R}^n \) is a nonlinear mapping with the following properties.
There exists an $x^* \in \mathbb{R}$ with $F(x^*) = 0$.
(2) $F$ is continuously differentiable in a neighborhood of $x^*$.
(3) $F'(x^*)$ is nonsingular.

There are a lot of methods for solving this nonlinear equation. One of the most popular and important is the Newton method. The Newton’s method is attractive because it converges rapidly (quadratically) from any sufficiently good initial point. Its computational cost can be expensive, particularly, when the size of the problem is very large, because in each iteration step the Newton equations

$$F(x_k) + F'(x_k)s_k = 0$$

should be solved. Here $x_k$ denotes the current iterate, and $F'(x_k)$ is the Jacobian matrix of $F(x)$ at point $x_k$. The solution $s_k$ of the Newton equation is the Newton step. Once the Newton step is obtained, the next iterate is given by

$$x_{k+1} = x_k + s_k.$$

In 1982 Dembo, Eisenstat and Steihaug proposed the inexact Newton method, which is a generalization of the Newton method [8]. The inexact Newton method is any method which, given an initial guess $x_0$, generates a sequence $x_k$ of approximations to $x^*$ as in Algorithm 1.

**ALGORITHM 1.** The inexact Newton method

1. Given $x_0 \in \mathbb{R}^n$
2. For $k = 0, 1, 2, \ldots$ until $x_k$ convergence
   1. Choose some $\eta_k \in [0, 1)$
   2. Inexactly solve the Newton equations and obtain a step $s_k$, such that $\|F(x_k) + F'(x_k)s_k\| \leq \eta_k \|F(x_k)\|$, \hspace{1cm} (*)
   3. Let $x_{k+1} = x_k + s_k$.

In the Algorithm 1, $\eta_k$ is the forcing term in the $k$-th iteration, $s_k$ is the inexact Newton step and (*) is the inexact Newton condition.

In each iteration step of the inexact Newton method a real number $\eta_k \in [0, 1)$ should be chosen. Then the inexact Newton step $s_k$ is obtained by solving the Newton equation approximately with an iteration solver for systems of nonlinear equations. Since $F(x_k) + F'(x_k)s_k$ is both residual of the Newton equations and the local linear model of $F(x)$ at $x_k$, the inexact Newton condition (*) reflects both the reduction in the norm of the local linear model and certain accuracy in solving the Newton equations. Thus the role of forcing terms is control the degree of accuracy of solving the Newton equations. In particular, if $\eta_k = 0$ for all $k$, then the inexact Newton method is reduced into the Newton method.

The inexact Newton method, like the Newton method, is locally convergent.

**Theorem 1 ([8]):** Assume that $F : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is continuously differentiable, $x^* \in \mathbb{R}^n$ such that $F'(x^*)$ is nonsingular. Let $0 < \eta_{\text{max}} < \beta < 1$ be the given constants. If the forcing terms $\eta_k$ in the inexact Newton method satisfy $\eta_k \leq \eta_{\text{max}} < \beta < 1$ for all $k$, then there exists $\varepsilon > 0$, such that for any $x_0 \in N_\varepsilon(x^*) \equiv \{ x : \| x - x^* \| < \varepsilon \}$, the sequence $\{x_k\}$ generated by the inexact Newton method converges to $x^*$, and

$$\|x_{k+1} - x^*\| \leq \beta \|x_k - x^*\|,$$
(3) Choice of H.-B. An et al. [1]. Assume, that $x_k$ is the current iterate and $s_k$ is the step from $x_k$. The actual reduction $Arem_k(s_k)$ and predicted reduction $Pred_k(s_k)$ of $F(x)$ at $x_k$ with step $s_k$ are defined as follows

$$Arem_k(s_k) = \|F(x_k)\| - \|F(x_k + s_k)\|,$$  \hspace{1cm} (13)

$$Pred_k(s_k) = \|F(x_k)\| - \|F(x_k) + F'(x_k)s_k\|.$$  \hspace{1cm} (14)

Furthermore, let

$$r_k = \frac{Arem_k(s_k)}{Pred_k(s_k)}.$$  \hspace{1cm} (15)

In this approach, $r_k$ is used to adjust the forcing term $\eta_k$. Considering the value of $r_k$, one can distinguish four situation, which can have a place in computations.

(a) If $r_k \approx 1$, the the local linear model and nonlinear model will agree well on their scale and $\|F(x)\|$ usually will be reduced.

(b) If $r_k$ nears 0, but $r_k > 0$, then the local linear model and nonlinear model disagree and $\|F(x)\|$ can be reduced very little.

(c) If $r_k < 0$, then the local linear model and nonlinear model disagree and $\|F(x)\|$ will be enlarged.

(d) If $r_k \gg 1$, then the local linear model and nonlinear model also disagree, but $\|F(x)\|$ will be reduced greatly.

The acceptable situations are, when $r_k \approx 1$ or $r_k \approx 1$, because in this cases the local linear model and nonlinear model agree well or at least leads to a great reduction point.

According to the property of $r_k$, one can choose forcing terms as follows:

$$\eta_k = \begin{cases} 
1 - 2p_1, & r_{k-1} < p_1, \\
1, & p_1 \leq r_{k-1} < p_2, \\
0.8p_{k-1}, & p_2 \leq r_{k-1} < p_3, \\
0.5p_{k-1}, & r_{k-1} \geq p_3,
\end{cases}$$  \hspace{1cm} (16)

where $0 < p_1 < p_2 < p_3 < 1$ are prescribed at first and $p_1 \in (0, \frac{1}{2})$. Assume, that $\eta_0$ is given.

The choice of forcing terms proposed in [1] is to determine $\eta_k$ by the magnitude of $r_{k-1}$.

It is worth to note, that the current forcing term $\eta_k$ is determined by the previous value $r_{k-1}$ and $\eta_k$ determines the value $r_k$ through solving the Newton equations approximately.

V. NUMERICAL RESULTS

As an example the kinetic batch reactor was choose. This example is known from the literature [2], [6], [7] The concentrations are modeled by the system of differential and algebraic equations. The desired product $AB$ is formed in the reaction

$$HA + 2BM \rightarrow AM + MBMH.$$  \hspace{1cm} (17)

For the formulation given here the differential and algebraic variables are denoted by $y_j$ and $z_j$ respectively (Table 1).

The kinetic model is stated in terms of six differential mass balance equations

$$\dot{y}_1 = -k_2y_2(t)z_6(t),$$  \hspace{1cm} (18)

For the sake of simplicity $k_1, k_2, k_3, k_4, k_5$ and $k_6$ are assumed to be equal.

\begin{table}[h]
\begin{center}
\begin{tabular}{|c|c|}
\hline
$y_j$ & \text{Differential State} \\
\hline
$y_1$ & $[HA] + [A^-]$ \\
$y_2$ & $[BM]$ \\
$y_3$ & $[HABM] + [ABM^-]$ \\
$y_4$ & $[AB]$ \\
$y_5$ & $[MBMH] + [MB^-]$ \\
$y_6$ & $[M^-]$ \\
$z_1$ & Algebraic State \\
$z_2$ & Algebraic State \\
$z_3$ & Algebraic State \\
$z_4$ & Algebraic State \\
$z_5$ & Algebraic State \\
$z_6$ & Algebraic State \\
\hline
\end{tabular}
\end{center}
\end{table}

\begin{align}
\dot{y}_2 &= -k_1y_2(t)y_6(t) + k_{-1}z_{10}(t) - k_2y_2(t)z_8(t), \\
\dot{y}_3 &= k_2y_2(t)z_6(t) + k_3y_3(t)y_6(t) - k_{-3}z_9(t), \\
\dot{y}_4 &= -k_3y_3(t)y_6(t) + k_{-3}z_9(t), \\
\dot{y}_5 &= k_1y_2(t)y_6(t) + k_{-1}z_{10}(t), \\
\dot{y}_6 &= -k_3y_3(t)y_6(t) - k_3y_3(t)y_6(t) + k_{-3}z_{10}(t) + k_{-3}z_9(t), \\
\end{align}  \hspace{1cm} (19)

an electroneutrality condition

$$z_7(t) = -0.0131 + y_6(t) + z_9(t) + z_{10}(t)$$  \hspace{1cm} (20)

and three equilibrium conditions

$$z_8(t) = \frac{K_2y_1(t)}{K_2 + z_7(t)},$$  \hspace{1cm} (21)

$$z_9(t) = \frac{K_3y_3(t)}{K_3 + z_7(t)},$$  \hspace{1cm} (22)

$$z_{10}(t) = \frac{K_1y_2(t)}{K_1 + z_7(t)},$$  \hspace{1cm} (23)

with initial conditions $y_1(0) = 1.5776$, $y_2(0) = 8.32$, $y_3(0) = 0.0$, $j = 3$, $4$, $5$, $y_6(0) = 0.0131$, $z_7(0) = 0.5(-K_2 + \sqrt{K_2^2 + 4K_2y_1(0)})$, $z_8(0) = z_9(0) = 0.0$, $j = 9$, $10$.

The following values of rate and equilibrium constants were used $k_1 = 21.893(\text{hr}^{-1} \cdot \text{g mole}^{-1})$, $k_{-1} = 2.14E09(\text{hr}^{-1})$, $k_2 = 32.318(\text{hr}^{-1} \cdot \text{g mole}^{-1})$, $k_3 = 21.893(\text{hr}^{-1} \cdot \text{g mole}^{-1})$, $k_{-3} = 1.07E09(\text{hr}^{-1})$, $K_1 = 7.65E - 18(\text{g mole} \cdot \text{g mole}^{-1})$, $K_2 = 4.03E - 11(\text{g mole} \cdot \text{g mole}^{-1})$, $K_3 = 5.32E - 18(\text{g mole} \cdot \text{g mole}^{-1})$.

The equations were considered in the time domain $t \in [0, 2.5]$. Then the equations were discretized into equidistant points with distnace 0.025. It resulted in 600 differential and 400 algebraic state variables. Then, 1000 equality constraints from the backward Euler method were imposed. The Jacobian matrix was obtained analytically and stored as the $1000 \times 1000$ sparse matrix.

This large-scale system of the linear equations was solved using GMRES algorithm [15]. The inexact Newton backtracking method [10] was used with four presented approaches for adjusting the forcing terms.

The results in Table 2 indicate, that the considered problem is difficult to solve. Iterations quickly converge to the locally optimal solution. The parameter $r_k$ gives an answer, what
TABLE II
RESULTS FOR CHOICE OF H.-B. AN ET AL. [1].

<table>
<thead>
<tr>
<th>iter</th>
<th>(\eta_1)</th>
<th>(|F(x_k)|)</th>
<th>(r_k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.4375</td>
<td>5.8635e3</td>
<td>1.4670</td>
</tr>
<tr>
<td>2</td>
<td>0.4297</td>
<td>4.0018e3</td>
<td>1.7745</td>
</tr>
<tr>
<td>3</td>
<td>0.4287</td>
<td>2.7828e3</td>
<td>2.1213</td>
</tr>
<tr>
<td>4</td>
<td>0.4286</td>
<td>2.0803e3</td>
<td>3.4620</td>
</tr>
<tr>
<td>5</td>
<td>0.4286</td>
<td>1.4885e3</td>
<td>2.2699</td>
</tr>
<tr>
<td>6</td>
<td>0.4286</td>
<td>1.2529e3</td>
<td>1.5051</td>
</tr>
<tr>
<td>7</td>
<td>0.5000</td>
<td>1.1420e3</td>
<td>5.3385e-4</td>
</tr>
<tr>
<td>8</td>
<td>0.5000</td>
<td>1.1420e3</td>
<td>NaN</td>
</tr>
<tr>
<td>9</td>
<td>0.5000</td>
<td>1.1420e3</td>
<td>NaN</td>
</tr>
<tr>
<td>10</td>
<td>0.5000</td>
<td>1.1420e3</td>
<td>NaN</td>
</tr>
</tbody>
</table>

TABLE III
RESULTS FOR OTHER SEQUENCES OF FORCING TERMS.

<table>
<thead>
<tr>
<th>iter</th>
<th>(\eta_1)</th>
<th>(|F(x_k)|)</th>
<th>(r_0)</th>
<th>(|F(x_0)|)</th>
<th>(r_0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.3333</td>
<td>5.8635e3</td>
<td>0.5000</td>
<td>0.5000</td>
<td>5.8635e3</td>
</tr>
<tr>
<td>2</td>
<td>0.2500</td>
<td>4.0018e3</td>
<td>0.8057</td>
<td>0.4677</td>
<td>4.0018e3</td>
</tr>
<tr>
<td>3</td>
<td>0.2000</td>
<td>2.7828e3</td>
<td>0.9226</td>
<td>0.4655</td>
<td>2.7828e3</td>
</tr>
<tr>
<td>4</td>
<td>0.1667</td>
<td>2.0803e3</td>
<td>0.9698</td>
<td>0.4654</td>
<td>2.0803e3</td>
</tr>
<tr>
<td>5</td>
<td>0.1429</td>
<td>1.4885e3</td>
<td>0.9874</td>
<td>0.4654</td>
<td>1.4885e3</td>
</tr>
<tr>
<td>6</td>
<td>0.1250</td>
<td>1.2529e3</td>
<td>0.9949</td>
<td>0.4654</td>
<td>1.2529e3</td>
</tr>
<tr>
<td>7</td>
<td>0.1111</td>
<td>1.2143e3</td>
<td>0.9979</td>
<td>0.4773</td>
<td>1.1420e3</td>
</tr>
<tr>
<td>8</td>
<td>0.1000</td>
<td>1.1966e3</td>
<td>1.0000</td>
<td>0.5000</td>
<td>1.1420e3</td>
</tr>
<tr>
<td>9</td>
<td>0.0909</td>
<td>1.1927e3</td>
<td>1.0000</td>
<td>0.5000</td>
<td>1.1420e3</td>
</tr>
<tr>
<td>10</td>
<td>0.0833</td>
<td>1.1966e3</td>
<td>1.0000</td>
<td>0.5000</td>
<td>1.1420e3</td>
</tr>
</tbody>
</table>

is the relation between linear model and the whole system. The linear model agrees with the nonlinear model only at the beginning of the solution process. It is worth to note, that only the approach presented in [1] idicates, that after 7 iterations some difficulties can occur.

The simulations were executed with the parameters: \(\gamma = 0.5\), \(\omega = 1.5\) for proposition 2b and \(p_1 = 0.25\), \(p_2 = 0.6\), \(p_3 = 0.8\) for the choice proposed in [1].

There are results for forcing terms adjusted in other manners in Table 3. The forcing terms adjusted as presented in [9] were decreased monotonically, but there is no information about agreement between \(F(x)\) and its local linear model.

The forcing terms, adjusted as presented in [11], did not decrease monotonically to 0. Its main drawback is, that either the agreement between \(F(x)\) and its local linear model at the previous step or the reduction rate of \(\|F(x)\|\) are reflected in adapation of forcing terms.

The simulations were executed in Matlab environment using Wroclaw Centre for Networking and Supercomputing.

As one can see, the results presented in the Table 2 and 3 are not the optimal solutions. If the initial guess for the inexact Newton method is close enough to the desired solution, then the convergence is very fast provided that the forcing terms are sufficiently small. But a good initial guess is generally very difficult to obtain, especially for nonlinear equations that have unbalanced nonlinearities. Then the step length is often determined by the components with the strongest nonlinearities [5]. The nonlinearities are "unbalanced" when the step length is determined by a subset of the overall degrees of freedom.

VI. CONCLUSION

In the paper the new aspects of the inexact Newton method for solving differential-algebraic equations were presented, then the dae systems in the fully implicit form were considered. The methods for the choice of forcing terms for the inexact Newton method were presented and tested on the difficult and highly nonlinear kinetic batch reactor.

The authors would like to indicate, that the choice of forcing terms, which reflects both the agreement between \(F(x)\) and its local linear model and the reduction rate of \(\|F(x)\|\) are especially useful for solving the large scale differential-algebraic equations. As the next step, the new preconditioned Jacobian-free optimization algorithm, which could solve the large-scale optimization tasks, will be studied and adjusted for new challenges in solving the optimal control problems [13].
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Abstract—The quality measures for bipolar linguistic summaries of data, as proposed in our previous work [1], are further developed. The summaries introduced in [2] are assumed to be an extension of the “classical” linguistic summarization (cf. [3],[4]), a human-consistent data mining technique revealing complex patterns present in data. This extension consists in using the “and possibly” to build a summary and introducing the notion of context to determine the validity of the summary. We present a more detailed description of summaries quality measures/criteria and reports results of more extensive computational experiments.

I. INTRODUCTION

The aim of data mining is to discover patterns in data in a form interesting and clear to the end user. A promising way to achieve this is to use (quasi) natural language. This has been a motivation for the linguistic data summaries introduced by Yager [3] and further developed by him [5] and other contributors, notably Kačprzyk and Zadrożyń [6],[7].

Recently, an important role of bipolarity of user preferences, in particular in fuzzy linguistic querying [8], is noticed. Its essence is in considering both positive and negative evaluations of objects in question which are not necessarily complements of each other. An important and most interesting line of research focuses on the treatment of negative evaluations as obligatory while the positive evaluations as somehow secondary. This results in the introduction and study of the “and possibly” logical connective [9]. Moreover, the concept of bipolar queries involving such a connective has been proposed [10] to better model user preferences as exemplified by the query “Find a house, cheap and possibly located close to a station”.

In our previous papers [1],[2] we began to study if relation between fuzzy linguistic queries and linguistic data summaries may be adopted for bipolar queries. The results were positive and led us to the concept of bipolar linguistic summaries of data. In this paper we focus on two quality criteria of such new type of linguistic summaries, introduced in [1] and referring to the notion of the context of a summary.

The structure of the paper is as follows. In Section II we briefly remind the basics of the fuzzy linguistic queries and “classical” linguistic summaries, and introduce the notation to be used in the rest of the paper. In Section III we discuss the concepts of bipolar queries and bipolar linguistic summaries. Section IV reports on the computational experiments focused on comparing different summary contexts and discusses the results obtained.

II. FUZZY LINGUISTIC QUERIES AND LINGUISTIC DATA SUMMARIES

A. Fuzzy linguistic queries

In classical query languages, such as SQL, preferences of users must be expressed precisely. However, due to the fact that their original form is a natural language expression, they are very often imprecise. For example, one may be concerned primarily with the cost while looking for an apartment to rent and express his or her preference as:

Find cheap apartments for rent in Kraków. (1)

In an approach, referred here to as fuzzy linguistic queries, such imprecise terms (e.g. cheap) are represented by fuzzy sets defined in the domains of respective attributes.

Usually, a dictionary of linguistic terms is assumed as a part of an implementation which contains predefined linguistic terms and corresponding fuzzy sets as well as terms defined by the users. Linguistic terms collected in a dictionary are a starting point to derive meaningful linguistic summaries of a database.

B. Linguistic summaries of data

As linguistic summaries we understand a (quasi) natural language sentences that grasp some characteristic features of data collected in a database. We use Zadeh’s calculus of linguistically quantified propositions as the underlying formalism. The statement representing a linguistic summary points out some properties shared by a number of data items and the proportion of these data items is expressed using a linguistic quantifier. Yager [3],[5] first proposed the use of linguistically quantified propositions to summarize data in a user consistent...
way. That idea has been further developed, cf., e.g., Kacprzyk and Yager [11], and Kacprzyk, Yager and Zadro˙zny [4], [6].

Assuming \( R = \{t_1, \ldots, t_n\} \) is a set of tuples (a relation) in a database, representing, e.g., a set of employees; \( A = \{A_1, \ldots, A_m\} \) is a set of attributes defining schema of the relation \( R \), e.g., salary, age, education_level, etc. in a database of employees \( (A_j(t_i) \) denotes a value of attribute \( A_j \) for a tuple \( t_i \)), the linguistic summary of a set \( R \) is a linguistically quantified proposition which is an instantiation of one of the following abstract protoforms [12] of type I and type II, respectively:

\[
Q_{t \in R} S(t) \\
Q_{t \in R} (U(t), S(t))
\]

then a linguistic summary is composed of the following elements: a summarizer \( S \) which is a fuzzy predicate representing, e.g., an expression “an employee is well-educated”, formed using attributes of the set \( A \); a qualifier \( U \) (optional) which is another fuzzy predicate representing, e.g., a set of “young employees”; a linguistic quantifier \( Q \), e.g., “most” expressing the proportion of tuples satisfying the summarizer (optionally, among those satisfying a qualifier); truth (validity) \( T \) of the summary, i.e. a number from \([0, 1]\) expressing the truth of a respective linguistically quantified proposition.

In Yager’s original approach [3] the linguistic quantifiers are represented using Zadeh’s definition [13]. A proportional, non-decreasing linguistic quantifier \( Q \) is represented by a fuzzy set in \([0, 1]\) and \( \mu_Q(x) \) states the degree to which the proportion of 100\% of elements of the universe match the proportion expressed by the quantifier \( Q \). Thus, the truth degree of the linguistic summaries of type I (here we use only type I summaries, thus type II is omitted) is:

\[
T(Q_{t \in R} S(t)) = Z_Q(S) = \mu_Q\left[\frac{1}{n} \sum_{i=1}^{n} \mu_S(t_i)\right]
\]

III. BIPOLAR QUERIES AND BIPOLAR LINGUISTIC SUMMARIES OF DATA

A. Bipolar queries

In classical approaches to preferences modelling, notably in database querying, it is usually assumed that an alternative (tuple) is either accepted or rejected. However, the results of many studies, cf. [10], seem to suggest that the decision maker often comes up with somehow independent evaluations of positive and negative features of alternatives in question. This leads to a general concept of bipolar query against database, evaluation of which results in two degrees corresponding to the satisfaction of the positive and negative condition.

Most of the research on bipolar queries are focused on a special case where the positive and negative conditions are interpreted in an asymmetric way [10]. Namely, the latter is treated as a constraint, denoted \( C \), which has to be satisfied, while the former plays the role of a mere preference, denoted \( P \).

We follow the approach of Lacroix and Lavency [14], Yager [15], [16] and Bordogna and Pasi [9], adapted for database querying by Zadro˙zny and Kacprzyk [17], which combine both conditions using the “and possibly” operator which aggregates their satisfaction degrees depending on the possibility of a simultaneous matching of both conditions.

Thus, the bipolar query’s condition may be formally written as:

\[
C \text{ and possibly } P
\]

and may be illustrated with query: Find employees that are young and possibly earn a high salary. Such a bipolar query would be denoted \((C, P)\) and interpreted as follows. If there is a tuple which satisfies both conditions, then and only then it is actually possible to satisfy both of them and each tuple of data has to do so, and, on the other hand, if there is no such a tuple, then condition \( P \) can be ignored. The matching degree of the \((C, P)\) query against a tuple \( t \) may be formalized as [14]:

\[
T(C(t) \text{ and possibly } P(t)) = C(t) \land (\exists s \left(C(s) \land P(s)\right) \Rightarrow P(t))
\]

B. Bipolar linguistic summaries

The main idea behind the bipolar linguistic summaries is to relate the “and possibly” to a part of the database instead of the whole database. Let us consider the following example:

Most employees have a short seniority and, if possible with respect to similarly educated colleagues, earn a high salary.

An employee matches such a summary if:

1) he or she has a short seniority (to a high degree) and earns a high salary (to a high degree), or

2) he or she has a short seniority (to a high degree) and there is no other similarly educated employee who earns a high salary.

A characteristic feature of such a summary is the use of a summarizer employing an extended version of the “and possibly” operator, which we will refer to as the “contextual and possibly” operator. This operator may be expressed as:

\[
C \text{ and possibly } P \text{ with respect to } W
\]

For the purposes of bipolar queries (and, thus, bipolar linguistic summaries) the predicates \( C \) and \( P \) should be interpreted as the required and desired conditions, respectively, while the predicate \( W \) denotes the context in which the possibility of satisfying both \( C \) and \( P \) will be assessed, separately for each tuple. Then, the formula (7) is interpreted as:

\[
T(C(t) \text{ and possibly } P(t) \text{ with respect to } W) = C(t) \land (\exists s \left(W(t, s) \land C(s) \land P(s)\right) \Rightarrow P(t))
\]

Our preliminary computational experiments show that usage of the standard De Morgan triples\(^1\), both with the \( S \) and \( T \)-norms: Minimum \((\min, \min, \min)\), \((\land_{\min}, \land_{\min}, \land_{\min})\) with \( t \)- and \( s \)-norms: Minimum \((\min(x, y))\) and Maximum \((\max(x, y))\); Product \((x \cdot y)\) and Probabilistic sum \((x + y - x \cdot y)\); and Łukasiewicz’s \((\max(0, x + y - 1))\) and \((\min(1, x + y))\), respectively.
R-implication, in (8) may lead to somehow counter-intuitive results in terms of bipolar queries evaluation.

Thus we use the MinMax triple and Goguen $R-$implication which turns (8) into:

$$ T(C(t) \text{ and possibly } P(t) \text{ with respect to } W) = $$

$$ \min(C(t), 1) \quad \text{for } \exists WCP(t) = 0 $$

$$ \min \left( C(t), \min \left( 1, \frac{P(t)}{\exists WCP(t)} \right) \right) \quad \text{otherwise} $$

(9)

where $\exists WCP(t)$ denotes $\max_{e \in R} \min(W(t, s), C(s), P(s))$.

**C. Summary context quality criteria**

In [1] we stated that the quality of the summary context $W(t, s)$ itself and the whole implication premise in (8) have to be considered when measuring the quality of the bipolar linguistic summaries.

Namely, if $P$ and/or $W$ are such that the premise of the implication in (8) is true to a very low or a very high degree for most of $t$’s, then the summarizer (7) does not make much sense even if the truth value of a summary is high. This is due to the behaviour of the bipolar query “$C$ and possibly $P$” which turns into “$C$” and “$C$ and $P$”, respectively, when the truth degree of $\exists e \in R C(s) \land P(s)$ is close to 0 and close to 1.

The introduction of the context $W$ partially alleviates this problem but $W$ has to be chosen carefully. If for most $t$’s there does not exist $s$ such that $W(t, s)$, then the premise of the implication is most often false and the summary is true to a high degree for any $P$. We propose a solution to this problem in a form of quality measures expressed using the following linguistically quantified propositions:

$$ Q_{t \in R} \exists e \in R \{ t \} W(t, s) $$

(10)

$$ Q_{t \in R} \exists e \in R \{ t \} C(s) \land P(s) \land W(t, s). $$

(11)

Namely, if the truth of (10) for a summary is too small (lower than some threshold value), then such a summary should be discarded. Also, if the truth of (11) is too high (too close to 1; larger than the second threshold value) or too small (too close to 0; lower than the third threshold value), then the summary also shouldn’t be taken into account. Obviously, if the first threshold is violated, then also the third one is. On the other hand, even if the first threshold is satisfied, the summary may still fail to satisfy thresholds two or three and should be discarded.

Tuple $t$ is excluded from the range of the existential quantifiers in (10)–(11) as if the only tuple related via $W$ with $t$ is only $t$ itself, then, naturally, the resulting summary is of no interest.

**IV. Computational Experiments and Discussion**

Data on the rates of return (RORs) of selected investment funds (IFs) (Tab. I), are used to present examples of bipolar linguistic summaries and their semantics in scope of summary context quality.

---

**Table I**

<table>
<thead>
<tr>
<th>No.</th>
<th>IF rating</th>
<th>1-month ROR</th>
<th>12-month ROR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>3.7</td>
<td>6.9</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0.8</td>
<td>20.8</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>-3.5</td>
<td>2.2</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>-3.5</td>
<td>2.5</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>-2.3</td>
<td>9.7</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>-2.2</td>
<td>9.5</td>
</tr>
</tbody>
</table>


**Table II**

<table>
<thead>
<tr>
<th>No.</th>
<th>$W_1(t, s)$</th>
<th>$W_2(t, s)$</th>
<th>$W_3(t, s)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>3</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>5</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>6</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Empty cell indicates no similarity ($W(t, s) = 0$).

Fuzzy predicates are represented by trapezoidal membership functions and instantiated as (see Fig. 1):

- $C$: has “high”/“average”/“low” 12-month ROR,
- $P$: has “high”/“average”/“low” 12-month ROR,
- $W_{1/2/3}$: of “the same”/“very similar”/“quite similar” Rating, the former true iff IF rating($t$) = IF rating($s$) and the latter two defined over [IF rating($t$) – IF rating($s$)].

In Tab. III we present summaries with truth value (evaluated using Zadeh’s approach) $T > 0$ obtained for data in Tab. I and compare the results in scope of proposed quality criteria (10) and (11).

In order to focus the interpretation on summaries contexts we consider only one linguistic quantifier $Q$ with the membership function indicating the proportion of tuples satisfying the summarizer below 30% and above 80% as, respectively, totally...
incompatible and compatible with the meaning of “most”, while all intermediate proportions are treated as compatible to a degree in [0,1].

We focused here on showing the benefits of using contextual and possibly operator in the scope of linguistic data summarization, presenting both a theoretical and semantic justification of this concept and intuitively appealing examples. Nine linguistic summaries (based on three different triples Q, C, P) reported in Tab. III clearly argue in favour of introduced additional quality criteria (measures) (10)–(11). First, criterion (10) values 0.5 and 1.0 indicates that all selected contexts are meaningful (see Tab. II).

On the other hand, summaries with highest truth values (all three variants of No. 1 summary) clearly should be discarded — there are no IFs with “high” one-month ROR, which, as we stated at the beginning of section III-C, turns (7) in those summaries into a simple summarizer C (i.e. whole summary into “Most” of IFs have “low” 12-month ROR).

Last three columns of Tab. III confirm that the use of (10) and (11) helps to distinguish interesting summaries (No. 2 and 3 with different W instantiations) from among all with high truth values (rejected summaries are italicized). Additional studies are needed in order to clearly determine the best summaries, yet already the results are promising.

V. CONCLUDING REMARKS

Preliminary computational results of the extension of linguistic data summaries, i.e. bipolar linguistic summaries proposed in [2], demonstrated the need for new quality criteria to determine usefulness of the summary. In [1] we introduced two of them, which have been studied deeper here. The results presented (Tab. III) show that proposed criteria fulfill their role and help select bipolar linguistic summaries valuable and interesting for an end user. Future works in this subject will mainly cover combining introduced criteria with other known quality measures, in order to determine a single value of quality of linguistic summary on one hand, and for evaluating and selecting linguistic summaries by means of heuristic methods, on the other hand.
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Table III

<table>
<thead>
<tr>
<th>No.</th>
<th>Linguistic summary (Q, C, P)</th>
<th>W₁⁺</th>
<th>W₂⁺</th>
<th>W₃⁺</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>“Most” of IFs have “low” 12-month and possibly “high” 1-month ROR with respect to...</td>
<td>1.00</td>
<td>0.50</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>“Most” of IFs have “low” 12-month and possibly “average” 1-month ROR with respect to...</td>
<td>0.55</td>
<td>0.50</td>
<td>0.23</td>
</tr>
<tr>
<td>3</td>
<td>“Most” of IFs have “low” 12-month and possibly “low” 1-month ROR with respect to...</td>
<td>0.75</td>
<td>0.50</td>
<td>0.41</td>
</tr>
</tbody>
</table>

* Truth degrees of the linguistic summary (Z_Q) and values of quality criteria (10) and (11) computed for the unitary quantifier Q for corresponding W predicates.
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Abstract—In this paper we present an intelligent consensus reaching support system within the group of individuals under fuzzy preferences and fuzzy majority. Our solution is based on the idea of soft degree of consensus proposed by Fedrizzi, Kacprzyk, Nurmi and Zadrozny, which is meant as the statement: “most of the individuals agree with the most of the options”. Our new comprehensive model provides an effective support for the discussion guidance in the form of quantitative indices, i.e. sensitivity of individuals, option consensus degree and the cost of preference’s changes. This additional measures support and simplify consensus reaching process and improve the degree of total agreement among decision makers.

I. INTRODUCTION

Currently, any activity that a human being does involves solving problems, making choices, thus in general, involves some decisions. The essence of decision making is unified and short: there are some options to choose between and only one has to be chosen [2].

We accept the statement that the goal-directed decisions are difficult to make alone. Thus, we assume a session with a group of individuals and make the group decision making process the groundwork of our further consideration [3]. What matters here is respecting the preferences of all decision makers and arriving at a joint solution meant as an agreement of individuals as to the final decision. This interactive and iterative process is meant in the literature as a consensus reaching process and it requires: time, active participating of all individuals, creative thinking and being open-minded, active listening, etc [1]. The model of consensus reaching process is manageable only if individuals are able to negotiate and change their preferences.

Consensus reaching support system is commonly known as an intelligent, computer-based system that helps a team of decision makers solve problems and make choices [10]. The main role of this computer-based system plays moderator. His most important task is to support the discussion, i.e. he stimulates the exchange of knowledge, encourages appropriate individuals to change their opinions, focus the discussion on the relevant issues, etc. This is repeated until the group gets close to acceptable consensus or until some time limit is reached [6].

All of these features of consensus reaching process developed a need for a modern computer-based support with sophisticated tools which simplify this dynamic process and allow to achieve consensus in a more efficient way. There are many different methods that facilitate multi-stage consensus reaching process, but in this paper we show the implementation of the one of computer-based support systems. We consider either the improvement of consensus achieved or the cost of entire decision making process meant as a cost of total changes of individuals preferences.

II. FRAMEWORK OF THE CONSENSUS REACHING MODEL

A. Fuzzy Preference Relations

The core of our system is a human consistent representation of preferences. Preference relation is a very useful tool that gives relevant information about the comparison of options in decision making process [11].

Formally, there is a finite set of $n \geq 2$ options, $S = \{s_1, s_2, \ldots, s_n\}$, and a finite set of $m \geq 2$ individuals, $E = \{e_1, e_2, \ldots, e_m\}$. Each individual $k \in E$ presents his opinion as to the particular pairs of options in $S$. These testimonies are assumed to be individual fuzzy preference relation $R_k$ defined over the set of options $S$ (i.e. in $S \times S$) [3].
An individual fuzzy preference relation of expert $k$, $R_k$, is given by its membership function $\mu_{R_k} : S \times S \rightarrow [0,1]$. Namely, $\mu_{R_k}(s_i,s_j) > 0.5$ denotes that the alternative $s_i$ is preferred to the alternative $s_j$, $\mu_{R_k}(s_i,s_j) < 0.5$ indicates that the option $s_j$ is preferred to the option $s_i$ and $\mu_{R_k}(s_i,s_j) = 0.5$ denotes that there is no difference between two considered options $s_i$ and $s_j$ [11].

We assume cardinality of $S$ to be small enough to allow us to represent individual fuzzy preference relation $R_k$ by an $n \times n$ matrix $R_k = [r_{ij}^k]$, such that $r_{ij}^k = \mu_{R_k}(s_i,s_j)$. $i,j = 1,...,n$; $k=1,...,m$. $R_k$ is also assumed to be reciprocal, i.e. $r_{ij}^k + r_{ji}^k = 1$, moreover, $r_{ij}^k = 0$, for all $i,j,k$ [5].

B. Fuzzy Majority and Fuzzy Linguistic Quantifiers

An important part of our consensus reaching model is a fuzzy majority in the sense of fuzzy linguistic quantifiers, i.e. most, almost all etc. It is represented by the fuzzy logic-based calculus of linguistically quantified statements due to Zadeh [12].

A linguistically quantified statement is understood as “most individuals are satisfied” which can be written as

$$Q_y's \ are \ F$$

(1)

where $Q$ is a linguistic quantifier (e.g., most), $Y = \{y\}$ is a set of objects (e.g., individuals) and $F$ is a property (e.g., satisfied).

Our task is to find the degree of truth value of this linguistically quantified statement (1). First, a fuzzy linguistic quantifier is equated with a fuzzy set in [0,1]. For instance, “most” may be given as

$$\mu_{most}(x) = \begin{cases} 
1 & \text{for } x > 0.8 \\
2x-0.6 & \text{for } 0.3 \leq x \leq 0.8 \\
0 & \text{for } x < 0.3. 
\end{cases}$$

(2)

Property $F$ is defined as a fuzzy set in the set of objects $Y$, and if $Y = \{y_1,\ldots,y_p\}$, then we suppose that truth value $(y_i \, is \, F) = \mu_F(y_i), i = 1,\ldots,p$. The degree of statement (1), that is, truth value ($Q_y's \ are \ F$), is now calculated in two steps:

$$r = \frac{1}{p} \sum_{i=1}^{p} \mu_F(y_i)$$

(3)

$$\text{truth value} (Q_y's \ are \ F) = \mu_Q(r).$$

(4)

C. Soft Degree of Consensus

Here, we define a consensus measure which indicates the agreement between decision makers’ opinions. We consider a “soft” degree of consensus as proposed by Kacprzyk and Fedrizzi [4]. In our context it is meant as the statement that: “most of the individuals agree in their preferences to most of the options.” Except of total agreement or disagreement between individuals as to the final decision, this approach allows some partial, acceptable consistency in the range [0,1].

The “soft” degree of consensus in the above sense is now obtained in three steps [5]:

1) for each pair of individuals we indicate a degree of agreement as to their preferences between all the pairs of options,

2) we aggregate these degrees to derive a degree of agreement of each pair of individuals as to their preferences between $Q_i$ (a linguistic quantifier as, e.g., “most”) pairs of options,

3) we combine these degrees to obtain a degree of agreement of $Q_2$ (a linguistic quantifier similar to $Q_1$) pairs of individuals as to their preferences between $Q_i$ pairs of options and this is meant to be the degree of consensus.

We start with the degree of a sufficient agreement (at least to degree $\alpha \in [0,1]$) of individuals $k_1$ and $k_2$ as to their preferences between options $s_i$ and $s_j$ defined by

$$v_{ij}^\alpha (k_1,k_2) = \begin{cases} 
1 & \text{if } |l_{ij}^{k_1} - l_{ij}^{k_2}| \leq 1-\alpha \\
0 & \text{otherwise}
\end{cases}$$

(5)

where, $k_1 = 1,\ldots,m-1$, $k_2 = k_1 + 1,\ldots,m$, $i = 1,\ldots,n-1$, $j = i+1,\ldots,n$.

Then, the degree of agreement between individuals $k_1$ and $k_2$ as to their preferences between all the pairs of options is:

$$v(k_1,k_2) = \frac{2}{n(n-1)} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} v_{ij}^\alpha (k_1,k_2).$$

(6)

Next, the degree of agreement between individuals $k_1$ and $k_2$ as to their preferences between $Q_1$ pairs of options is:

$$v_{Q_1}(k_1,k_2) = \mu_{Q_1}(v(k_1,k_2)).$$

(7)

The degree of agreement of all the pairs of individuals as to their preferences between $Q_1$ pairs of options is:

$$v_{Q_1} = \frac{2}{m(m-1)} \sum_{k_1=1}^{m-1} \sum_{k_2=k_1+1}^{m} v_{Q_1}(k_1,k_2).$$

(8)

Finally, according to the third step, the degree of agreement of $Q_2$ pairs of individuals as to their preferences between $Q_1$ pairs of options, called the degree of consensus, is:

$$\text{con}(Q_1,Q_2) = \mu_{Q_2}(v_{Q_1}).$$

(9)
III. INDICES OF CONSENSUS

A. Sensitivity of Individuals

The above definition of the “soft” consensus concerns most individuals as to most options without any distinguish between the individuals or the options. In this paper, we adopt a more flexible concept of a consensus reaching process which takes into account a sensitivity of individuals. This important component of the decision-making process is defined by the perturbation of every particular fuzzy preference relation matrix \( R^k \).

If the fuzzy preference relation matrix is defined as \( R^k = [r^k_{ij}] \), then the perturbed fuzzy preference relation matrix may be identified by \( R^p_k = [r^p_{ij}] \), such that:

\[
[r^p_{ij}] = [r^k_{ij}] \pm a, a \in (0,1), \quad \text{for } i = 1,...,n-1; j = i+1,...,n, k = 1,...,m.
\]

We also assume that \( [r^p_{ij}] = 1 - [r^k_{ij}] \).

After matrix perturbation, we compute the degree of consensus for each individual which is now denoted as \( \text{con}_k^p (Q_1, Q_2) \). Then, the measure of distance between \( \text{con}(Q_1, Q_2) \) and \( \text{con}_k^p (Q_1, Q_2) \) is obtained as:

\[
d_k = |\text{con}(Q_1, Q_2) - \text{con}_k^p (Q_1, Q_2)|
\]

where \( k = 1,...,m \).

It is relevant for which individual small changes in fuzzy preference relation matrix cause the biggest change in the consensus degree. We obtain an ordered argument vector \( B \) where the \( b_i \) is the \( i \) -th largest element (the most sensitive individual) among \( \{d_1, ..., d_m \} \). \( B \) is called an ordered argument vector if each \( b_i \in [0,1] \), and \( j > i \) implies \( b_i \geq b_j \), \( i = 1, ..., m \).

B. Option Pair Related Consensus Degree

Calculating the degree of “soft” consensus might derive additionally some partial indicators of consensus, like e.g. the option consensus degree which points out to the most controversial or popular options. Thus, this indicator facilitates the work of moderator by providing him with some hints as to the most promising directions of a further discussion.

The option pair related consensus degree [7] for options \( s_i \) and \( s_j \), \( \text{OCD}(s_i, s_j) \in [0,1] \), is the degree of truth value: “most pairs of individuals agree in their preferences in respect to the pairs of options \( s_i \) and \( s_j \).” It may be formally defined as:

\[
\text{OCD}(s_i, s_j) = \mu_{Q_2} \left( \frac{2}{m(m-1)} \sum_{k_1=1}^{m-1} \sum_{k_2=1}^{m} \chi_{ij}^k (k_1, k_2) \right). \quad (11)
\]

C. Cost of Changes

The cost of the entire consensus reaching process may be defined as the sum of absolute values of all changes in decision makers’ preferences until the session ends [9], i.e.

\[
\cos(r^k_{ij}(q)) = \sum_{q=1}^{k} |r^k_{ij}(q) - r^k_{ij}(q-1)|
\]

where \( q \) denotes the iteration, \( q \in [0, t] \).

IV. CONSENSUS REACHING SUPPORT SYSTEM

To clarify, initially preferences of the decision makers are far away from each other and this system aims at minimizing these distances [3]. Therefore, the moderator measures distances between individuals on each stage of the process and checks whether the consensus is reached (and process can be stopped)

\[
\text{con}(Q_1, Q_2) \geq \beta
\]

where \( \beta \) indicates the acceptable degree of the consensus.

If the consensus level is not acceptable the moderator encourages appropriate individuals to update their preferences in order to improve the level of total agreement.

After calculating the consensus indicators (10) and (11), the moderator has to suggest the most sensitive decision makers to change their preferences in the most promising direction for a further discussion. Among the selected group of the most sensitive individuals the moderator finds the “typical preference relation” equited with their preference relations with respect to the pairs of options pointed out in (11). The “typical preference relation” is calculated by:

\[
r^c_{ij} = \frac{\sum_{k=1}^{m} r^k_{ij}}{\sum_{k=1}^{m} r^k_{ij} + \sum_{k=1}^{m} (1 - r^k_{ij})}.
\]

Then the moderator checks the relation:

\[
| r^k_{ij} - r^c_{ij} | \leq \delta
\]

If the inequality (14) is not fulfilled then the new value of preference relation for each individual \( k \) is defined as a mean value between the typical preference relation and the former value of the preference relation of individual \( k \), i.e., as an arithmetic average:

\[
r^k_{ij}(q+1) = \frac{r^k_{ij}(q) + r^c_{ij}(q)}{2}.
\]

V. APPLICATION OF PROPOSED COMPUTER-BASED SYSTEM

The parameters applied to the group consensus reaching support system are:

- a) \( M = 10, N = 10 \)
- b) Acceptable degree of the soft consensus (13) is: \( \text{con}(Q_1, Q_2) > 0.7 \)
c) $\alpha = 0.8$ in $v^\gamma_i(k_1,k_2)$ in (5)

d) $\delta = 0.1$ in (15) which denotes that almost everyone is supposed to update his opinion even with the small step.

The initial degree of consensus was equal to $\text{con}(Q_1,Q_2) = 0.38$ which was definitely below the acceptable agreement.

The sensitivity of individuals calculated in (10) was: $B = \{0.026;0.024;0.021;0.01;0.01;0.006;0.006;0.004;0.004; \ldots;0.002\}$.

Hence the ordered argument vector of the most sensitive individuals was: $E = \{e_5,e_2,e_8,e_6,e_7,e_1,e_{10},e_1,e_9,e_7\}$.

After calculating the indicator (11) for each pair of options, we discovered that there were almost no difference between the ordering options from the most preferred (promising) to the worst and inversely. This dependency is exemplified on Fig.1.

![Comparison of the degree of consensus and the total cost of changes for different direction of option consensus degree for 10 decision makers](image)

However, for a smaller group of individuals (3,4 or 5) this exponential growth has differences in favor of the direction from the most promising pairs of options. Table I presents the maximum degree of the consensus obtained by a different number of sensitive individuals during the update process.

<table>
<thead>
<tr>
<th>Number of most sensitive individuals</th>
<th>Degree of Consensus</th>
<th>Total cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.61</td>
<td>16.86</td>
</tr>
<tr>
<td>4</td>
<td>0.67</td>
<td>22.13</td>
</tr>
<tr>
<td>5</td>
<td>0.77</td>
<td>26.73</td>
</tr>
<tr>
<td>6</td>
<td>0.87</td>
<td>32.63</td>
</tr>
<tr>
<td>7</td>
<td>0.99</td>
<td>37.23</td>
</tr>
</tbody>
</table>

Clearly, we can easily see an improvement in the value of the degree of consensus achieved in the group of individuals. It is also noticeable that at least the group of 5 allows us to obtain an acceptable agreement among decision makers.

VI. CONCLUSION

In this paper we proposed a new method for improving the degree of total agreement among decision makers in a consensus reaching process. We applied different procedures to find some useful indicators which allow us to run the process in the more efficient way. These procedures are to be further extended so that the improvement might take into account many aspects of this multi-criteria problem, e.g. the new optimization methods to find a best solution in the sense of aggregation either the improvement of the final degree of consensus or the total cost of changes between the decision makers during the process.
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Abstract—Experts are able to predict sales based on approximate reasoning and subjective beliefs related to market trends in general but also to imprecise linguistic concepts about time series evolution. Linguistic concepts are linked with demand and supply, but their dependencies are difficult to be captured via traditional methods for crisp data analysis. There are data mining techniques that provide linguistic and easily interpretable knowledge about time series datasets and there is a wealth of mathematical models for forecasting. Nonetheless, the industry is still lacking tools that enable an intelligent combination of those two methodologies for predictive purposes. Within this paper we incorporate the imprecise linguistic knowledge in the forecasting process by means of linear regression. Bayesian inference is performed to estimate its parameters and generate posterior distributions. The approach is illustrated by experiments for real-life sales time series from the pharmaceutical market.

Index Terms—linguistic knowledge, time series analysis, Bayesian linear regression, posterior simulation

I. INTRODUCTION

HUMAN-BEINGS have the unique ability to process imprecise information and solve complex problems based mostly on their intuition and expertise [14]. This ability allows us to easily interpret and describe temporal data in natural language with words and propositions. Such information, often imprecise, is called temporal linguistic knowledge within this paper.

As observed in a selected pharmaceutical company experts were able to predict future sales and make related decisions based on approximate reasoning about imprecise information driven from visual inspection of time series data sets. It was observed that experts recognized important dependencies between linguistic temporal knowledge even in situations when analysis of crisp time series datasets showed no significant correlations. We pose the question whether linguistic temporal knowledge may bring information about new correlations useful for the time series forecasting process.

The linguistic knowledge about temporal data is provided by the experts of selected domain or is extracted automatically thanks to the knowledge discovery and data mining techniques. Among the recent developments in the field of intelligent computing there are efficient methods that provide interpretable knowledge from huge datasets.

The problem of time series abstraction and labeling meaningful intervals by means of clustering, machine learning and function approximation methods, statistical test or multiscale methods is addressed e.g. in [7], [8], [9], [11], [12]. One of the goals of data mining research is to provide linguistic and human-consistent description of raw data. Within this paper we take data mining results as the input for the forecasting procedure.

We provide a predictive model to support decision making in the international pharmaceutical sales market. Linguistic knowledge about temporal data is transformed into imprecisely labeled sequences that are incorporated into the probabilistic model as explanatory variables. We adopt Bayesian linear regression model and perform posterior simulation. We operate on parameters for which linguistic concepts are transparent and could easily be interpreted by experts.

The structure of this paper is as follows. Next chapter introduces basic definitions related to temporal linguistic knowledge about time series. Chapter 3 presents the forecasting process with temporal linguistic knowledge incorporated into the regression model. The description of the experiments and results for time series from the pharmaceutical industry are gathered in chapter 4. Paper concludes with general remarks and further research opportunities.

II. LINGUISTIC CONCEPTS ABOUT TEMPORAL DATA

In this section we define formal language for temporal linguistic concepts that we consider most appealing for predictive purposes.

Let $O = \{o_1, o_2, ..., o_q\}$ denote a finite set of objects in a considered domain. The properties of objects are measured by observables. Let $M = \{m_1, m_2, ..., m_r\}$ denote a finite set of observables in the considered domain.

Definition 1: Object’s property

A pair $(o, m)$ such that $o \in O$ and $m \in M$ is called object’s property.

The sequence of measurements for object’s property is treated as discrete time series.
### Definition 2: Discrete time series

Discrete time series \( \{y_t\}_{t=1}^{n} \in \Psi_n \) is a sequence of observations of given object’s property \((o, m)\) such that \( o \in O \) and \( m \in M \) measured at successive \( t \in T = \{1, \ldots, n\} \) moments and at uniform time intervals. For each \( t \in T \) the observation \( y_t \) is a realization of the random variable \( Y_t \). Random variables \( Y_t \) are defined on the probability space \( (\Omega, A, P) \), where \( \Omega \) is the set of all possible outcomes of the random experiment, \( A \) is a \( \sigma \)-field of subsets of \( \Omega \), and \( P \) is a probability measure associated with \( (A, P) \).

As stated in [1] during visual inspection people perceive and process shapes rather than single data points. We describe the evolution of time series with adjectives like high, medium, low, light, heavy, interesting, increasing, constant, decreasing, interesting, long, short, strong, weak, slight, etc. Such adjectives refer to imprecise values, trends, judgments or features and are called imprecise labels within this paper.

Let \( S = \{s_1, s_2, \ldots, s_l\} \) denote a finite set of imprecise labels referring to either qualitative or quantitative measurements for observables applicable in the considered domain. Depending on the context, values for the imprecise label are assigned subjectively by experts or are calculated based on the fuzzy numbers and membership functions. For basic definitions related to the fuzzy sets theory see e.g. [6].

In real-life situations understanding and interpretation of imprecise labels depends on context and may change in time. Within this approach we assume one interpretation that is constant in time.

As presented in Table I for application sales, supply and inflation are observables when considering application in pharmaceutical market. If the problem of mood tracking to support medical diagnosis is considered, the observables measure the anxiety or weight of a patient. However, the general idea of visual inspection and processing trends is the same regardless of the practical context.

#### Definition 3: Imprecise labeled sequence

Let \( f : \Psi_n \times S \times T \rightarrow \{0, 1\} \) denote function assigning the degree of truth that label \( s \in S \) applies at the moment \( t \in T \) for object’s property measured by time series \( y \in \Psi_n \). Imprecise labeled sequence \( \{x_t^{s,y}\}_{t=1}^{n} \) is calculated from \( x_t^{s,y} := f(y, s, t) \).

<table>
<thead>
<tr>
<th>Domain</th>
<th>Object</th>
<th>Observable</th>
<th>Imprecise label</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pharmaceutical market</td>
<td>Product sales</td>
<td>high</td>
<td>Sales increasing</td>
</tr>
<tr>
<td></td>
<td>Product supply</td>
<td>high</td>
<td>Supply increasing</td>
</tr>
<tr>
<td></td>
<td>Product sales</td>
<td>increasing</td>
<td>Sales increasing</td>
</tr>
<tr>
<td></td>
<td>Europe inflation</td>
<td>increasing</td>
<td>Inflation increasing</td>
</tr>
<tr>
<td>Mood tracking</td>
<td>Patient A</td>
<td>anxiety</td>
<td>Anxiety high</td>
</tr>
<tr>
<td></td>
<td>Patient A</td>
<td>weight</td>
<td>Weight constant</td>
</tr>
<tr>
<td></td>
<td>Patient A</td>
<td>hours slept</td>
<td>Hours slept constant</td>
</tr>
<tr>
<td></td>
<td>Patient B</td>
<td>medication</td>
<td>Medication increasing</td>
</tr>
</tbody>
</table>

Fig. 1 presents an illustrative example of sales time series and its imprecise labeled sequence. In this context, for each observation of time series representing sales of Product A, the expert subjectively assigned the degree of truth for decreasing trend. Imprecise labeled sequences are processed within the presented approach.

### III. Bayesian Regression with Linguistic Knowledge

The forecasting procedure consists of the phase of processing temporal data and the posterior simulation. As outlined in Fig. 2 the input for the model are discrete time series and definitions of the linguistic concepts. As a result of the model, the forecast and its regressive components are provided.

#### A. Processing temporal data

Let \( Y_n^k \times \{\{y_t^k\}_{t=1}^{n} \in \Psi_n \} \) denote \( k \)-vector of multivariate discrete time series. Let \( \{y_t^k\}_{t=1}^{n} \) denote a time series of object’s property to be predicted. For clarity reasons, we limit considerations to the one-step-ahead forecast and the vector of interest \( \omega \) contains one element \( \omega = \{y_{t+1}^k\} \). Predictions for longer horizons are iterated by repeating the procedure.

For \( s \in S \) and \( k \)-time series \( y \in \{\{y_t^k\}_{t=1}^{n} \in \Psi_n \} \), imprecise labeled sequences \( \{x_t^{s,y}\}_{t=1}^{n} \) are created based on data mining techniques or as a result of subjective expertise. Sequences \( \{x_t^{s,y}\}_{t=1}^{n} \) interpreted as degree of truth that the imprecise label is valid at each moment for given object’s property, represent the linguistic knowledge for the regression model.

#### B. Posterior simulation

Imprecise labeled sequences \( \{x_t^{s,y}\}_{t=1}^{n} \) are included into the linear regression as explanatory variables. We adopt the multiple normal linear regression model which can be written as:

\[
y = X \beta + \epsilon, \quad \epsilon \sim N(0, \sigma^2 I_n)
\]

where \( X \) is the \( n \times (k - 1) \times l \) matrix of explanatory variables, \( y \) is the \( n \times 1 \) vector of dependent variables and \( \epsilon \) is the \( n \times 1 \) vector of independent identically distributed normal
random variables. We perform Bayesian inference to estimate the vector of parameters $\theta = (\beta, \sigma)$.

Following definition of Geweke [4, 5] the complete model $A$ for Bayesian inference consists of:
1) the observables density
   
   $p(Y_t|\theta_A, A) = \prod_{i=1}^{T} p(y_i|Y_{t-1}, \theta_A, A)$

   in which $\theta_A \in \Theta_A$ is a $k_A \times 1$ vector of unobservables
2) the prior density $p(\theta_A|A)$
3) the vector of interest density (the posterior density)

   
   $p(\omega|y_o, A) = \int_{\Theta_A} p(\omega|y_o, \theta_A, A)p(\theta_A|y_o, A)d\theta_A$

   $p(\theta_A|y_o, A) = \frac{p(\theta_A|A)p(y_o|\theta_A, A)}{p(y_o|A)}$

   The problem statement is to find a decision, known in Bayesian theory as an action $a$, which minimizes the following equation:

   $E[L(a, \omega)|y_o, A] = \int_{\Theta_A} L(a, \omega)p(\omega|y_o, A)d\omega$

   Posterior predictive distributions are approached by means of Markov Chain Monte Carlo Methods (MCMC). Posterior simulation yields a pseudo-random sequence of the vector of interest to estimate its posterior moments. MCMC were initially developed in 1940s and gained popularity thanks to their great success in practical applications [5].

   For simplicity, we assume that prior for $\beta$ is independent from prior for $\sigma$ and we apply Gibbs Sampling which leads to sampling from multivariate probability density. The sampling procedure begins with arbitrary values for $\beta^0$ and $\sigma^0$, computes mean and variance of $\beta^0$ conditional on the initial value $\sigma^0$, uses the computed mean and variance to draw a multivariate normal random vector $\beta^1$ and uses the $\beta^1$ with a random draw to determine $\sigma^1$.

   Details for posterior density, drawings construction and sampling algorithm are available in [5]. Gel'fand and Smith [3] proved that with Gibbs Sampler large sets of draws converge in the limit to the true joint posterior distribution of parameters.

   The results for the linear regression model with linguistic knowledge are the predictive distribution for the future observations of the time series of interest and the model parameters. Parameters are easily interpreted in a natural language as they are directly linked with imprecise labels.

IV. EXPERIMENTAL RESULTS

   The purpose of this experiment is to illustrate the performance of the forecasting method for real-life data at the example of sales time series from the pharmaceutical industry.

   Train dataset consists of 6 normalized time series representing monthly sales of different products in the period from Jan’05 to Dec’09. Fig. 3 shows exemplary time series from the train dataset. The test dataset contains 6-month-long sales continuation for each product and is used for evaluation.

   We consider following 6 imprecise labels in the experiment: low, medium, high, increasing, constant, decreasing. Values for imprecise labeled sequences referring to increasing, constant, decreasing labels are defined based on experts’ subjective beliefs. For labels: low, medium, high triangular fuzzy numbers are constructed based on the minimum, average and maximum values calculated from the time series. Then, imprecise labeled sequences are calculated from appropriate membership functions.

   We first analyze correlations between the time series to be predicted and the imprecise labeled sequences to verify whether the imprecise linguistic knowledge may bring valuable information in the linear regression model. For each product we compare Pearson correlation coefficient between its sales time series and the imprecise labeled sequences derived for other products.

   As demonstrated by the results in Table II correlations between sales time series and imprecise labeled sequences range from 0.10 to 0.14 and are on average by 20% higher than between different sales time series itself. Correlation coefficients are on average higher for labels of imprecise trends than values.

| TABLE II | CORRELATION COEFFICIENTS BETWEEN SALES TIME SERIES AND IMPRECISE LABELED SEQUENCES (ILS) |
|-----------|---------------------------------|----------|--------|
| Sales vs Sales | Mean | Median | StdDev |
| Sales vs Increasing | 0.14 | 0.14 | 0.04 |
| Sales vs Constant | 0.12 | 0.13 | 0.06 |
| Sales vs Decreasing | 0.13 | 0.10 | 0.07 |
| Sales vs Low | 0.11 | 0.10 | 0.05 |
| Sales vs Medium | 0.12 | 0.12 | 0.05 |
| Sales vs High | 0.10 | 0.08 | 0.04 |
| Sales vs All ILS | 0.12 | 0.11 | 0.05 |
Table III provides detailed correlations per product. It is interesting to observe that for example the correlation coefficient (0.21) between sales time series of Product No. 2 and decreasing trends of other products is higher than correlation coefficient (0.17) between Product No. 2 sales time series and other sales time series itself.

| TABLE IV | CORRELATION COEFFICIENTS PER PRODUCT |
|-----------------|------------------|-----------------|-----------------|
| Sales vs Sales | P1 | P2 | P3 | P4 | P5 | P6 |
| Sales vs Increasing | 0.17 | 0.17 | 0.05 | 0.09 | 0.04 | 0.07 |
| Sales vs Constant | 0.13 | 0.21 | 0.12 | 0.13 | 0.03 | 0.07 |
| Sales vs Decreasing | 0.22 | 0.21 | 0.09 | 0.10 | 0.06 | 0.09 |
| Sales vs Low | 0.19 | 0.17 | 0.11 | 0.07 | 0.06 | 0.09 |
| Sales vs Medium | 0.19 | 0.14 | 0.16 | 0.05 | 0.09 | 0.08 |
| Sales vs High | 0.13 | 0.15 | 0.06 | 0.09 | 0.07 | 0.08 |

The second step of the experimental setup is the comparative analysis of the forecasts’ accuracy of the Bayesian regression model with linguistic knowledge (BRLK) and the traditional Vector Autoregression (VAR). Table IV summarizes mean absolute percentage error (MAPE) and deviation (MAPD).

| TABLE IV | MEAN ABSOLUTE PERCENTAGE ERROR (MAPE) AND DEVIATION (MAPD) FOR 6- AND 1-STEP-AHEAD FORECAST OF BRLK AND VAR |
|-----------------|-----------------|-----------------|-----------------|
|                | b=6 | h=6 | b=6 | h=6 | b=6 | h=1 | h=1 |
|                 | MAPE | BRLK | MAPE | VAR | MAPD | BRLK | VAR | MAPD | BRLK | VAR | MAPD | BRLK | VAR |
| P1 | 0.173 | 0.199 | 0.101 | 0.129 | 0.036 | 0.129 |
| P2 | 0.425 | 0.509 | 0.193 | 0.165 | 0.202 | 0.317 |
| P3 | 0.466 | 0.476 | 0.210 | 0.278 | 0.090 | 0.745 |
| P4 | 0.282 | 0.396 | 0.371 | 0.237 | 0.026 | 0.326 |
| P5 | 0.389 | 0.459 | 0.317 | 0.177 | 0.188 | 0.364 |
| P6 | 0.444 | 0.371 | 0.281 | 0.222 | 0.703 | 0.559 |
| All | 0.402 | 0.402 | 0.246 | 0.201 | 0.342 | 0.407 |

As demonstrated by results in Table IV absolute percentage error for 1-step-ahead forecast is 0.342 and 0.407, respectively for BRLK and VAR. For 6-month-long forecast MAPE is the same and relatively high for both models, and amounts to 0.402. Forecasts generated by VAR are characterized by a lower standard deviation.

We conclude that Bayesian regression model with linguistic knowledge and VAR models are comparable in terms of forecasts’ accuracy. The Bayesian regression model with linguistic knowledge delivers forecasts of a higher interpretability than traditional VAR as its components are naturally linked with the linguistic concepts.

V. CONCLUSION

The performed experiment confirmed that the approach with additional linguistic knowledge is adequate to support sales forecasting. Imprecise labeled sequences enable to discover new correlations in the dataset that lead to construction of the linear regression model. Produced forecasts are accurate on a similar level as forecasts provided by Vector Autoregression.

The main advantage of the proposed solution is the easy interpretation of predictions and model parameters required for forecasting process, which is of special importance for experts involved in real-life forecasting for large datasets. The proposed solution is in line with visual pattern recognition capabilities of humans and delivers additional knowledge about dependencies in multivariate time series datasets.

Next experiments for multivariate time series from other domains and on benchmark data are planned in order to analyze further benefits and limitations of the proposed technique. Another topic planned to be explored is the introduction of multiple interpretation for imprecise labels.

Within the approach simple forms of linguistic knowledge are considered. The potential to include advanced forms of linguistic knowledge like imprecise features, frequent temporal patterns, association rules and temporal linguistic summaries remains open for future research.
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Abstract — The article presents the concept and pilot implementation of wireless (Bluetooth-based) integration of the Braille notetaker environment and the environment of touchscreen-based devices (such as smartphones) operating under the Android system. Advanced functions of Android-based devices are hardly accessible to the blind using a touchscreen; one aim of such integration is to enable accessing them with a notetaker. Another is to allow the blind who work with notetakers on a daily basis and use common touchscreen-based smartphones and tablets to write using the physical Braille keyboard of a notetaker as well as its editing functions; this would solve many problems encountered and prevent numerous errors made by the blind when using the virtual QWERTY keyboard of a touchscreen-based device. Pilot implementation of the concept included developing a communication protocol for a notetaker operated under Windows CE and an Android-based smartphone; services to be provided to notetakers by smartphones have been developed as well. The implemented services dealt with managing contacts and composing messages – operations that normally require considerable interaction with a QWERTY keyboard. Favourable results of initial research on pilot implementation conducted among the blind indicate a need for further development of this concept.

I. INTRODUCTION

TOUCHSCREENS intended for the operation of graphical user interfaces are increasingly common in mobile devices and computers both used privately and made available to the public. Such solutions are hardly accessible to the blind: it is difficult for them to locate and select items visualised on the screen. Assistive technologies offered by mobile device manufacturers, such as Apple’s VoiceOver used in iOS-based devices or Google’s TalkBack and BrailleBack used in Android-based devices, do improve accessibility, but do not eliminate all the obstacles. One example of such barrier is the virtual QWERTY keyboard, where punctuation marks and other special characters are difficult to enter (it requires switching keyboard operation mode) and there is no point of reference like the bossed “J” key of a physical keyboard. Other examples include lack of haptic points on the screen (these would improve spatial orientation) and poor suitability of touchscreen gestures for the blind (they prefer gestures starting on the edge of the screen or in its close vicinity). The existing barriers create a need for research and new solutions that would improve the accessibility of touch interfaces. The concept of such solution presented in this article is based on two assumptions, tested positively for example in [3] and [4]:

- most of the tested blind smartphone users deem notetakers to be indispensable, especially for taking notes quickly;
- the use of a linear-sequential Braille interface by the blind, especially for entering text using a physical Braille keyboard, is much more efficient than the use of a virtual QWERTY or Braille keyboard.

Since, according to the research, smartphones and notetakers are indispensable in daily use for most of the blind, the main idea of the concept is to take advantage of the synergy obtained by functionally integrating devices of both types. This synergy results from combining their essential qualities: the efficient Braille interface of a notetaker and the advanced functions of smartphones and tablets. The use of a notetaker to improve touch interface accessibility gives more than just the possibility of using a physical Braille keyboard (which is accomplished by using BrailleBack app). Notetakers – computers operating under systems such as Windows CE – can provide programmable access to smartphone functions, which makes these functions available via the Braille interface. Besides, combined with a smartphone, a notetaker serves as a smart Braille keyboard with functions for efficient (quick, less error-burdened) text editing.

Advanced smartphone functions are made available through specific software that has been developed as part of concept implementation, operates under the Android system of a smartphone, and provides services for the notetaker. These services are called by specific software operated under system (Windows CE) of the notetaker and developed as part of the concept. The lowest level of integration includes communication software that runs on both devices and connects either the smartphone to the notetaker (for example for text editing) or the other way (in order to access the selected advanced smartphone function to use it as a remote service on the notetaker).
The pilot implementation of the concept involved a Samsung Galaxy S III smartphone and a Polish notetaker Kajetek SD, see [9]; it included access to contact management and message composing services as well as editing text functions (remotely serving by the smartphone, realized by a blind user on the notetaker). Results of pilot implementation tests conducted on 7 blind users with different Braille and technical experience indicate a need for further development of the concept. The testers confirmed that the initiative was heading in the right direction: for solving touch interface accessibility problems encountered by the blind. The presented considerations and research results consist the area of dissertation work of the co-author, Daniel Kocieliński.

II. RELATED WORK

The research is focused on overcoming the two greatest difficulties faced by the blind when using touchscreen-based mobile devices: enabling efficient navigation through graphical elements and their correct selection and developing a method for quick and correct text input. There are many different ways to interact with interfaces of touchscreen-based devices: a simple single tap, several simultaneous or successive taps, directional and scanning gestures as well as fixed and adaptive layouts of function fields comprising the screen.

However, software developers often neglect to adapt their methods to the needs of a blind user. Findings of Kane et al. presented in [1] point to differences in preferred gestures and ways of making them between sighted and blind users. Oliviera et al. demonstrated in [2] that the blind input text using different methods more or less efficiently depending on their personality traits and personal experience. D’Andrea found out that most of the tested blind students prefer using smartphones with Braille notetakers and value their Braille skills, especially for the possibility of taking notes, see [3]. Southern et al. in turn noticed lower erroneousness in case of entering text in Braille, using a physical or virtual keyboard, see [4] and [2]; according to [4], the use of a physical Braille keyboard is the most efficient method. Azenkot et al. confirmed these findings in [5] and [4], comparing the more efficient various Braille text input methods to entering text using a QWERTY keyboard and with the aid of Apple’s VoiceOver. The virtual QWERTY keyboard has been enhanced e.g. by Findlater et al. in [6], applying extensions available through specific user gestures. In [7] Costagliola and Capua suggest implementing into the virtual keyboard an additional menu displayed upon making certain gestures around a given character. In [8] Ruamviboonsuk et al. suggest entering numbers sightlessly (to enable quicker dialling), using specific multi-touch combinations. Improvements suggested in [6], [7] and [8] have not been tested by the blind nor designed for this group of users.

In [4] the authors suggest a fixed virtual Braille keyboard that would have 6 keys: 3 on the left and 3 on the right side of the screen, near its edges. [5] in turn suggests a dynamic virtual Braille keyboard appearing where 3 fingers of one hand or 6 fingers of two hands are placed.

III. INTEGRATION CONCEPT

The main idea behind the presented research is to provide blind users with intuitive, friendly access to the advanced functions of touchscreen-based devices (such as smartphones). As a mean of improving accessibility of smartphone and tablet (hereafter referred to as smartphones) functions we propose using Braille notetakers, which are common among the blind, and Bluetooth communication mechanisms for exchanging data between touchscreen-based devices (such as smartphones) and notetakers. The adopted concept assumes that establishing a wireless connection between the notetaker and a specific smartphone will allow the user to access its advanced functionalities (given by services of Android OS and installed apps) using the physical keyboard of the notetaker and its well-known, convenient Braille interface.

As opposed to the case of graphical smartphone interfaces, where users interact with applications by making touch gestures on items displayed on the screen, operation of notetakers is based mainly on Braille keystrokes and sequential-hierarchical access to functions. Preferred interaction methods, which speed up and facilitate blind users’ actions and are usually integrated in notetakers, include:

- function selection lists activated by pressing appropriate navigation keys,
- handy command menus available through hierarchical navigation or called using keystrokes,
- sets of Braille keystrokes that provide access to all the important notetaker functions at any time,
- editing functions that allow to enter text using six- and eight-dot Braille and navigation through the text quickly.

The aim of our research is to find ways of translating the graphical interface of touch-based devices (specially of smartphones) into a Braille interface that would include navigation and text input methods preferred by the blind. Our pilot work resulted in formulating basic assumptions concerning wireless operation of a smartphone with the Braille interface of a notetaker.

Such integration of the two environments – dedicated software of the notetaker and Android OS of the smartphone – allows a blind user to easily use such advanced functions of smartphones as speech recognition, cloud data (e.g. contacts) management, file sharing (e.g. Dropbox), web-based search engines, instant messaging, phonecalls or GSM and GPS navigation. Our concept makes it possible to use all the functions of a smartphone, as remote services, via a notetaker and eliminates the need for development aimed at implementing smartphone functions into notetakers. This way the blind would be able to use, conveniently, common touchscreen-based devices.

IV. METHODOLOGY

A. Implementation technology and test equipment

In order to test the concept we have developed pilot software consisting of two interacting modules: one running on an Android-based smartphone and one on a Kajetek SD
notetaker operated under Windows CE 5. Both modules support wireless Bluetooth connectivity and allow:
1) operating the smartphone with the physical keyboard of the Kajetek notetaker and
2) direct access to the advanced functions (as dedicated services) of the Android-based device.

The Android software has been implemented in Java, using Android API level 17, and tested on a Samsung Galaxy S III smartphone. During tests (navigation the contact list and input new contacts by virtual QWERTY keyboard) feedback was realised using text-to-speech, with the TalkBack screen reader.

The notetaker software is a C++ library that extends Kajetek application with support for a protocol used to communicate with the Android module. The communication protocol for the research has been developed as a sequence of XML query-response messages; the Bluetooth protocol serves as the transport layer.

B. Scope

During the research the basic concept assumptions have been tested by managing contacts using the remote interface between smartphone and notetaker. The pilot software allows the user to operate the smartphone’s contact services using braille interface of Kajetek. In this way he or she can quickly navigate through contact items using notetaker keystrokes. The following contact management services have been implemented, as the remote interface, for the Kajetek notetaker:
- browsing contact lists (using specific Braille keystrokes),
- reviewing details of selected contacts,
- adding new contacts (using the editing functions integrated in Kajetek software),
- deleting contacts.

To find an appropriate input method that provides fast text entry we also measured performance of different input methods. We considered three ways of composing messages to selected recipients: using a virtual QWERTY keyboard, a virtual Braille keyboard, and the editing functions of the notetaker. Practical tests of input speed have been conducted on a virtual QWERTY keyboard and on the physical keyboard of the Kajetek notetaker.

So, the test scenario included:
- navigating the contact list using the manufacturer’s contact management app and TalkBack screen reader,
- navigating the contact list remotely, using the Kajetek Braille interface and appropriate services on the smartphone,
- adding new contacts using the manufacturer’s contact management app and a virtual QWERTY keyboard,
- adding new contacts using Kajetek with its editing functions and the remote notetaker operation services on the smartphone.

C. Pilot test group

The tests have been conducted on a group of 7 users with different experience in the use of smartphones. Three of users are experienced in the use of smartphones: from a few weeks to a couple months; where one of the testers is an experienced iPhone and VoiceOver user. Next 3 of the users were able to use smartphone after training part of the tests. Seventh person said that touchscreen is too big challenge and gave up in tests on a virtual QWERTY keyboard of smartphone.

All testers know Braille well and are experienced in the practical use of Braille notetakers (5 of them are using Braille notetakers in daily work).

V. Results

The results of tests proved that:
- item selection (tested on a list with 100 items) by interface of Braille notetaker is 2-3 times quicker than the item selection by the standard app of Android system (approximately from 4 to 10 seconds when using notetaker, and from 11 to 28 seconds when using standard app);
- the use of the editing functions of a Braille notetaker is much more efficient than using a virtual QWERTY keyboard (the text input speed for the slowest and the fastest tester reached, respectively, from 11 to 38 characters per minute – CPM when using a QWERTY keyboard, and from 87 to 173 CPM when using a notetaker).

Feedback from the test group confirms that the existing accessibility mechanisms of the Android system (such as TalkBack and BrailleBack), especially the ones related to navigation based on the available gestures (e.g. implemented through TalkBack) and text input using a virtual QWERTY keyboard, are subject to significant limitations. The tests have proven that managing contacts with the interface of the Kajetek notetaker and its physical Braille keyboard is more efficient than doing so using the standard smartphone application for managing contacts combined with the TalkBack screen reader, gestures and the virtual QWERTY keyboard. Selecting desired contacts from the list using Kajetek is more efficient primarily because of lesser erroneousness of browsing actions; operating a touch interface requires greater manual precision. One of the testers suggested extending the list item selection functionality of Kajetek e.g. with a quick search function looking for the first few entered letters of a contact.

The received feedback also confirms that the existing smartphone accessibility mechanisms related to text input are insufficient. Message composing tests indicated a significant advantage of the physical Braille keyboard of a notetaker over a virtual QWERTY keyboard.

VI. Conclusions

The results of preliminary research on pilot implementation into the Android system, concerning functions like managing contacts and composing messages to selected recipients, confirm that the adopted concept of using interaction mechanisms for touchscreen-based devices and Braille notetakers is a promising direction for further research and give grounds for continuing works. Practical tests of pilot application have shown that the use of a notetaker to operate the interface of a smartphone is not only
a solution that improves a blind user’s work efficiency and convenience. The tests proved that quick navigation and editing functions of a Braille notetaker can be great solution for the blind users for example with a dysfunction of touch of sense. The research suggests new ways of solving the essential problem, which is the inaccessibility of new, advanced technologies to the blind. The main cause of this problem is that hardware manufacturers and software developers usually marginalise this group of users by providing (mostly behindhand) only accessibility tools (such as screen readers) that rather adapt methods of operating graphical touch interfaces than provide other, suitable ones. The proposed solution for improving the accessibility of touch interfaces is quite unusual compared to those currently provided in smartphones: it is based on using a Braille interface, smart notetaker mechanisms and a dedicated communication protocol for convenient operation of advanced mobile device functions and services. Results confirm that the our concept is a promising direction for further research and development towards a complete and efficient working environment of touch devices for the blind users.
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Abstract—Information protection is one of the most important issues in every domain, especially when we are talking about enterprises. Information safety can be translated into three key terms: integrity, availability and data protection. There is a great number of means used in order to achieve the three objectives simultaneously. The most popular is cryptography because it offers a lot of techniques which nowadays are impossible to fail. In this paper we want to prove their efficiency by comparing the different types of crypto algorithms and by presenting their weaknesses and strengths. In order to maximize the benefits of the crypto techniques, we propose a hybrid approach that combines three crypto algorithms.

I. INTRODUCTION

When we are talking about information security we refer to it as the mean we use to protect our information from unauthorized access, use, disclosure, disruption, modification, perusal, inspection, recording or destruction.

The main concepts that a security system has to respect are: confidentiality, integrity, availability and authentication. These concepts represent the information security goals and must be achieved by every security system that aims to be functional. Most security systems use cryptography because it offers various algorithms and techniques practically impossible to break because of their complexity. Cryptography, not only protects data from unauthorized access or alteration, but it can also be used for user authentication. There are three main types of cryptographic algorithms used to accomplish these goals: secret key (or symmetric) cryptography, public-key (or asymmetric) cryptography, and hash functions (Fig. 1).

In this paper, we will analyze these three ciphers: symmetric, asymmetric and hash function. After we present each of them with their strengths and weaknesses we will point out the main attacks that an efficient security system has to face in each case.

To conclude, we propose a hybrid approach of the presented cryptography techniques which combines them for taking benefits from all of their strengths and tries to reduce as much as possible the weakness of one technique with the advantages of the other, in the following manner:

- The original message’s message digest is digitally signed (the digital signature uses RSA algorithm)
- Symmetrical cipher is used to code the original message (AES algorithm). The secret key is obtained using a key generator and it is periodically changed.
- The private key used for symmetric cipher is coded using also RSA algorithm, but with different keys.
- The coded private key is attached to the encrypted message together with the digital signature.

These techniques will be incrementally introduced and combined into a unitary security system for small and medium enterprises. The purpose of this system is to face the vulnerabilities and threats these enterprises might encounter, by ensuring all the security components in the company’s information flow.

![Image of cryptography techniques]

**Fig. 1** The main three Cryptography Techniques [1]

II. THEORETICAL BACKGROUND

A. Symmetric cryptography

This kind of cryptography uses a single key for both encryption and decryption, and it is also called secret key cryptography (SKC) [1]. This technique works by the following principles:

1. The plaintext is encrypted with the key and the ciphertext is sent to the receiver
2. The receiver uses the same key to decrypt the ciphertext and recover the plaintext.

978-83-60810-53-8/$25.00 © 2013, IEEE
The key is a set of rules, and both the sender and the receiver must know the key in order to use the technique.

The most known secret key cryptography schemes are stream ciphers and block ciphers. The stream ciphers generate a sequence of bits used as a key called a keystream, and the encryption is accomplished by combining the keystream with the plaintext. This is usually done with the bitwise XOR operation. The keystream can be independent of the plaintext and ciphertext, in which case the stream cipher is synchronous, or it can depend on the data and its encryption, in which case the stream cipher is self-synchronizing. A block cipher transforms a fixed-length block of plaintext into a block of ciphertext of the same length. The same secret key is used for the decryption by applying the reverse transformation of the ciphertext block [2].

B. Asymmetric (Public Key) Cryptography (PKC)

This technique requires two types of keys: one to encrypt the plaintext and one to decrypt the ciphertext, and it doesn’t work without one or another. It is called asymmetric cryptography because it is used a pair of keys: one is the public key that can be advertised by the owner to whoever he wants, and the other one is the private key and it is known only by the owner. The most common public key algorithm is the RSA algorithm, used for key exchange, digital signatures, or encryption of small blocks of data. It uses a variable size key and a variable size encryption block. The security of the RSA algorithm is based on the factorization of very large numbers. Two prime numbers are generated by a special set of rules, and the product of these numbers is a very large number, from which it derives the key-set [3].

C. Hash Functions

A hash function offers a way of creating a fixed-size blocks of data by using entry data with variable length. It is also known as taking the digital fingerprint of the data, and the exit data are known as message digest or one-way encryption. If the data is modified after the hash function was generated, the second value of the hash function of the data will be different. Even the slightest alteration of the data like adding a comma into a text, will create huge differences between the hash values. The hash values solve the problem of the integrity of the messages. MD5 and SHA1 are algorithms for computing a fingerprint of a message or a data file. SHA-1 is described in the ANSI X9.30 standard and produces a 160-bit (20 byte) message digest. It is slower than MD5, but it has a larger digest size, which makes it stronger against brute force attacks. The advantage of MD5 is that it can be implemented faster, due to its 128 bit (16 byte) message digest [4].

III. Threats and Vulnerabilities

The main dangers an enterprise information system faces can be divided into:

- Threats – potential danger to information resources
- Vulnerabilities – weakness in application systems, network, business process or management procedures

The attacks that cryptography based security systems may suffer are divided into:

- Cyphertext-only - attempt to recover plaintext from encrypted text sent in the message.
- Known-plaintext - attempt to discover the key used when the analyst has access to the plaintext of the encrypted message.
- Chosen-plaintext same as Known-plaintext attack, but the analyst gets to choose the known plaintext.

A. Symmetric cryptography (secret key)

Although is the strongest technique that cannot be practically broken if we choose a proper complexity for the secret key, the symmetric crypto algorithms have to face a big threat in order to achieve its benefits: to safely transmit the secret key to the other part of the communication – where the decryption process is made.

Depending of the symmetric type of cipher, the usual attacks are as followed [5]:

- Block Cipher: shortcut attacks and brute force attacks. The shortcut attacks try to minimize the computational complexity required to find the correct key by exploiting the analytical and statistical characteristics of the algorithms. The most used shortcut attacks are differential cryptanalysis. The brute force attacks try one possible encryption key after another to obtain information on the correct key and/or the plaintext (For triple DES, both two-key and three-key triple DES has already been academically broken).
- Stream Cipher: its security depends on the pseudo-random number generator. If the pseudo-random numbers can be efficiently predicted from the past numbers, then the algorithm will be easily broken.

B. Asymmetric cryptography (public key)

The possible attacks on RSA are [6]:

- Searching the message space - if the message space is small, then the attacker could simply try to encrypt every possible message block, until a match is found with one of the ciphertext blocks. In practice this would be an insurmountable task because the block sizes are quite large.
- Guessing d - a known ciphertext attack (The attacker knows both the plaintext and ciphertext and he tries to find out the private part from the key)
- Cycle attack – it is the same as “Guessing d”, but the coded text it is encrypted repeatedly until the original text is obtained. This number of re-cycles will decrypt any ciphertext.
- Low exponent
- Factoring the Public Key – it is considered to be the most efficient attack

C. Hash function (one way cryptography)

In the hash function case, the main vulnerability is the high probability of collisions appearance. Collisions represent the cases when two different inputs, using the same
hash function, generate the same output and therefore can be easily exploited.

In February 2005, Wang, Yin, and Yu [7] published research results which concluded that SHA-1 collisions can be found with the computational complexity equivalent to $2^{69}$ hash function operations. In addition, Wang, Yao, and Yao claimed that SHA-1 collisions can be found with the computational complexity equivalent to $2^{63}$ hash function operations.

IV. RELATED WORKS

Nowadays, small and medium enterprises use different techniques in order to achieve information protection. Some of them are based on cryptography [8, 9], others on PKI [10, 11]. All these architectures ensure a certain level of security that could be sometimes too small for the threats and the vulnerabilities that they have to face.

We propose a hybrid approach that wants to offer a complex solution with the following characteristics:

- Unified system – all the crypto techniques are combined to solve each other’s threats and weaknesses
- Structured system – encapsulating different types of ciphers to maximize the efficiency

V. HYBRID ENCRYPTION SYSTEM

Data encryption is an important element of an organization’s response to security threats and regulatory mandates. The enterprises are facing the fact that while encryption is not difficult to achieve, managing the associated encryption keys across their lifecycle quickly becomes a problem that creates a new set of security vulnerabilities and risks. The administration of keys must itself have built-in protection against internal maliciousness.

Encryption resources such as keys, hash algorithms, certificates, and digital signatures are dynamic and fluid. They must be changed, cycled, or renewed regularly. Furthermore, they must be archived under time-based management so that they would be available for retrieving.

By combining different cryptography techniques, this approach offers a solution for various weaknesses that must be faced in a security crypto system including:

- Key encryption management: key generator, key storage, key transmission
- Computing time
- Ensure all the security goals: integrity, availability, authentication and confidentiality

This crypto security system ensures (Fig. 2):

- Data integrity – using hash function
- Authentication and authenticity – using digital signature (DSA – asymmetric cryptography)
- Data confidentiality – using AES (Advanced Encryption Standard – symmetric cryptography algorithm)

A. Digital signature

For digital signature we can use RSA algorithm or DSA algorithm. In RSA algorithm, the message digest (the message hash) is encrypted with the RSA private key. This encryption represents the signature and it is attached to the message. It is obvious that this approach is impractical because:

- The ciphertext signature is the same size as the corresponding plaintext, so the messages sizes are doubled, consuming large amounts of bandwidth and storage space.
- Public key encryption is slow and places heavy computational loads on computer processors, so network and computer performance can be significantly degraded.
- Encrypting the entire contents of information produces large amounts of ciphertext, which can be used for cryptanalysis attacks, especially plaintext attacks (where certain parts of the encrypted data, such as e-mail headers, are known beforehand to the attacker).

National Security Agency developed DSS (Digital Signature Security Standard) which defines Digital Signature Algorithm. This algorithm is similar to RSA, but it does not encrypt message digests with the private key/ decrypt the message digest with the public key. Instead, DSA uses mathematical functions to generate a digital signature composed of two 160-bit numbers that are derived from the message digest and the private key. DSA uses the public key to verify the signature, but the verification process is more complex than RSA. DSA requires the use of the SHA-1 message digest function to ensure strong digital signatures and because of that and of the verification process, RSA digital signature
process generally provides better overall performance. Besides that DSA it never used to encrypt the message (for example you cannot use DSA to transmit the secret key of a symmetric cryptography algorithm).

Taking in count all these factors we will use RSA digital signature together with a RSA key generator – an algorithm used to generate secure RSA private and public keys.

B. Hash function

We use MD5 as a hash function hash function because it is faster than SHA – 1. Although it is weaker than SHA -1, we consider that the computing time is an important aspect which has to be optimised as much as possible.

C. Rijndael AES – symmetric encryption

AES algorithm has the following steps:
- Key generation
- Message encryption/decryption
- Key transmission: key encryption/decryption

Key generation is made using a cryptographically secure pseudo random number generator. We chose PRNG1 core because it is secure in wireless communications, RFID, Smart cards, electronic financial transactions. The key management system also includes the necessity of secure servers used for the key archiving and storage under time-based management so that historic data availability is ensured.

Message encryption is made using the generated key and Rijndael AES (Advanced Encryption Standard) algorithm. We chose this technique because, according to NIST, it has better security and efficiency characteristics than DES. Rijndael was designed based on the following three criteria [13]:
- Resistance against all known attacks;
- Speed and code compactness on a wide range of platforms;
- Design simplicity

Message decryption is made by the receiver using the same secret key as the sender.

Key transmission includes:
- Secret key encryption using RSA private key (generated by the key generator)
- Attach to the sent message the encrypted secret key

For the secret key transmission, we chose the most usually algorithm RSA because the practise has proved the fact that this technique successfully faces all the threats.

VI. CONCLUSIONS

Today’s business environment is compliance-driven, competitive and increasingly fraught with from financially motivated hackers and frustrated employees. This creates a mounting demand for effective, practical, automated and risk-mitigating ways to manage keys throughout their lifecycle, so that only authorized users are granted access and the unauthorized user are thwarted. User and application access to these resources must be controlled, managed and audited so that authorized access is quick and reliable, all while preventing malicious attacks.

A strong crypto system together with a secure Key encryption management system can ensure all security goals. The combination of different cryptography algorithms provide a maximized efficiency, correcting or compensating each other’s weaknesses.
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Abstract—This article focuses on the performance evaluation of the response time for signalling through a home Internet Protocol based Multimedia Subsystem (IMS), separately for each of IMS core nodes (Proxy-Call Session Control Function, Interrogating-CSCF, Serving-CSCF and Home Subscriber Server) and then on the investigation of the trend-line functions and their equations to describe these delays for various measured intensity of signalling generated load by high-performance tool – IXLoad. In this article, we have found out the trend-line function of response times for each measured message. Thanks to the showed results, some performance parameters like delay in selected IMS core node and their behaviour can be predicted and evaluated.

I. INTRODUCTION

The current trends in telecommunication lead to the network convergence and to effort the greatest number of telecommunication services through one type of transport networks and for one multifunction terminals. Therefore in the past, the operators and vendors were looking for an IP-based connectivity concept allowing the convergence network technologies and opportunities for optimization at all levels of designed communication system. Nowadays, the IMS (IP Multimedia Subsystem) in role of the IP-based service control architecture represents the standard of fixed-mobile network convergence. However to this optimization, it is necessary to know exactly the behaviour of these systems for various real conditions. One of the possible ways how to determine the behaviour of the whole IMS subsystem or only some IMS nodes is the performance analysis either based on the mathematical modelling using queueing theory or performance benchmarking (see Section II of this article).

The methodology of IMS/NGN (Next Generation Networks) performance benchmarking is standardized by European Telecommunications Standards Institute (ETSI) in multipart deliverable that is divided into four separate parts [1]: Core Concepts, Subsystem Configurations and Benchmarks, Traffic Sets and Traffic Profiles, and Reference Load Network Quality parameters. The overall concept of IMS test-beds including the IMS benchmark information model, test parameters and benchmark metrics examples is defined in the first part of this technical standard. The SUT (System Under Test) configuration parameters, use-cases and scenarios with metrics and design objectives are presented in the second specification. In the third part, the traffic set, traffic-time profile and test procedures are defined. The reference load network quality parameters for use-cases defined in the second part of [1] are presented in the last part of this specification.

II. RELATED WORK

There are various research papers, documents or studies that describe the performance analysis of whole IMS. The OpenIMS Core project (in role of SUT) and IMS Bench SIPp project (in role of TS - Test System) are often used tools for the performance analysis of IMS subsystem. The related work concerning the performance evaluation of IMS networks can be divided into three main categories, the performance evaluation of maximum load [2]–[4], the performance evaluation of delays of SIP (Session Initiation Protocol) signalling [5] and evaluation of delays of IMS procedures like IMS registration or IMS session setup procedures [6]–[7].

In our previous works, we were mainly focused on the performance analysis using the IMS queuing network model [8] and on the performance evaluation of maximum load signalling over our laboratory IMS network [9] according to specification [1]. In [9], we investigated that the value of the maximum signalling load for these hardware and software configurations is 500cps for defined IHS threshold 0.025% and the HSS entity was the failure point of simulated IMS network. The same bottleneck was described in [3] for even lower values of load (during execution of registration procedures). The similar test-beds are described by others researchers in [2]–[4] and the results of maximum loads correspond to the results measured in our test-bed which is described in [9] and in this section. In [8], we presented the design of IMS mathematical model based on separated M/M/1 queuing system with feedbacks that consists of the same IMS entities, signalling and services as our laboratory IMS network. In this M/M/1 model, the new load balancing methods, that can be used for a selection of S-CSCF server during the registration procedures of subscribers, were designed and evaluated. The obtained results showed that the service latency of the whole IMS core subsystem can be optimized with the help of implemented methods into mathematical network model based on M/M/1 queuing system. However, the service times are not exponentially distributed in the real networks. Therefore, the main motivation of this article is targeted at the measurement of delays for each SIP and DIAMETER signalling of IMS core elements using the performance analysis of IMS core elements and standards [1]. Thanks to the obtained results, we will be able to simulate the behaviour of IMS nodes using M/G/1 queuing systems and
evaluate the designed methods for load balancing under more realistic network conditions.

III. IMS TEST-BED

The experimental topology of the test-bed (see Fig. 1) consisted of IMS core subsystem, VoD Application Server and Media Streaming Server with the same following hardware and software configurations: 4x Intel Core i5-2400S CPU @2.50 GHz with 644k L3 cache, 8 GM RAM (DIMM 1333 MHz), 82574L Intel Gigabit Network Connection, OS GNU/Linux (Debian distribution, AMD64 architecture, kernel v3.2), the software implementations of CSCF nodes are based on the SER (SIP Express Router) and the HSS based on FHooS (FOKUS HSS) server created by Fraunhofer FOKUS Institute.

The SIP load signalling of selected multimedia services (Video on Demand, Voice over IP and File transfer) with defined intensity (see \( \lambda \) in Fig. 1) of the Poisson arrival process is generated with the help of the high-performance IxLoad application (see TS in Fig. 1). Each of services consists of three phases: registration procedure with subscription, session establishment and termination procedures (only for registered subscribers), and de-registration procedure. The registration phase consists of the registrar and subscription transactions. The generated signalling flows are created with the help of the standardized document 3GPP TS 24.228.

We can define the test-bed architecture with the help of queuing theory that is often used to evaluate the performance parameters of whole networks or only some network nodes. In the Fig. 1, the IMS core nodes are shown as the M/G/1 queuing system. One of the most important performance parameters is the response time of system (see (eq. (1))). The mean value of this parameter can be calculated using the Pollaczek-Khinchine formula (known as P-K mean value formula [10]):

\[
\frac{T}{x} = 1 + \rho \cdot \frac{1 + C_h^2}{2 \cdot (1 - \rho)}
\]

Where the \( \rho = \frac{\lambda}{\mu} \), \( C_h^2 \) is the coefficient of service time variation and the parameter \( \bar{x} \) is the mean service time.

The way to calculate these values is following. In the case of P-CSCF server, the response time is always the time difference between the received and forwarded SIP messages. The response time of SIP signalling through S-CSCF server equals to the signalling through P-CSCF except the registration and de-registration procedures. In the case of these procedures, the response times of signalling through S-CSCF server are determined as the transactions between SIP and DIAMETER (DIAMETER uses TCP as its transport protocol). It means that the service times are determined as differences between the SIP request received from I-CSCF and DIAMETER request sent to HSS (sending time of DIAMETER MAR – receiving time of the first SIP REGISTER) or the DIAMETER answer received from HSS and SIP response sent to I-CSCF (sending time of SIP 401 - receiving time of DIAMETER MAA). The same way to determine the signalling response times is used for I-CSCF server. In the case of times for DIAMETER signalling through HSS database, the value is calculated as difference between the times of received DIAMETER request and sent DIAMETER answer.

IV. RESULTS AND ANALYSIS

The traffic of three advanced telecommunication services (Video on Demand, Voice over IP and File transfer using SIP/RTSP/MSRP and RTP/RTCP signalling) over IMS experimental network is evaluated for various load intensities separately (from 25cps to 500cps) for each of IMS core nodes (the P-CSCF, I-CSCF, S-CSCF and HSS) and for each of SIP or DIAMETER messages. The most important results are shown in Fig. 2 to Fig. 3(b) and Tab. I to Tab. IV. The maximum value of signalling load (500cps) for used hardware and software configurations was investigated in [9]. The SUT (whole IMS network) was very unstable for the load greater than 500cps. In Tab. I to Tab. IV, the trend-lines of response times for each message through selected IMS servers are shown only for messages with the measured service time greater than 1ms. This limitation, shown in all tables and figures, is the measurement accuracy. The measured messages are displayed in the first column of the shown tables, the formulas of trend-lines of the response time for defined range of signalling load are shown in the second column. The parameter \( x \) is the signalling load generated by IxLoad application in role of TS (see \( \lambda \) in Fig. 1). The delay calculation methodology has been described in the previous section of this article. The measured characteristics of the response times into arrival signalling load through SUT (see \( \lambda \) in Fig. 1) are shown in the Fig. 2–4.

The P-CSCF trend-lines of response times (see Tab. I and Fig. 2) are mostly defined with the exponential or logarithmic time complexity. Other measured SIP request or response times (SIP 180, SIP 200s for REGISTER, BYE, SUBSCRIBE, UPDATE and PRACK, SIP 401, PRACK and UPDATE) are set to 1ms (the measured times are less than 1ms). In the graphs (see Fig. 2), the mean values of measured times within the generated load (see \( \lambda \) in Fig.1) for SIP messages with response times greater than 1ms are shown. From these graphs, it can be seen that the ACK and 200 for INVITE messages have the

![Fig. 1. The test-bed architecture as the queuing system network with feedbacks.](image-url)
highest response times. However, the SIP Session in Progress and SIP INVITE messages have the greatest increase of the response time within the analysed interval.

The I-CSCF server is the next evaluated IMS node (see Tab. II and Fig. 3(a)). In our test-bed of a home IMS network, this server is active only during the registration or de-registration procedures. Only the SIP 401 response has different time complexity (it has the constant complexity, the measured times are less than 1 ms) than other SIP messages. The SIP REGISTER \(\rightarrow\) DIAMETER UAR processing has the shortest rise of measured response times (see Fig. 3(a)).

The last node, which was evaluated within the CSCF core, is the S-CSCF server (see Tab. III). This IMS node presents the central node of the whole IMS network and therefore it can be expected that this node has the greatest response times (see Fig. 4). Actually, there are two interesting facts in this obtained results. First, the highest values of response time are associated with the SIP responses (SIP 200 for REGISTER or SIP 401) created by S-CSCF node during the registration or de-registration procedures when the DIAMETER answers (MAA or SAA) are received from the HSS node. The second interesting result is that the SIP ACK and SIP 200 for INVITE messages have the highest response time of all SIP messages forwarded by this server. The similar result was measured also in the case of the forwarding this SIP message by P-CSCF node. The measured values of other request or response times (for SIP 180, 183, SIP 200s for BYE, UPDATE and PRACK, SIP PRACK and UPDATE) are not showed in Tab. III because the measured values are less than 1 ms.

The last measured node of IMS network is the HSS database (see Tab. IV or Fig. 3(b)). In our test-bed, the database server is active only during registration and de-registration procedures. It can be seen that the response time of all measured DIAMETER requests/answers has the logarithmic time complexity with relatively low difference between the value of minimum load and the value of maximum load.

In our case, the tested IMS core subsystem is in the role of a home IMS network. The signalling goes through each of evaluated IMS core server (see Fig. 1) only the case of the de-registration procedures. The delay of IMS core, which is calculated as formula (2), consist of IMS core element delays and transport delay through network infrastructure.

\[
D = \sum D_P + \sum D_I + \sum D_H + \sum D_S + \sum D_T \quad (2)
\]

### Table II. The functions of service times for messages through the I-CSCF

<table>
<thead>
<tr>
<th>SIP and DIAMETER requests and responses</th>
<th>The trend-line function</th>
</tr>
</thead>
</table>
| SIP 200 for REGISTER                  | \( f(x) = \left\{\begin{array}{ll}
1 ms & \text{if } x < 100\text{cps} \\
2 ms & \text{if } x > 375\text{cps}
\end{array}\right. \) |
| SIP REGISTER \(\rightarrow\) DIAMETER UAR | \( f(x) = (6.146x - 11) + x^{(2.956)} + 0.0009 \) |
| DIAMETER UAA \(\rightarrow\) SIP REGISTER | \( f(x) = \left\{\begin{array}{ll}
1 ms & \text{if } x < 125\text{cps} \\
2 ms & \text{if } x > 375\text{cps}
\end{array}\right. \) |

### Table III. The functions of response times for messages through the S-CSCF

<table>
<thead>
<tr>
<th>SIP and DIAMETER requests and responses</th>
<th>The trend-line function</th>
</tr>
</thead>
</table>
| SIP REGISTER \(\rightarrow\) DIAMETER MAR | \( f(x) = \left\{\begin{array}{ll}
1 ms & \text{if } x < 75\text{cps} \\
2 ms & \text{if } x > 450\text{cps}
\end{array}\right. \) |
| DIAMETER MAA \(\rightarrow\) SIP 401 | \( f(x) = (0.0016) + x^{(0.0056)} - 0.0341 \) |
| SIP REGISTER \(\rightarrow\) DIAMETER SAR | \( f(x) = (0.0013) + exp(0.0032x) \) |
| DIAMETER SAA \(\rightarrow\) SIP 200 for REGISTER | \( f(x) = (0.0042) + exp(0.0038x) + x \) |
| SIP INVITE | \( f(x) = (4.528e - 12) + x^{(3.528)} \) |
| SIP ACK | \( f(x) = (-115.9) + x^{(-1.717)} - 0.5348 \) |
| SIP BYE | \( f(x) = (-1.145 - 10) + x^{(2.868)} - 0.0009 \) |
| SIP 200 for INVITE | \( f(x) = (-277.9) + x^{(-1.952)} + 0.536 \) |

### Table IV. The functions of response times for messages through the HSS

<table>
<thead>
<tr>
<th>DIAMETER Command-Codes</th>
<th>The trend-line function</th>
</tr>
</thead>
<tbody>
<tr>
<td>300 (UA{R, A})</td>
<td>( f(x) = (-1.293) + x^{(1.392)} + 0.004 )</td>
</tr>
<tr>
<td>301 (SA{R, A})</td>
<td>( f(x) = (-0.046) + x^{(-0.066)} + 0.008 )</td>
</tr>
</tbody>
</table>
| 303 (MA{R, A}) | \( f(x) = \left\{\begin{array}{ll}
1 ms & \text{if } x < 100\text{cps} \\
2 ms & \text{if } x \geq 100\text{cps}
\end{array}\right. \) |
Where $\sum D_P$, $\sum D_I$, $\sum D_S$ and $\sum D_H$ are the investigated times that the messages spent in CSCFs and HSS and $\sum D_T$ is the time the messages spend within the network infrastructure. Each of core node delays is composed from the queueing and processing delays defined in [7]. The values of $\sum D_I$ and $\sum D_H$ are greater than zero if the signalling is from the registration or de-registration procedures, else the values are equal to zero. The theorem is valid for the home IMS network simulated in this paper.

The successful registration procedure (see eq. (3)) is influenced by three delay parts, thereof two delays are influenced by time the signalling spent in SUT (the tested IMS core) and the response times of TS (IxLoad application).

$$D_{REG} = \sum_{SUT} \frac{D_{(REG1\rightarrow401)}}{\text{SUT}} + \sum_{TS} \frac{D_{(401\rightarrow REG2)}}{\text{TS}} + \sum_{SUT} \frac{D_{(REG2\rightarrow200)}}{\text{SUT}}$$

We do not tie the effect of $\sum D_{(401\rightarrow REG2)}$ and transmission delay in the following equations. The first of SUT delay is shown in eq. (4). We can define the second one based on assumptions from the first SUT delay.

$$\sum D_{(REG1\rightarrow401)} = D_{(REG1\rightarrow REG1)} + D_{(401\rightarrow401)} + \frac{D_{(REG1\rightarrow UAR)}}{\text{P}} + D_{(UAA\rightarrow REG1)} + D_{(401\rightarrow401)} + \frac{D_{(UAR\rightarrow UAA)}}{\text{H}} + \frac{D_{(MAR\rightarrow MAA)}}{\text{S}} + D_{(REG1\rightarrow MAR)} + D_{(MAA\rightarrow401)}$$

If we neglect the effects of lower signalling delays and the impact of delays outside IMS core elements (see eq. (2)–(4)) then we can define for conditions of our test-bed the delay of successful registration procedures as:

$$D_{REG} \approx D_{(MAA\rightarrow401)} + D_{(SAA\rightarrow200)}$$

The percentage ratio of derived $D_{REG}$ (see eq. (5)) is 94.4% of measured $D_{REG}$ (see Fig. 2–Fig. 4). From the characteristics and eq. (5), it can be seen that the delay of IMS procedures is mainly influenced by measured delays of S-CSCF server that is in role of IMS networks as IMS central core element.

V. CONCLUSION

This paper deals with the evaluation of response times for signalling through the experimental IMS core subsystem, separately for each IMS core node and message, and for various values of network load. Three advanced telecommunication services were generated by the high-performance IxLoad application. All selected IMS core nodes were situated in the servers with the same hardware configurations.

From the showed characteristics (see Fig. 2–Fig. 4), it can be seen that the central node of the whole IMS network (the S-CSCF server) has the highest values of response time and its influence on delays of signalling through whole home IMS network from eq. (5). Based on assumption from eq. (2)–(5), we can obtain the similar results for other tested IMS procedures like session establishment and that the S-CSCF server has the highest impact on delay of signalling within a home IMS network. However, the influence of S-CSCF server is not very high in the case of session termination procedure. Therefore, our future work will focus on the problem how to optimize the latency of the whole IMS network e.g. during registration procedures using load-balancing of S-CSCF servers.

Also, we have found out the trend-lines with the correlation (the lowest R-squared index was approximately 0.95, the most commonly value of R-squared was 0.98) that are described by the help of the exponential or logarithmic functions for each evaluated message and IMS core node. In the case of HSS node, only logarithmic function is used to define trend-lines of DIAMETER signalling. This functions could be used to predict the delay either in the node of IMS network or within the whole IMS network.
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Abstract—In this paper we shall present a serial driver chip creation on FPGA. We created this serial driver chip for the RS-232 interface and we programmed it to 115200 baud rate to be able to communicate with the Lynxmotion AL5 type robotic arms. This serial driver chip was made for bidirectional communication to be able to send and receive SCPI (Standard Commands for Programmable Instruments) commands on the serial interface. If we create the layout of this chip we can create our own ASIC (Application-Specific Integrated Circuit) and this way we shall have a standalone chip which can control a robotic arm.

I. INTRODUCTION

This paper presents the creation of the serial driver chip. Serial driver chip is very useful in controlling many measuring equipments, power supplies, industrial test systems and even robotic arms. No too many types of equipment have USB interface or if they have they have only USB connector, but they still emulate the COM port. This means that the serial interface is still widely used in the industry, even though it’s speed it’s not the highest. Basically we had to create the UART diver chip ad after it to connect whatever connector to we wish to connect DB9 or DB25, depending on what kind of robotic arm do we wish to control. In our case the Pmod (Peripheral Module) connected to our FPGA board had DB9 connector which was perfect for the Lynxmotion AL5 type robotic arm, but for the Scorbot ER-III robotic arm we needed DB25 connector which we solved with a serial converter from DB9 to DB25.

We can control robotic arms with a PC, but if we have an embedded solution is always better, because it’s more portable, and consumes less power. If we find an embedded solution that is implemented in hardware, it’s even better, because we shall have no issues regarding to propagation times and we don’t have problems like in software or issues like the system can freeze.

II. PROBLEM FORMULATION

We had a Lynxmotion AL5 type robotic arm (Fig. 1) and a Scorbot ER-III robotic arm (Fig. 2).

We had also more FPGA boards one NEXYS 2 board (Fig. 3) with Spartan-3E FPGA and one ATLYS board (Fig. 4) with Spartan-6 FPGA + and Pmod RS232 (Fig 5).

Fig. 1 Lynxmotion AL5A robotic arm
Fig. 2 Scorbot ER-III robotic arm
Fig. 3 NEXYS 2 FPGA board with Spartan-3E FPGA
Fig. 4 ATLYS FPGA board with Spartan-6 FPGA
Fig. 5 Pmod RS232 for the ATLYS board
We had all the hardware, but we needed to create the serial driver to make the communication and to control the robotic arms. For the ATLYS FPGA board we needed to use the Pmod RS232, because the board has only micro USB connector to its UART interface and that not the best solution, because it needs software driver to emulate the serial port on USB and the connector is not suitable for us too, because we need not micro USB, but DB9 or DB25. The USB UART is OK just when the PC is the master and the FPGA board is the slave, because on the PC we can easily install the USB to serial converter driver. In our case the FPGA board is the master and the robotic arm’s servo controller is the slave, this way is really hard to impellent a software driver for the serial to USB converter chip. In our case the standard serial port with DB9 connector is the best solution, this way we had to use a Pmod for the ATLYS board.

III. PROBLEM SOLUTION

A. Theoretical Background

The SCPI (Standard Commands for Programmable Instruments) for controlling the robotic arm will be presented next, these commands are sent on the serial driver chip and with these commands the robotic arm is moved.

```plaintext
// SSC-32 VERSION
\r\rVER\r

// INITIALIZE MOTORS
QPLO\rQP0\r
QP1\r
QP2\r
...\r
QP31\r

// ALL SERVOS 1500
#0P1500S0\r#1P1500S0\r#2P1500S0\r#3P1500S0\r#4P1500S0\r#5P1500S0\r

// GRIPPER
#4P1500S1000\r

// WRIST ROTATE
#5P1500S1000\r

// WRIST TILT
#3P1500S1000\r

// ELBOW
#2P1500S1000\r

// SHOULDER
#1P1500S1000\r

// BASE
#0P1500S1000\r
```

Somehow from these commands we managed to create some formulas too, to know the correspondence between the angles and robotic commands.

To know exactly the angles we can simply calculate with equation (1).

$$\alpha = \frac{\Delta \omega}{180^\circ - 0^\circ} = \frac{2500 - 500}{180^\circ - 0^\circ} = 11, (1) \text{ robotic values}$$

This means the following shown in equation (2).

$$1^\circ \sim 11, (1) \text{ robotic values} \quad (2)$$

The block diagram of the experimental setup with the ATLYS board and the Pmod RS232 is shown on Fig. 6. The block diagram of the experimental setup with the NEXYS 2 board is shown on Fig. 7.
B. Circuit Diagrams

These circuit diagrams were created from VHDL code in Xilinx ISE. These circuits are what we have inside the serial driver chip.

On Fig. 8 we can see the bidirectional serial driver chip, which has both the transmit (TXD) and receive (RXD) ports.

On Fig. 9 we can see the UART chip which we included in the bidirectional serial driver chip, this chip is actually the serial protocol.

Fig. 8 The bidirectional serial driver chip structure with transmit (TXD) and receive (RXD) functions

Fig. 9 The UART chip which is included in the bidirectional serial driver chip

On Fig. 10 we can see the circuit structure inside the bidirectional serial drive chip.

On Fig. 11 we can see the circuit structure inside the UART chip.

Fig. 10 The bidirectional serial driver chip’s circuit (inside the bidirectional serial driver chip)
IV. CONCLUSION

As we can see, we have created a serial driver chip which can control measuring equipments, power supplies, industrial equipments and even robotic arms.

With this chip we can control any equipment which has an RS-232 serial interface; the only change is that we have to load the specific SCPI commands for the specific equipment we want to control.

We created only in FPGA in two platforms on NEXYS 2 board with Spartan-3E and on ATLYS board with Spartan-6 + Pmod RS232.

After this we plan to convert the FPGA code in Verilog code and with the Mentor Graphics tools to create the chip’s layout. After this we can send it to the production to create the silicon die, we shall do the packaging and with this we shall have our own serial driver ASIC.

This ASIC can be than put on a PCB (Printed Circuit Board) with a DB9 connector and some electronic components and we shall have an embedded control board for almost any equipment which has serial port or even a control board for the robotic arms. The only task is to load in a ROM memory the specific SCPI commands for each equipment which needs to be controlled.
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Abstract—In this paper an extension for multi-stroke character recognition of FUzy BAsed handwritten character Recognition (FUBAR) algorithm will be presented. First the basic concept of a single-stroke version will be overviewed; in the second part of the paper the new version of the algorithm with multi-stroke symbol support will be introduced, which deploy the same algorithm overviewed in the first part and use flat and hierarchical rule bases.

I. INTRODUCTION

LaOMIA defined the user acceptance threshold in 97% [1], however most multi-stroke character recognition methods known from the literature that are applicable for 26 symbols are well below, on the other hand with a strict set of symbols (16 gestures) the $N recognizer reached 96.7% [2]. Despite the high accuracy these methods are not always usable for on-line (real-time) handwriting recognition as a result of their high computational complexity and processing time. It is very important to find a recognition engine, which is able to process the input strokes in a short period even on devices with limited resources such as tablets.

In this paper we present a new attempt to recognize multi-stroke letters (26 symbols) with rather good recognition rate (however definitely below LaOMia's 97% threshold). As the starting point the FUBAR algorithm that was very successful for single-strokes will be used, with modifications towards multi-stroke symbols (up to 3 strokes).

After the introduction in this paper the basic steps of the single-stroke FUBAR (Fuzzy Based Recognition) algorithm [3] will be overviewed. In Section 3 the results of the new method with the capability of recognizing multi-stroke symbols are presented. In Section 4 the average recognition rates are analyzed, for the case of the same multi-stroke recognition method with a hierarchical rule-base. In Section 5 the results of the new algorithms and other known recognition algorithms are compared.

II. THE SINGLE-STROKE FUZZY BASED RECOGNITION METHOD

A. Algorithm Properties and Features

During the design of the algorithm the most important goal was to create a recognition engine which is able to process the input strokes with at least the same accuracy of other already published recognition methods, while taking less computational time. Most of the methods published in literature are using geometrical transformations, like rotation and trapezoid correction are complex and resource consuming; to reduce the complexity of the recognition method the use of such transformations was ruled out. The designed recognition method is online, which means that it uses digital ink information to represent the strokes. The alphabet used there is based on a slightly modified version of the Palm’s Graffity single-stroke symbol set [4].

B. Input Processing

The method collects the positions of the digital pen used during the writing process; the strokes are stored in a time ordered list of two-dimensional coordinates. To provide a better input for the next phases of the processing, the input stroke should be re-sampled to provide a low-level anti-aliasing (noise reduction) and provide almost equal distance between the sampled points.

Details of the input processing phase are overviewed in [3, 5].

C. Parameter Extraction

The algorithm uses two kinds of parameters to recognize symbols; the first is the width/height ratio of the stroke while the second type is formed by the average numbers of stroke points in the rows and columns of the fuzzy grid drawn around the stroke. The fuzzy grid approach was introduced in details in [3], in order to handle italics and thus replace the stroke rotation phase used by other methods. The rows and columns of the grids are represented by fuzzy sets [6], which allow a point to belong to two different rows or columns at the same time.

D. Inference

The parameters extracted from a collection of 60 single-stroke character samples were used to determine the rule base for the fuzzy system.

Each symbol in the used alphabet is described by a single rule. The antecedents of the rule are the previously collected parameters and the consequent part represents the degree of matching.

For inference a discrete Takagi-Sugeno method [7] with standard t-norms was used. The algorithm returns with the symbol assigned to the best matching rule.
The detailed description of the single-stroke algorithm and inference can be found in [3, 5].

III. MULTI-STROKE SYMBOL SUPPORT

In this paper, the results of a new Fuzzy-Based Recognition Engine (FUBAR) family member are presented. This new method is able to process multi-stroke symbols. The method handles each symbol as one non-continuous stroke with "empty" spaces between the sampled points.

The samples were collected from 10 male and 10 female Hungarian participants in the age group 18 to 40. Each subject has provided 20 samples for each 26 multi-stroke symbol. The etalon writing style for the symbols was determined by pre-collecting samples for the most widely used symbol types in the local area for the 26 letters of the English alphabet.

Symbols with obvious errors were identified and removed from the collection and the number of samples per symbol was limited to 180 for a better comparison with the single-stroke system, in which there is the same number of (different) samples was used during the tests in [8, 9, 10].

A similar method was used for data collection as overviewed in [8, 9, 10] with a modification to transform multiple strokes into a single one. This approach gives the capability to the algorithm to process multi-stroke input.

After this step the joint stroke is re-sampled to ensure almost equal distance between the neighbor points.

Each normal trapezoidal fuzzy set describing the stroke parameters in the antecedent part of the rules was constructed according to the statistical process of the parameters extracted from the first 60 samples for each symbol. Each letter is represented by one rule, where the input parameters are collected from a fuzzy grid drawn around the multi-stroke symbol. The analyzed stroke parameters are the width/height ratio and the average number of points in the rows and columns of the fuzzy grid drawn around the stroke (described in previous section); the details of the feature extraction method are the same as in [3, 5].

The same method was used for data collection as overviewed in [3, 5, 8]. The output parameters of the rules are representing the degree of matching between the parameters of the processed input stroke and the information stored in the rules for the described letter.

For the inference a discrete Takagi-Sugeno method was used with standard t-norm (Zadeh t-norm), which returns the symbol assigned to the rule with the highest matching value for the input stroke.

The average recognition rates for the symbols and for the complete alphabet were calculated for the method by the results for 120 samples from the sample set using different fuzzy grid sizes. These are the same conditions as overviewed in [8, 9, 10].

Similar single-stroke method was used for data collection as described in [3, 5], which may give a better environment to compare the results.

The best result for the multi-stroke alphabet was achieved by the algorithm using a 3x4 fuzzy grid; the letter-wise average recognition rates are listed and compared with the results of the similar single-stroke method with various modifications in Table I.

As shown in Table I, the accuracy of the system for the multi-stroke alphabet is 93.4% which is 6.03% and 5.42% less than the results of the single-stroke method (using 6x6 and 6x4 fuzzy grid).

The results have been analyzed in depth including the search for the reason of the false results. Each recognition process that has returned with false result could be traced back to the fuzzy sets describing the rule antecedents. It means there were no false-positive results caused by the overlapping sets of different parameters; and the accuracy might be increased by redefining the rule base.

IV. HIERARCHICAL RULE-BASE FOR MULTI-STROKE ALPHABET

There are many papers dealing with the use of hierarchical rule bases in fuzzy systems in different areas [11, 12, 13]. A previous work presents the results of the single-stroke method using hierarchical rule base. The details of building the hierarchical rule structure by rule input parameters for single-stroke alphabet were presented in [10].

In the modified system with multi-stroke capability the numbers of strokes were used to determine the meta-level of rules, selecting the group of rules consisting of the given number of strokes. During the tests the same data were used as in the previous section.

This method processes only the selected rules, this way the number of evaluated rules is reduced. The average recognition rates for multi-stroke and single-stroke systems are presented in Table I.

The accuracy of the system for multi-stroke alphabet is the same with flat and hierarchical rule bases. It can be explained by the results presented in the previous section in which it has been stated that there were no false-positive results and all the mistakes were caused by the limited rule base and not by an overlap of the different symbols.

V. CONCLUSIONS AND FUTURE WORK

It was shown that, after the modification, the system was able to recognize multi-stroke alphabets with 93.4% average recognition rate. The results indicate that the accuracy might be further increased by a redefinition of the initial rule base. Finally in this work a similar method with multi-stroke alphabet support using hierarchical rule base was presented. The topology of the hierarchy was built based on the number of the used strokes. The modified system reached the same accuracy as the original one with flat rule base, but the computational cost of the recognition process was considerably reduced by the limited number of rules to evaluate.

The results of the previously introduced altered FUBAR methods are shown and compared to other commercial and academic methods in Fig. 1.

As you may see in Fig. 1 the recognition rates of FUBAR for single-stroke alphabet are higher than other systems.
### Table I. Average Recognition Rates of the Algorithm for Single-Stroke and Multi-Stroke Alphabets

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Average Recognition Rates of FUBAR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single-Stroke FUBAR with 6x6 fuzzy grid</td>
</tr>
<tr>
<td>A</td>
<td>100</td>
</tr>
<tr>
<td>B</td>
<td>95.555</td>
</tr>
<tr>
<td>C</td>
<td>99.4444</td>
</tr>
<tr>
<td>D</td>
<td>98.3333</td>
</tr>
<tr>
<td>E</td>
<td>99.4444</td>
</tr>
<tr>
<td>F</td>
<td>100</td>
</tr>
<tr>
<td>G</td>
<td>100</td>
</tr>
<tr>
<td>H</td>
<td>100</td>
</tr>
<tr>
<td>I</td>
<td>97.7777</td>
</tr>
<tr>
<td>J</td>
<td>100</td>
</tr>
<tr>
<td>K</td>
<td>100</td>
</tr>
<tr>
<td>L</td>
<td>100</td>
</tr>
<tr>
<td>M</td>
<td>100</td>
</tr>
<tr>
<td>N</td>
<td>100</td>
</tr>
<tr>
<td>O</td>
<td>97.7777</td>
</tr>
<tr>
<td>P</td>
<td>100</td>
</tr>
<tr>
<td>Q</td>
<td>98.8888</td>
</tr>
<tr>
<td>R</td>
<td>98.3333</td>
</tr>
<tr>
<td>S</td>
<td>100</td>
</tr>
<tr>
<td>T</td>
<td>100</td>
</tr>
<tr>
<td>U</td>
<td>100</td>
</tr>
<tr>
<td>V</td>
<td>100</td>
</tr>
<tr>
<td>W</td>
<td>100</td>
</tr>
<tr>
<td>X</td>
<td>99.4444</td>
</tr>
<tr>
<td>Y</td>
<td>100</td>
</tr>
<tr>
<td>Z</td>
<td>100</td>
</tr>
<tr>
<td>Average</td>
<td>99.4231</td>
</tr>
</tbody>
</table>

**Fig. 1** Average recognition rates of various recognition engines (multi-stroke engines on the left, single-stroke engines on the right)
The $1 recognition method reached 97% average accuracy for only 16 different symbols [14], while the single-stroke version of the designed system reached over 99% recognition rate for 26 different symbols. Another advantage of the new algorithm is the computational cost of the recognition, which is linear in each phase.

Fleetwood et al. showed that users could reach only 91% average recognition rate with the original Graffiti recognition method [15], which is less than the accuracy of the presented system. The Graffiti alphabet contains 26 different English letters and other control symbols.

The average recognition rate of the modified Palm Graffiti with limited multi-stroke support (known as Graffiti 2) was studied by Költringer and Grechenig in [16]. The method reached only 86.03% accuracy. Both the single-stroke and multi-stroke versions of FUBAR performed well over the results of Graffiti 2.

The $N$ recognizer [2] (the multi-stroke version of the $\S$ method mentioned above) achieved 96.7% average recognition rate for 16 different symbols.

It is important to highlight the fact, that the computational complexity of the proposed recognition engine is linear, while most of the commercial and academic systems have a quadratic or higher computational complexity. This means that, other systems need much more time to compute the results even if the alphabet is extended by one symbol. The computational cost of FUBAR method increases however only linearly.

Currently we are working on a new method to build the initial rule base for the system, which may increase the recognition rate of the algorithm.

Another extension for the method is under development, in which the output rules are presented by discrete type-2 fuzzy sets. The preliminary results of the test are showing that the recognition rate can be increased by the mentioned modification without a significant increase of the computational cost.

In the future we intend to investigate an extension of the present algorithm, where the possibility of applying two or more rules representing a single character will be considered.
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Abstract—This paper describes a system for recognition of objects in traffic scene from multiple moving vehicles. The system is based on query and image processing. It allows image recognition along with a spatial relation. A user or a machine makes a query in which description of searched objects are defined. Then the query is sent to vehicles in order to process in real-time. If any vehicle recognizes object of interest given by the query, the answer is returned to query author.

I. INTRODUCTION

At the present time VANET (Vehicular Ad hoc NETwork) is considered as one of the most important technologies in ITS (intelligent traffic systems) [1][2]. It refers to an ad-hoc network in which vehicles communicate each other or with the infrastructure. Nowadays this is a promising research area, in which many researchers and vehicle manufacturers have proposed and developed many applications expected to improve traffic safety or increase comfort of users.

In this paper we propose one of the applications focused on image processing. It allows recognition of objects in traffic scene using a camera placed in a vehicle. It proposes a novel approach based on a query processing in which a user or a machine is able to make a complex query whereby objects are detected and recognized.

II. SIMILAR WORKS

VANET networks are prospective future of the automotive industry, as it provides tremendous opportunities in terms of improving safety or comfort for users. In the field of image processing and analysis, many applications have been proposed such as a vision-based active safety system for driver assistance in intersection scenarios [3]. See-Through System [4] in case of passing large vehicles and vehicles with darkened rear windscreen, which are difficult to see through and make the situation before them unpredictable. Another example is a system for locating wanted vehicles [5] based on license plate recognition and also a surveillance system proposed by Badura [6].

All applications, however, are problem specific. They solve a particular problem of exactly defined area for which they were designed. Our research has not yet identified any existing solution that would be able to search for general information – the objects contained in the image on the request.

Although many methods for real-time detection and recognition of objects have been developed using MPEG-7, QBIC / CBIR systems, we have to point out that generic object detection and recognition system suitable to be used in VANET is missing. Thus we are proposing a solution for detection of traffic objects and also general objects appeared in traffic scene visible from vehicle.

Fig. 1 Outline of the proposed query system

III. THE QUERY SYSTEM

The idea of the proposed system is very simple. It consists of following steps:

1. Query definition – a query is created manually by a person or automatically by an application. In a query an object of interest is defined, as well as required output and processing length.
2. Query sending to vehicles – a query is sent to one or more vehicles (query processing) according to defined target area in which the image is supposed to be processed (the area is defined, for example, using IP broadcast or geocast).
3. Query processing and output return – since a requested object can appear sporadically, the image captured by a camera could be processed periodically until a condition is met. Thus the length of processing can be limited either by certain time (e.g. 15 minutes), by
event (e.g. after required object was found, an engine of a vehicle was turned off) or by geographical range in space (spatial definition specified by GPS location). The basic principle is also shown in Fig. 1.

A. Image Objects

The base of the system is image object, which constitutes either a real object or segmented part in an image. In order to recognize real objects we performed dozens of test drives in surroundings of Žilina city (Slovakia). We have identified some important objects, which could be recognized in the system:

- Sky (sun, clouds, weather condition)
- Mountains
- Roads (traffic lane, sidewalk) and intersections
- Horizontal traffic signs
- Vertical traffic signs
- Traffic lights
- Texts
- Vehicles
- People
- Animals
- Buildings and poles
- Trees, bushes
- Lakes, rivers
- Objects moving in the air (flying objects)

In order to recognize unknown objects, we define the so-called general object which is composed of a model consisting of set of templates with a description. This model will be directly incorporated into query so it will be possible to refer to it and be used in querying.

After analysis we suggest that the general object model would contain following parts:

- Unique model identifier should be included in order to refer to it in a query.
- Object characteristics – deformability, motionlessness, size etc.
- Views of model are expressed either in form of a set of source images, features or in the form of model with value parameters of a machine learning algorithm. In order to recognize an object, source images would represent the object from different viewpoints (especially if the object is not symmetric) and also capture its various visual aspects in case of deformability and especially in such positions it can frequently be seen.
- Described parts of the model which make up the model (e.g. in case of vehicle if there is a view of rear part of it, we can see a trunk, right and left light, part of right and left wheel etc.). Parts are defined for every viewpoint and will have certain position in order to refer to them in querying and e.g. to find out if they are visible or if they are in relation with other objects.

A general object can be expressed for example by using templates of still images, SIFT (Scale Invariant Feature Transform), ANN (Artificial Neural Network), or other state-of-the-art methods. Thus a general object could be represented by defining the source data such as images, descriptors, or weights as required by chosen method.

B. Querying Image Objects

We can look at querying image objects as a complex task which can be decomposed into simpler tasks and their interconnections (Fig. 2). Thanks to these interconnections the sets of image objects will pass in left-to-right direction in order to process these sets in elementary tasks.

![Query as complex task](image)

Fig. 2 Query as complex task composed of N elementary tasks

When we get to the last elementary task N, it depends on its output what happens next (Fig. 3). If the output is non-empty set, the answer will be sent in form which is defined at the end of the query. Otherwise, it depends on definition of the query whether the requirement is to be re-processed or terminated and if it terminates whether to send an answer. This behavior was chosen for a reason that it is very often necessary to search for an object in an image which is likely not to be present there. Therefore we need cyclic query processing until the answer (non-empty set) is obtained. Actually, an empty set will represent insufficient output (i.e. required object is not found).

![The proposed system of processing a query as complex task](image)

Fig. 3 The proposed system of processing a query as complex task

Processing of an image query therefore means executing of elementary tasks involved in sequentially concatenating sequence. Elementary task represents any basic operation with the image, which can be in a form of detection, localization or classification of objects, relations between them, choosing and other basic image processing algorithms built and supported in the system.

C. Inputs

The input is defined by a client. In this query, it is important to determine what to perform, when to finish the
processing and what to send as an answer. Such information
is possible to write in a certain defined format, e.g. XML,
JSON or others. Since we will work in VANET
environment, the format should be as compact and small as
possible because of the transmission. Our aim is not exactly
to define exact format in which data will be transmitted via
the network, but only query format in which it will be
processed (i.e. what and which parts are important in a
query). Therefore, we define following required and optional
fields:

- **INPUT** – defines a unique query name, which is also
  used in the output answer.
- **MODEL** – a definition of general object recognition
  model. Definition of the model is optional, unless we
  require recognition of an unknown and undefined
  object in the system.
- **TERRCONDITION** – a termination query condition. It is
  optional in case of a query with quick response (only
  one image processing obtained from the camera is
  requested) and necessary if we want to process images
cyclically (video sequence). Specified condition then
determines when the processing loop finishes.
- **REQANSWER** - determines whether we always require an
  answer, even if the query returns an empty set.
- **QUERY** – a definition of a query. It is a mandatory field,
  which forms the core and allows you to define what
  objects with characteristics are required to obtain. The
  last elementary task will define the output of the query.

D. Outputs

As a result of the output can be everything what is needed
by original request, e.g. original image captured by the
camera or only some parts of the image where are one or
more objects of interest. In addition it could contain GPS
coordination, common value (number, text, logical value)
containing required information (the number of objects,
recognized text, licence plate number etc.) or their
combination.

IV. THE QUERY OPERATIONS AND OPERATOR

In query definition we could use many elementary tasks
sequentially connected each other. These tasks constitute
possible operations connected by separation operator.

A. Operations

For purpose of manipulating image objects we have
introduced operations as following:

- **Input and output functions**
  - **GETIMAGE** – captures an image from a camera or
    another image source and converts it to an image
    object. Captured image represents traffic scene as
    a root image object.
  - **RESULT** – returns a set of objects defined by an
    expression being its argument as query result. The
    result should be sent back to the querying vehicle.

- **Object searching operation**
  - **FINDOBJECTS** – detects and recognizes requested
    image objects in the input set of image objects.
    The used algorithm of object recognition depends
    on the system where the query is executing. It can
    be used any state-of-the-art recognition algorithm.

- **Manipulation operations**
  - **WHERE** – selection is an operation for filtering the
    input set of image objects by the given condition.
  - **SELECT** – collection; it is an operation for
    transforming each item from the input set using
    the expression given as the operation argument.

- **Set operations**
  - **UNION** – standard set union between the input set
    and the set given as an operation argument.
  - **INTERSECTION** – standard set intersection between
    the input set and the set given as an operation
    argument.
  - **MINUS** – standard set difference between the input
    set and the set given as an operation argument.

- **Temporal data storage operations**
  - **SAVE** – stores its input into temporal data storage.
  - **LOAD** – loads data from temporal data storage and
    passes it as its output.

- **Spatiotemporal operations**
  - **RIGHTOF** – selects all image objects on the input
    that are on the right side of the objects given as
    operation argument.
  - **LEFTOF** – selects all image objects on the input that
    are on the left side of the objects given as
    operation argument.
  - **ABOVE** – selects all image objects on the input that
    are above of the objects given as operation
    argument.
  - **BELOW** – selects all image objects on the input that
    are below of the objects given as operation
    argument.
  - **IN** – selects all image objects on the input that are
    inside of the objects given as operation argument.
  - **OUT** – selects all image objects on the input that are
    outside of the objects given as operation argument.
  - **NN** – selects nearest object to the objects from the
    set on the operation input from object set passed
    as the operation argument.
  - **DISTANCE** – selects all objects from the set on the
    operation input with its distance to any object
    from set passed as the operation argument.

B. Separation Operator

As separator between operations, operator | was
introduced. Using that operator we can express following
sequence of operations:

\[ \text{operation1} | \text{operation2} | \ldots | \text{operationN} \]
where the last operation `operationN` will be a result of the query.

V. EXAMPLE OF USAGE

To demonstrate the proposed system and language we have presented some examples of using it.

A. Image of Traffic Scene

The simplest query is returning single image from a camera:

```
GETIMAGE
```

Here we do not have to use separation operator and also `RESULT` operation since we do not require any additional information. If we would like to return more information and from rear camera, we can use query as following:

```
GETIMAGE('rear camera') |
RESULT(image => image, GPS.GetPosition)
```

This query means to return image and current GPS position of the car.

B. Car Detecting

If we would like to find a red car, we should use sequence of following operations:

1. Get an image from a camera (GETIMAGE).
2. Detect car objects in the image (FINDOBJECT). The result of this step is a set of image objects containing a car.
3. In order to find only a red car, we can then use WHERE operation to select only a car with red color.

Final query will be composed as follows:

```
GETIMAGE | FINDOBJECTS('car') |
WHERE(car => car.Color = 'red')
```

It depends on a person how he defines a query. There are many possibilities how to make the same search for a red car. We could use the color segmentation at first and then apply finding objects operation:

```
GETIMAGE | FINDOBJECTS('red segment') |
FINDOBJECTS('car')
```

C. More Complex Example

To demonstrate a more complex example, we define a query in which we will detect a red car with a license plate starting with ZA and ending with AB. In addition there was a specific picture (for example skull with crossbones) on right side of the license plate number. Therefore we define a general object consisting of wanted picture in query format, so we could use it in query. Then result query by that definition could be like this:

```
GETIMAGE | FINDOBJECTS('car') |
WHERE(car => car.Color = 'red' AND car.View = 'rear') |
FINDOBJECTS('license plate') |
WHERE(plate => plate.Text.StartsWith('ZA') AND plate.Text.EndsWith('AB')) |
SELECT(plate => plate.ParentObject.Crop(plate.Location.Increase(0,100,400,100))) |
FINDOBJECTS('skull') |
RESULT(skull => skull.ParentObject, GPS.Position, GPS.Heading)
```

As result of that code is an image of a car (ParentObject), GPS position and heading.

Other examples of proposed system are introduced in [7][8].

VI. CONCLUSION

In this paper we proposed a novel application for the VANET, whereby we are able to recognize objects from images captured by a camera placed in a vehicle. We described a query system and language based on object oriented manner. Using that language we can detect any objects along with relations defined by a query.
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Abstract—Energy management systems (EMS) are necessary when smart grids and microgrids are considered. Simulation of energy consumption is very useful in planning and testing such systems. In this article we present the problems of simulating energy consumption and show concept of a very general load simulator. The simulator can generate time series of consumption from fixed profiles and also from the defined rules describing use of energy by the devices. The rules describe the probabilistic distribution of the device behaviour. The architecture of the implementation is also presented.

I. INTRODUCTION

The possibilities to test the energy management system in reality are very limited due to lack of existing microgrid infrastructures. But they may be tested using simulators. Data about wind speed, irradiance and temperature required for renewable energy sources simulation can be obtained from direct measurements or meteorological models.

Simulators of consumed energy described in the literature are usually simple as main effort is channelled towards creating management systems for the next generation of electric networks. They usually are based on general profiles collected from few devices. Each device has its own profile of energy requirement that varies in time. The amount of energy used by given equipment can be measured, but the general, statistical data of how frequently and how long people use devices are missing. Attempts have been done to measure the average amounts of power that different groups of consumers use during longer period. A report about the energy usage in Spain [1] is the most complete in that field (in [2] the short summary of the [1] in English is presented). Due to huge differences in culture, climate and wealth of the regions, the results of such research cannot be directly used in simulation of grids in different geographical locations, making the ability to simulate systems in defined localisations difficult.

The contents of the paper is as follows. The following section II will explain the idea of a microgrid and the context of the simulation. An idea of the character of the microgrid considered in this work will be also presented. In section III, the overview of the energy production consumption is described. The next section IV presents different methods of describing consumer behaviours, section V describes the concept of the simulator. The last section concludes the article.

II. SMART GRIDS AND MICROGRIDS

Smart grids and microgrids seem to be the future trend in the energetic revolution that is ahead. A smart grid is a concept of introducing exchange of information between different elements of electrical grid (consumers, producers, storage units and prosumers). Thanks to that, controlling and coordinating of supply and demand of energy can be introduced to ensure quality of electric power in the grid, reduce the cost and promote renewable energy sources. A microgrid is a part of the grid, that might include producers, consumers, energy storage units and prosumers, which has the ability to connect or disconnect to/from the external power grid and balance the energy within itself.

These new technologies require an advanced control system that can use the potential of bidirectional communication. Implementing such systems requires working in real time operation mode. It is a challenge, as consumption and production is changing very dynamically, due to users activities and weather conditions.

In this article a small microgrid consisting of few buildings and connected to an external distribution network is considered. The general overview of this grid is presented in Fig. 1. The microgrid is a research and education centre with a hotel and a restaurant. Its energy producers and consumers are controlled by the complex Energy Management System (EMS), which can be divided into two main parts: the Scheduler and the Short-Time Balancing System. Detailed description of this system can be found in [3].

The Scheduler (under development by Wroclaw University of Technology) is a program that arranges the planned events and tasks in order to minimise the cost of the microgrid
operation (the cost of obtaining energy necessary to power all the tasks). The input data to the Scheduler are information on planned events, e.g. organization of a conference, a training, conduction of an experiment, hosting a person in the hotel, etc. All these events have defined time constraints, usage power profiles and locations where events can take place. The Scheduler is using a heuristic algorithm to place a task in a location at a certain interval of time.

The Short-Time Balancing System is dealing with deviations from the schedule. Its main goal is to balance the produced and consumed energy as fast as possible. It is implemented as a multi-agent system. Wooldridge in [4] defines an agent as a program that fulfills its goals by taking autonomous decisions based on the data received from the environment (sensors, input information). The concept of a multi-agent system as considered in [5] and [6] fits well to handle the problems of power grids. In the Short-Time Balancing System an agent is assigned to each source, energy storage unit and load node of the network. A node is an aggregation of consuming devices, e.g. one line of sockets on one floor of a building. The load nodes are divided into two groups: the ones that have to be powered (the reserved nodes) and the ones that can be switched off under power deficit (the unreserved nodes). An agent receives information about the state, the energy produced or required from its device. When the device is in an unbalanced state, the agent negotiates with other agents to contract energy for its device (both in case of its excess or deficit).

EMS is ready and working, but testing it requires running it for a certain amount of time, e.g. one year, and multiple times, to get the average time of balancing and the number of imbalances. In [7] authors assume that a test of multiagent system is statistically significant with the simulation size of at least 200.

III. SIMULATION OF ENERGY CONSUMPTION

Simulating the amount of energy produced by renewable sources requires simulating the weather conditions. The data such as temperature, wind speed and water flow are available for us for a large number of years, but insolation was measured for much shorter time and might not be sufficiently long for an exhaustive testing.

In any case, the gathered information is not sufficient if long time simulations have to be done (e.g. to test how system copes with seasonal differences). It is necessary to generate long time series of data. We used for this a block-matched bootstrap method which samples available data and assembles them to create a time series that has statistical properties close to the original data, and is of the required length [8], [9].

Simulation of energy consumption is more complex, because there is usually a large number of heterogeneous loads considered. Consumers can be considered at different aggregation levels. In a household, usually single devices, as oven or microwave, are considered [2]. In larger networks, at levels of groups of houses, general profiles are used (like in [10]). In large networks profiles are grouped by sectors, like commercial, residential, industrial.

For some purposes the general profiles are sufficient, e.g. in [11] they are used to verify the design of the network (to identify possible overloads or violation of constraints). Only eighteen exemplary load-flow calculations are presented there, with 19 profiles for different categories of loads, but they cover all extreme situations, like e.g. extremely high consumption with no production from renewable sources. The tests confirmed that the network was well designed and there is no threat of overload. But such load profiles are not good enough (values of a profile are 1-hour averages, so there are only 24 different load values for a day) to test the dynamic behaviour of the microgrid.

Profiles for a big group of consumers can be easily derived, as any outstanding or not common behaviours tend to be compensated by each other, so they do not vary very rapidly. On the country scale they can be easily obtained from large power producers. Profiles show cycles of daily and weekly changes that reflect the human activities. Night is usually the time of lower energy usage, and its peak usage is around late afternoon. Weekends and holidays are introducing disturbances to the working day cycles. Moreover, seasonal differences are visible, caused by changes in the outer temperatures (e.g. large amount of power is used for air-conditioning), long holiday seasons and changes in labour structure [1].

On the contrary, in microgrids each consumer has a relatively bigger influence on the profile than in large grids, e.g. a 4kW induction cooking plate will not be visible in profile on the regional level, but can dominate the energy usage in a single household. Thus, profiles are not sufficient for microgrid simulation purposes.

The most comprehensive research about structure of energy usage has been done in Spain [1]. Users presented in the report are divided in 5 groups: residential, commercial, touristic, large consumers and others, whith the total contribution of power usage 20%, 6%, 0.5%, 25%, and 48.5%, respectively. These values might differ among regions and countries and depend on the method of categorisation. The authors of the report emphasise the big differences in the energy usage between user groups, as for example households, tourist facilities or companies. Other factors that influence the amount and structure of power usage are e.g. seasons of the year, days of week, times of day, months, holiday distributions, structure of labour and economic situation. It demonstrates the difficulty to obtain one reliable description of consumer structure even within small area.

The EMS considered in the present paper governs a relatively small microgrid. The maximum necessary load does not exceed 900 kW. In this situation, a room where a computer lesson takes place can use easily 4.5 kW, which is a considerable amount. Such lessons can be planned and entered to the Scheduler that would inform energy management system about an increase in power. Power usage of computers in a room, projector, air conditioning and lights are gathered and their
average power usage is placed in the schedule for a specific time with a duration of e.g. 1.5 hour.

For the Short-Time Balancing System, the execution of the task “computer lesson” would mean the increase of power on two nodes of network, the one that would power the computers (which is reserved, i.e. the node has priority in receiving power) and the other for lights and additional equipment. That means that two agents would “sense” the increase of power usage and start the balancing procedure. The load simulator generates the power that is consumed in certain nodes. It also knows which nodes in what level contribute to the supplying energy for the location that Scheduler chose for the executed task. Considering both Scheduler locations and node division, it is required to perform the load simulation in smaller parts of the microgrid than belonging to one node. Simulating the power usage of each device gives much more accuracy, makes the simulation less abstract and gives possibility to base the model on existing devices, whose parameters might be measured or found in the literature. In [12] a detailed analysis of representative office environment was conducted to test the model designed. 500 electrical devices were identified, mostly usage dependent. The modelling of users behaviour regarding the use of electric equipment is the most difficult part of simulation, as people do not like to be interrogated. Unfortunately, knowledge of typical human behaviours of using devices is crucial to carry out reliable power load simulators.

IV. DESCRIPTION OF CONSUMER BEHAVIOUR

Devices consume power because people placed them there, switched them on and use them. The load simulator, in reality, tries to mimic the patterns of human behaviour. It cannot model the whole complexity of human reasoning, but can derive general patterns and statistical distribution of certain human actions.

Usage of energy by some devices can be described as a profile, which is an approximation of a function of energy usage of the device. Device profiles are made to represent energy usage by a device during a certain time period. Such profiles come from real measurements and are applicable for the devices (or group of devices) that have stable and defined work cycles. Examples may be a coffee machine, a fridge or a freezer. Profiles are also reliable when there are many small consumers of energy, for example light bulbs. In this case a single device has little influence on the overall power consumption and multiple small deviations tend to level the usage. Profiles define the average, typical behaviour and are not suitable to describe events that happen with low frequency or of extreme power usage. For example, the profile of a coffee machine is repeatable and can be measured, but the information of how often and when users make coffees has to be derived from statistical behaviour. Simulators based on profiles encounter troubles to represent small variability in the generated data, even when random disturbances are introduced.

Simulator might increase the diversity of generated data by using multiple profiles for a single device, e.g. there might be 10 profiles for a computer. It can be switched on for 1 hour or for 24 hours, might be used for energy demanding calculations or might be in a sleep mode for most of the time. This approach would require a large number of different profiles that would represent certain cases and still would not show all possible combinations.

Power consumption of employees’ computers might be dependent on the current circumstances, the work the person is doing, the habits of different people and it is difficult to obtain a general profile. The method of describing that behaviour may be a probability distribution of switching on the device. That means describing loads by a set of rules. This type of description is introduced in [1] according to the Spanish behavioural data. The work of elements like dishwashers, ovens, etc. is described by the probability of their operating in a certain time. For example, an electric kitchen (a stove) is mainly used around 9:00, 13:00, and 21:00 hours with the respective probability around 20% at the 21 o’clock, 10% at the 13 o’clock, and 2% at the 9 o’clock [1](page 100).

We required that the simulator developed should be as general as possible, to be able to simulate operation of most of existing devices. That can be obtained by combining the ideas of rules and profiles. The example of such description for devices connected to one node is presented in Fig. 2. For devices described by a profile, like for a fridge or a freezer, the profile is used. Devices that are activated by a person and person actions control them, are described by rules. For the loads that have defined profiles for actions, but the actions are executed by users with a certain probability, the simulator uses both the profile and the rules. Rules define a probability of starting an action at certain time. When a device is active, the simulator generates consumption data according to its profile. A rule is a set of parameters that describe the operation of a device. These parameters describe the probability, the activation time and the intervals in which certain use of electric power happens. Different types of rules may define the time and the probability when the state of the device changes. For
example, the computer is switched on and continues this state until the user switches it off, which is also defined by a rule. Simulator use a definition of a consumption described as a set of rules with probabilities of activating an action. One rule is bound to one type of device but may be a complex one and consist of a probability of switching on, off and changing the working point of devices.

V. CONCEPT OF THE SIMULATOR

The simulator is designed to generate load data for each node for a certain period of time, with a given start date and a time. Generated data are stored as test scenarios which allows to repeat the test with different configuration of sources. The schema of the system is presented in Fig. 3.

Data that have to be available for the simulator consists of the schedule made by the Scheduler, the list of nodes with information how many and what type of devices are connected to them, the mapping between devices, nodes localisations (e.g. rooms), the profiles of nodes and individual devices that are connected to a node, and the rules for devices without profiles. The outcome of the simulator are power values aggregated for each consumption nodes of the network, with the sampling frequency defined by a parameter.

The simulator processes each node separately in order of their numbering. It queries all the devices connected to the node and then generates for each device the load for the requested time period. Then it sums up all power consumptions of the loads connected to the node, at each sampling time. Each device is processed depending on the type of the device, and the load is generated from the profile or from the rule. The most important factor is the date and the time, as both rules and profiles are parametrised by them.

VI. CONCLUSION

Testing is an important step in developing EMS, especially when systems work in a microgrid environment, where small changes in load have a big impact on overall balance. To have statistically significant data about microgrid operation, a large number of long-term tests has to be made. A real infrastructure for testing purposes is often not available. Detailed profiles of energy usage of devices can be measured, but they do not reflect the way people use devices. User behaviour is very varied and influenced by many factors. Simulator of energy consumption has to mimic this behaviour with all its imprecision and unpredictabilities, which requires using probabilistic distribution combined with fixed profiles. Presented energy consumption simulator requires rules and profiles that define device’s behaviour. Based on that it creates time series of energy consumption aggregated per node, which is a tool for EMS testing.

It is clear that more efforts should be made to examine the nature of different energy consumers to obtain the statistical distribution of loads considering different social and environmental factors. That would also help to find where energy is wasted and how to avoid it. The next stage of the research is exhaustive testing of the EMS and then connecting it to real devices.
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Abstract—In this paper we propose new approach in data set dimensionality reduction. We use classical principal component analysis transformation. Instead of rejecting features we generate new one by using nonlinear feature transformation. The values of transformation weights are changed evolutionary by using genetic algorithms. Results show better classification rates in smaller feature space. Visualization results also look better.

I. INTRODUCTION

NOWADAYS data visualization is one of the important fields in knowledge discovery. Human beings can perceive data up to three dimensions. Although dimensionality of datasets is often enormous. To solve this issue, dimensionality reduction methods were proposed. There are two main directions: feature selection and feature extraction. The subject of this paper will be related only with second approach. In this work we propose new approach by extending functionality of PCA transformation.

The paper is organized as follows. In section II the most popular data visualization methods will be described. In section III proposed nonlinear data transformation method will be presented. In section IV the results of experiments with UCI repository data will be shown. Finally in the section V main conclusions and directions for future research will be presented.

II. DATA VISUALIZATION METHODS

There are many different methods to visualize multidimensional data. One of the oldest and popular also in nowadays is principal component analysis. First proposed by Karl Pearson in 1901. Good review of this method is given by Jollife [2]. Another data visualization technique is multidimensional scaling, which firstly was used in psychometry. It is based on minimization of squared differences between distances of points in original and reduced feature space. Overview of this method is given in [4]. There is also neural network approach called self-organizing maps (SOM) introduced by Kohonen in [3]. Good overview of recent visualization techniques is also given in [1].

III. PROPOSED NONLINEAR TRANSFORMATION

Main idea of this work is extension of PCA transformation with additional information provided with new feature. Our goal is to encode rejected features after principal component transformation into one number and append it to reduced data set. Encoding scheme is based on principles of fundamental theorem of arithmetic, i.e. that every natural number can be written as a product of prime numbers raised to appropriate power. This product is unique

\[ a = \prod_{i=1}^{n} p_i^{k_i}, \]

where \( p_i \) is prime number and \( k_i \) is power. In this case powers are natural numbers (including zero). It can be extended to rational powers due to the same cardinality. In this case numbers are also unique. In this work we will simplify initial requirement by using rational fractions between 0 and 1 instead of prime numbers. These numbers will be called weights. The initial formula is now written in such way

\[ a = \prod_{i=1}^{n} w_i^{x_i}, \]

due to the fact that we do not know values of weights we have to solve optimization problem. We will use genetic algorithm to optimize weights. Our fitness function will be result of classification made with nearest neighbour classifier. The algorithm is presented on page 684.

Let us comment several moments of this algorithm. First we perform initial data normalization into interval \([0,1]\). It is done because of possible different scales of features. We have chosen the nearest neighbour classifier because of small number of
Algorithm 1 Classification and visualization using nonlinear evolutionary transformation

Require: data - initial dataset, nc - number of components for visualization, niter - number of iterations, n folds - number of folds for crossvalidation, ntrfolds - number of folds for internal crossvalidation

Ensure: data_r - reduced transformed dataset, w - vector of weights

normalize dataset features into interval [0,1] using min-max normalization
perform PCA transformation
split transformed dataset into nfolds folds
for i = 1 to nfolds do
    generate population of initial weights
    iter = 1 {current iteration}
    while stopping_criterion ≠ true or iter ≤ niter do
        split training set into ntrfolds folds
        for j = 1 to ntrfolds do
            classify fold_j
            measure average classification error err_iter
        end for
        if iter > 1 then
            if err_iter > err_iter−1 then
                stopping_criterion → true
            end if
        end if
        iter → iter + 1
    end while
    perform evaluation on test fold tst_fold_i
end for
compute average algorithm performance perf
w ← wbest
data_r ← transform(data, w)
return perf, data_r
visualize(data_r)

parameters (only number of neighbours and distance measure, in this case it is Euclidean distance). First tests of algorithm showed that proposed method has tendency to overfit the data. As a result new task appeared - to formulate early stop criterium. Brumen et al work [5] gave an idea how to solve this problem. In this work we use more simple criterium, i.e. “if error starts to grow break evolution process”. To measure change of the error rate we use internal 5-fold crossvalidation. Only by using early stopping criterium we reduce number of iterations to perform. Internal crossvalidation provides also very important property, i.e. that classification error does not increase very rapidly. To prevent rapid increasing to infinity (decreasing to zero) of the generated feature value we let weights to vary only in interval $[1-\varepsilon, 1+\varepsilon]$, where $\varepsilon = \exp(1/\text{number}_\text{of}_\text{rej}_\text{comps}) - 1$.

IV. EXPERIMENTAL RESULTS

The experiments were performed on datasets from UCI Repository. These are: Glass, Teaching Assistant Evaluation, Heart and Chess. More details about each set is given in table I. Datasets were chosen because the percent of total variance is not mostly covered by the several first principal components. The experiments were performed by reducing principal component space into 2 and 3 dimensions. Later the same experiments were made with the same datasets but with new additional feature appended. The number of features in both cases is equal. Results are shown in table II. We can notice that additional feature generated by nonlinear transformation in many cases gives better results. Visual analysis of datasets was also performed. Due to limited space we will show only several comparisons in two dimensional space. Let us look at plots of Heart dataset shown on figure 1. Classical PCA
TABLE I
DETAILS OF UCI DATASETS

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Num. of feat.</th>
<th>Num. of classes</th>
<th>Num. of vectors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glass</td>
<td>9</td>
<td>6</td>
<td>214</td>
</tr>
<tr>
<td>Teaching Assistant Evaluation</td>
<td>5</td>
<td>3</td>
<td>151</td>
</tr>
<tr>
<td>Heart</td>
<td>13</td>
<td>2</td>
<td>270</td>
</tr>
<tr>
<td>Chess</td>
<td>36</td>
<td>2</td>
<td>3196</td>
</tr>
</tbody>
</table>

TABLE II
UCI DATASETS CLASSIFICATION RESULTS

<table>
<thead>
<tr>
<th>Dataset</th>
<th>1-NN</th>
<th>3-NN</th>
<th>5-NN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2 feat.</td>
<td>3 feat.</td>
<td>2 feat.</td>
</tr>
<tr>
<td></td>
<td>with</td>
<td>without</td>
<td>with</td>
</tr>
<tr>
<td>Glass</td>
<td>0.5882</td>
<td>0.5557</td>
<td>0.5795</td>
</tr>
<tr>
<td>Teaching Assistant Evaluation</td>
<td>0.6394</td>
<td>0.6179</td>
<td>0.5763</td>
</tr>
<tr>
<td>Heart</td>
<td>0.7385</td>
<td>0.7333</td>
<td>0.7330</td>
</tr>
<tr>
<td>Chess</td>
<td>0.6928</td>
<td>0.5942</td>
<td>0.7020</td>
</tr>
</tbody>
</table>

Fig. 2. Glass dataset visualizations.

shows that classes are scattered, our approach on the other hand makes points of one class to be concentrated in certain part of space. Now let us analyze visual data of Glass dataset. Both cases are shown on figure 2. As we can see objects of some classes are grouped more closer to each other. As a result using e.g. k-nearest neighbour classifier we can obtain better classification rates.

V. CONCLUSIONS

Proposed approach extends popular and quite simple data transformation. The computational cost of new feature is not that large as e.g. computing pairwise distance matrix (in case of multidimensional scaling) As it has been presented earlier proposed transformation made positive influence on analyzed data sets. First it increased classification rates with small number of components. In next step it provided more clear visualization results. Unfortunately this approach has one minus - it can be used only with numerical features. Of course we can encode categorical features into numbers, but this method is rather artificial and classification results can depend on way how features were encoded. The problem of big data sets is also actual. In this work small datasets were rather used. In future the proposed technique will be also tested on larger ones, e.g. KDD Cup 1999 data set. For solving such type of problem we will make some optimizations. One of them could be use of architectures that are based on parallel computing paradigm, such as clusters or GPUs.
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Abstract—In this article we present the results of a pilot programme for student placement on the university, comprised of a preparation course, the GCE Ordinary level test in Computing, which students perform afterwards as a placement test, and a post-course questionnaire. The aim of the research programme is to identify weaknesses in the student placement tests and set the road map for improved first-time entrant placement and preparation. The study shows that common placement tests are far from giving strong predictions and they should be complemented with other metrics, such as high school grades or social factors. Test outcomes show that placement test results per se do not yield enough data to predict student success. However, we discovered it as a quite helpful tool for revealing anomalies at the institutional and methodological level, such as very different outcomes among campuses of the same university, or remarkable difficulty to answer certain questions. In order to enhance student placement accuracy and preparation for university, these issues will need to be addressed in forthcoming research.

I. INTRODUCTION

Universities use placements tests to assess the students’ academic abilities. In theory, test results give enough information about alumni skills to place them in the right level and determine which classes are suitable for each student. However, studies seem to indicate that accurate student placement is problematic [1].

At King Abdulaziz University we have started research in this area by requiring a set of first-time entrants to enrol a pilot programme for students placement, including the CPIT100 preparation course, the GCE Ordinary level test in Computing, which students perform after the course as a placement test, and a post-course questionnaire. Placement tests are broadly used to determine the level at which each student should be placed. However, studies agree in the fact that such exams perform poorly at proper student level placement. Therefore, we have carried out a review of studies about placement tests reliability, which is show later in the article.

The objective is to review placement tests as an instrument to predict student performance and to assess the outcomes to identify issues that need to be addressed and set the basis for the development of improved placement mechanisms.

The following section shows statistical data about study subjects (students). Section III describes instruments that have been used for the experiment, namely the course, the test and the questionnaire. Section IV describes the procedure for placement and preparation, which is basically taking the course, then the test and eventually filling in the questionnaire. In Section V, statistical data are extracted from test and questionnaire outcomes for analysis. Finally Section VI concludes with discussion of achieved results, studies reviews, discussion and requirements for further research.

II. SUBJECTS

A total number of 2685 students distributed among three campuses took the course, specifically 1083 from Alsulaimanahy campus, 992 from Alsharafiah campus and 610 from Alsalamah campus. Students also came from different educational backgrounds; 1387 of them came from a scientific scope, 1283 from administrative scope and 15 were previous regular students.

Finally, students were divided in two categories for the questionnaire: regular and distance students.

III. INSTRUMENTS

A. GCE Ordinary Level in Computing

GCE Ordinary level in Computing is a qualification created by ©Pearson Education to encourage candidates to develop an understanding of computer systems, software, data and hardware and their implications for communications and people. It also aims to help students acquire necessary skills to apply computer-based solutions to problems. Candidates who successfully follow the syllabus will have a good practical understanding of computing and its applications. Namely, they will: develop an understanding of the main principles of using computers to solve problems; appreciate the range of applications of computers and the effects of their use; understand the organizations of computer systems, software, hardware and data and their implications; acquire the skill necessary to apply computer-based solutions to problems[2].

We considered that meeting the objectives of GCE Ordinary Level in Computing Test requires a skill level
suitable for students beginning post-secondary education. Therefore, we decided to use materials provided for the qualification as tools to prepare first-time entrants and also as a possible way to assess their knowledge and predict at which level should students be placed at, once the university courses start. This means not entirely leveraging GCE as at qualification itself, but as a placement test that would allow predicting students’ performance. Placement tests are discussed below.

B. CPIT100 Preparatory Course

CPIT100 is the preparatory course developed by King Abdulaziz University to help the students to achieve the assessment objectives of GCE Ordinary Level in Computing.

The course aims to provide the students with advanced skills to operate and make use of a personal computer in different environments such as in academia, in business, and at home. It introduces the students to the main concepts and terminologies of information technology, and equipped them with the knowledge to administer one of widely used operating systems. The course also aims to provide the students with the practical skills to utilize an office productivity package for different purposes. The course will prepare the students for new learning methodologies, namely distance learning and e/learning. The delivery of the course contents will be based on a hands/on approach.

Apart from preparing students from the GCE placement test, our purpose was to reinforce computing and information technology skills of first-time entrants to the university. For skilled students, the course was expected to refresh and stimulate their capabilities. Nevertheless, underprepared students were the key, since the course was specially intended to bring them to the adequate level for post-secondary education. We considered the course as a mixture of a qualification, placement and remedial course.

Remedial education is a kind of teaching that is bellow university level work. It is designed to bring unprepared students to the level expected of entrants to the university. This kind of education has received criticism due to the “double billing” problem, which for unprepared students means to spend more than the amount needed for students that perform successfully by just following regular courses [3]. Although remedial/preparatory education is a controversial issue because of its expenditures, supporting arguments present remedial education spending as an investment. The hypothesis made here is that, in the long term, educating underprepared entrants will decrease the likelihood of their future dependency on social programs and as students that eventually obtain the degree, they would potentially contribute to the state taxes in the future [4].

C. Placement Tests

Universities use placements tests to assess the academic abilities of the students. In theory, the results of these tests give enough information about students to place them in the right level. However, studies seem to indicate that the accurate student placement is problematic. Many students are misplaced in remedial courses or wrong levels where they should be not in.

Some studies indicate that any model that uses final course grade as the criterion for the validity of a placement rule would likely fail [5].

The nature and validation of placement tests is rarely discussed in the language testing literature, yet placement tests are probably one of the commonest forms of tests used within institutions which are not designed by individual teachers and which are used to make decisions across the institution rather than within individual classes[1].

The predictive power of placement exams is still quite good given how short they are. But overall the correlation between scores and later course outcomes is relatively weak, especially in light of the high stakes to which they are attached. Given that students ultimately succeed or fail in college-level courses for many reasons beyond just their performance on placement exams, it is questionable whether their use as the only determinant of placement can be justified on the basis of anything other than consistency and efficiency. Allowing more students directly into college-level coursework (but perhaps offering different sections of college-level courses, some of which might include supplementary instruction or extra tutoring), could increase the numbers of students who complete university-level coursework in the first semester, even if pass rates in those courses decline [6].

Summing up, testing student abilities needs to be complemented with other several indicators such as high school grades and good teaching standards. A more suitable metric seems to be the combination of placement tests with other metrics such as high school grades, social factors, years since graduation in high schools, etc.[7][8].

D. Questionnaire

At the end of the course, students were asked to fill in a questionnaire were they were asked a series of questions about their daily use of new technologies and their level of satisfaction with the course to evaluate teaching quality. Since course experience questionnaires have proven to be a useful tool to evaluate teaching performance [9], we included it to help us improve future courses and also to get an indicator of the access students have to new technologies, which would give as an idea of whether they need more equipment at the campuses or they can carry out some work at home.

IV. Procedure

Before the academic course started, CPIT100 course was imparted to first-time entrants as preparation teaching for the GCE Ordinary Level in computing test. Individuals taking the course were classified by campus (Alsulamaniyah, Alsharafiyah and Alsalamah), by educational background (scientific, administrative or regular previous students) and by delivery mode (distance/external and regular students).
After test administration, results were collected and analysed with Qualtrics research software [10]. We monitored mean score and number of correct answers by campus to assess how they perform individually.

Eventually, the post-course questionnaire was delivered to students to collect information about their personal opinion and their access to new technologies.

V. RESULTS

Test outcomes data are categorized into three campuses, Alsuaimanyah, Alsharafiyah and Alsalamah. Fig 1 shows the normal distribution of scores by campus. Alsharafiyah campus clearly outperforms the other two with an average score of 17.31 and a smaller deviation.

Alsuaimanyah campus achieved an average score of 14.23 and Alsalamah comes right after with an average score of 13.23, although the latter shows more dispersion. Having such a different average score among campuses from the same university reveals an anomaly that we need to pay attention to.

Another interesting metric we monitored is the number of correct answers, shown in Fig 3, also distributed by campus and showing the average of all students as well.

Section A (questions 1 to 7) shows higher scores than section B (from question 8 on). Clearly average score goes down when the section B starts with question 8. Lower scores in section B might be caused by either by an increased difficulty or by different question type; while section A contains short questions, section B is comprised by a set of longer questions based on a case of study.

Some questions have been especially difficult for students. For instance, question 2.3 “Data entry clerks use a keyboard to enter text into a computer. Another method of entering text into a computer is.” only shows a correct answer percentage of 11%. Few students were able to state alternative text entering methods.

The figure also shows Alsharafiyah campus performs better than the two other campuses, regardless of the
question. On the contrary, Alsulaimanyah campus gets the lowest score in almost all the questions. This can also be seen in Fig 2.

With regard to the questionnaire, students were divided in three groups: scientific, administrative, and previous regular students. The questionnaire evaluates the following questions: use of computers in the student’s daily life, student’s expectation fulfillment, course outcomes achievements, students’ command of MS Windows, student’s command of MS Office. The latter three ask the students whether they think they would be capable of resolving a problem or they would need to ask for help.

Near 100% of students are used to perform tasks with their computers at home and at the school. Also, almost all of the students have Internet connection in their houses.

With regard to course outcomes and aims, regular students do not show much confidence. Despite of the fact that 57% got the basic concepts and knowledge, only 21% acquired system administration and maintenance concepts, such as downloading and properly installing software without help, and only 22% thought he or she had fully understood computer programming.

Distance and external students show similar results, although performing a bit better on system administration concepts (27%) and not doing so well in basic knowledge (51%).

Course expectations were met for the 44% of the students, partly for the 48% and not met for the 8%.

In general, command of MS Windows shows good results. Regular students perform better than external & distance students. Basic Windows usage and tasks are well performed by more than 80% of the users, except for formatting the hard-drive and re-installing the operating system, which only was executed by a 48% of the students without help.

Microsoft Office also shows good results. Distance tasks, such as writing an essay and using tables, charts and pictures are executed without help by more than 90% of the students. Working with analytical data and preparing presentations is done without help by more than 73% of the students. Finally, the hardest tasks for the students where database management, arranging appointments for meetings, create email groups.

Lastly, Fig 4 shows a slightly lower percentage of positive indicators in external and distance students, which can occur because of a lower engagement factor.

VI. CONCLUSIONS

In this paper we described how we employed the GCE Ordinary level in computing qualification as a placement test. Also, a questionnaire has been given to the students to gather information about their daily use of new technologies and opinion about the process.

First question to address is why does one campus clearly performs better than others. It is important to perform a more exhaustive study on students’ skills for each campus. High school grades need to be part of the equation to effectively know if different campuses are receiving students with different levels. Social environment data would be also helpful to adapt campuses pedagogical methods if they are receiving students from areas with lower high school grades.

Moreover, Pearson GCE Ordinary level certificates are being replaced by the new International GCSEs, available from 2009. The equivalent for the old Computing certificate is the GCSE in Information and Communication Technology, updated to the requirements of modern society. In the future we plan to adapt the CPIT100 course new GCSE qualification.

With regard to placement test predictions, they need to be complemented with secondary education grades in subjects related to computing (namely, math, physics and computing) and students commitment during the preparatory course. Again, having information about the social environment will be important, especially to get more information about students daily use of information technologies. We must perform research on how to extract this data from the questionnaire and act accordingly. Thus, with such improved indicators we could know the kind and amount of homework that is given to students, based on the facilities they have at home.

As for level prediction rates we ought to assess the prediction rate of our approach by performing research on how students perform in the tasks that have been covered in the course. A good measure would be to correlate tests data with students skills on the specific topics covered during the course. However, before carrying out this assessment better student classification is needed for future exams, namely, get statistical data for scientific and administrative background students.

Finally, our GCE tests should be compared with results from other institutions that have also used the same tests. The comparison should be accompanied with social, environmental and educational information about the students of both institutions and consequently draw the correct conclusions. The main aim of this is to share knowledge and be aware of the areas we need to improve.
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Reduction of the Students’ Evaluation of Education Quality Questionnaire

Abstract—Assessment of students and the evaluation of their satisfaction has been an important element in the improvement of teaching quality in all the Higher Education areas. Specifically the student participation in Computer Science (CS) and Information System (IS) has been highlight valued. Thus a large number of methodologies and standard tools regarding student evaluation has been developed. Specifically, the Students’ Evaluation of Education Quality (SEEQ) is a tool that is validated for international use. But its use leads to several problems, such as the low voluntary participation of students. To solve these problems, a short version of this questionnaire developed using statistic tools is proposed. After using the proposed new version, the voluntary participation of students increased. The reduction of the number of questions facilitates the analysis of data, improving the flow of information and feedback between professors and students.

I. INTRODUCTION: QUALITY IN HIGHER EDUCATION

Concepts of quality from the entrepreneurial world are increasingly being incorporated into the university field [1]. According to the “Declaration of Prague” (2001), quality should be an important and determinant aspect of Europe’s international attractiveness and competitiveness [2]. In 2003 in Berlin (Berlin, 2003), the Ministers responsible for Higher Education stressed that “the quality of Higher Education has proven to be the heart of the setting up of a European Higher Education Area” [2].

When these ideas have been translated into action, the “teaching quality” concept has become outstanding. According to Kember, “it might be noted that concern about Teaching Quality is growing at the national level. This appears to be a worldwide phenomenon” [3]. In 1992, Stones pointed out [4] that “quality teaching is more properly conceived of as a unified field embracing both theory and practice in which teachers, teacher educators and researchers are jointly responsible for the development of theoretical understanding and the improvement of teaching”.

Currently, there remains a high degree of concern about the improvement of teaching quality at the higher education level. Specifically, the improvement of teaching quality is one of the primary matters that must be addressed continu-

ously by universities. The question is how to achieve this continuous improvement.

Continuous improvement is not a tool or a technique but rather a way of life (or at least a cultural approach to quality improvement) [5]. According to the UNE 66178:20004 model [6], there are three steps that should be taken into account during an improvement process:

1. analysis of the information for the improvement;
2. the improvement project; and
3. monitoring, evaluating and reviewing the improvement.

One method of obtaining continuous improvement is the PDCA Cycle (also known as the Shewhart or Deming cycle: Plan-Do-Check-Act) [7], which emphasizes the continuous, never-ending nature of process improvement. The PDCA Cycle highlights and demonstrates that improvement programs must start with careful planning, result in effective action, and move back to careful planning in a continuous cycle. Figure 1 shows this global idea.

![PDCA Cycle](image)

Fig. 1 The PDCA Cycle as a tool to continuous improvement [8, 9]

Clearly, it is necessary to collect and evaluate data in order to obtain conclusions. Improvement actions should be based on the data and the conclusions of the evaluation.

This point of view is completely applicable to the university environment, especially to lecture theatres. To improve the teaching quality, it is necessary to evaluate the teaching process and its results. In this evaluation, the students’ opinions about learning and the teaching process are crucial due
to the students’ roles as the primary consumers in higher education [10].

This paper focuses on students’ evaluations of the quality of higher education. The extensive body of research regarding student evaluation of teaching leads us to look for standard tools and methodologies (section 2). Section 3 details a widespread method that can be used internationally, the Students’ Evaluation of Educational Quality (SEEQ) questionnaire, and considers the problems that teachers identified after its application. To solve these problems, section IV presents a proposal for the reduction of this questionnaire. Sections V and VI show an example of its application and give several guidelines regarding the use of this short version of the SEEQ questionnaire. The final conclusions are explained in section VII.

II. REVIEW OF THE STANDARDS

Spooren and Mortelmans underlined the value of student evaluations of teaching. They found that students reward good teachers with higher ratings on several scales of teacher performance [11]. The literature contains an overwhelming number of data collection instruments and scales. Several authors chose to develop their own form (see, for instance, [12] or [13]). In some cases, the forms were developed by faculty committees [14]. In general, there is an extensive body of research regarding student evaluation of teaching and how students contribute to assessments of teaching effectiveness [15], [16]. Thus, it is possible to conclude that there is a need to unify and standardize the approaches and specific tools used to evaluate the teaching quality.

Standards are public technical documents that establish common terminology in a field (in this paper, quality). They set specifications extracted from experience, knowledge, and available technology [17], [18] and [19].

There are several international and national standards developed for the teaching field that are applicable to this work [20].

* UNE 66931 is a Spanish standard that aims to provide guidelines for the application of the ISO 9001 model in educational organizations. It is equivalent to the document IWA 2 published by ISO [21].

Section 8.2 (concerning monitoring and measurement) points out that the educational organization must have reliable methods to measure and control the satisfaction of the client (8.2.1.). Moreover, the educational organization should define and use methods to monitor the results of the educational product (8.2.4). Furthermore, the customer and stakeholder satisfaction surveys are described as important data (section 8.4).

* The ISO/IEC 19796 family, focused on the information technology field, is an international standard under the general title “Information technology – Learning, education and training – Quality management, assurance and metrics” [22] and [23]. This family is a framework used to describe, compare, analyse, and implement quality management and quality assurance approaches. It will serve to compare different existing approaches and to harmonise these approaches towards a common quality model. [17] [22]. The ISO/IEC 19796-3 [23] is an instrument for the implementation and adaptation of the first quality standard ISO/IEC 19796-1 and, in particular, for the specification of the individual process descriptions [24].

According to Campo [25], this family has been defined abstractly and without specific guidelines to provide a mechanism to its implementation.

Thus, it is possible to conclude that international and national standards specially developed for the teaching field provide professionals with frameworks and guidelines to improve the quality of education. However, these standards do not provide specific tools or mechanisms to evaluate teaching quality.

In addition, other models and standards regarding quality that are widely used in the entrepreneurial environment can be applied to lecture theatres. The use of these standards helps institutions respond to the EHEA (European Higher Education Area) quality requirements [26]. In the present case, two standards could be applicable: UNE 66178:2004 and UNE 66176:2005.

* UNE 66178:2004

The standard entitled “Quality management systems. Guide for the management of process for improvement” is focused on continuous improvement. This standard is based on the idea that every organization needs to improve. Its capability to satisfy the requirements of its stakeholders (such as the customers, staff and social environment) determines the survival of the organization. Furthermore, these needs are changeable [27]. This point of view is completely applicable to the university environment, especially to lecture theatres [26]. In Appendix A, teachers can find a list of techniques and tools that can be used in the improvement process. The cycle of Deming is listed in this Appendix.

* UNE 66176:2005

This Spanish standard is titled “Quality management systems. Guide for measuring, monitoring and analyzing customer satisfaction”. According to its title, this standard specifies guidelines for the definition and development of a measuring process for customer satisfaction [6]. Its guidelines are generic and can be applicable to any organisation, regardless of its size or activity. Of particular note is Table 1 of the standard, which contains different techniques for data collection and indicates their advantages and disadvantages. Professors interested in its application will find appendices A to E significant [26].

The analysis of standards UNE 66176 and UNE 66178 produces the same results as the previous models (UNE 66931 and ISO 19796): they provide professionals with frameworks and guidelines but do not provide specific tools or mechanisms to control the satisfaction of students.

The global conclusion of this section is that there is a high number of collection instruments for obtaining data about student satisfaction of teaching quality. Thus, it is necessary to look for other standard tools. The review of international and national standards can provide guidelines and global methodologies. Their application will allow for the extraction of ideas for improving traditional working
methods at the university level [26]. However, to apply the previously cited standards, professors who wish to use them must carry out a tailoring process. Thus, the standards do not provide any specific tool to evaluate the students’ opinions about teaching quality.

III. DESCRIPTION OF THE SEEQ

The lack of a standardised tool to evaluate students’ opinions about teaching quality leads us to look for a widespread method that can be applied internationally.

In terms of the more formal, internationally validated questionnaires in use in higher education, five are particularly worth mentioning [28]:

- The Students’ Evaluation of Educational Quality (SEEQ),
- The Course Experience Questionnaire (CEQ),
- The Module Experience Questionnaire (MEQ),
- The Postgraduate Research Experience Questionnaire (PREQ), and
- The Experiences of Teaching and Learning Questionnaire (ETLQ).

Richardson recommended using either the SEEQ or the CEQ, as both have been validated for international use through research studies [29]. Keane pointed out that the SEEQ and MEQ have potential because they have been statistically validated [28].

In the present study, the SEEQ questionnaire was chosen. There are several reasons for this choice: a robust factor structure, excellent reliability, and reasonable validity [30]. Furthermore, as has been mentioned, the SEEQ has been validated for use internationally. It is possible to find universities in many different countries that use the SEEQ. Although not exhaustive, the following list presents several examples: the Universities of Manitoba [31], Saint Mary’s [32] Mount Allison [33] and Saskatchewan [34] in Canada; Fordham University [35] and the Schreyer Institute for Teaching Excellence [36] in the U.S.; Oxford University [37] and University of Leicester [38] in the U.K.; Semnan University [39] in Iran; Curtin University [40] in Australia; and the Universities of Navarra [41] and Vigo [42] and the Polytechnic University of Catalonia [43] in Spain. This international use will enable the development of comparative analyses in the future.

The SEEQ was developed by Dr. Herbert Marsh of the University of Western Sydney [44]. Dr. Marsh is an internationally recognised expert in the area of psychometrics. Now in the public domain, the SEEQ has been extensively tested and used in more than 50,000 courses with over one million students at both the graduate and undergraduate levels [33].

Using a five-point scale, the SEEQ questionnaire examines different characteristics of effective teaching. Each of these categories contains three or four questions.

It is possible to find different versions of the SEEQ [45], [46]. The version used in this work consist of 37 questions. It is detailed in references [43] [33].

* The questionnaire finishes with three open questions.

This SEEQ questionnaire was used in seven subjects in three cities and three different centres: Polytechnic School of Teruel (Spain), School of Engineering of Terrassa and Faculty of Engineering and Architecture of Zaragoza (University of Zaragoza (Spain)).

The use of the SEEQ enabled professors to identify strengths and weaknesses and to improve the teaching-learning process. However, the main problem was the low participation of students: a high number of students did not answer the questionnaire or answered only the first questions on the form [47]. Moreover, Verdugo and Cal remarked upon the fact that rapid feedback is needed. These authors explained that teachers could be overloaded with work and not provide rapid feedback [46]. In order to solve these problems, this paper proposes a reduction of the SEEQ questionnaire developed in collaboration with a student [48] in order to encourage the students’ research.

IV. PROPOSAL OF REDUCTION

To maintain the reliability of the short SEEQ questionnaire, statistical parameters should be used. Computing tools can help researchers in this process. In this work, analyses have been developed with SPSS® [49]. Specifically, this statistical package enables the calculation of the Cronbach's Alpha and Pearson's r parameters [50]. The values of Cronbach's Alpha and Pearson's r Correlation Coefficient for the long SEEQ questionnaire (37 questions-items) were calculated. To develop the analysis, a sample of 111 polls was used and items with different scales were recoded [48]. Table I shows the value of the global Cronbach’s Alpha.

<table>
<thead>
<tr>
<th>Number of Items</th>
<th>Cronbach's Alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>37</td>
<td>0.920</td>
</tr>
</tbody>
</table>

The Cronbach's Alpha can be used in the reduction process, as Cronbach's Alpha is an index of reliability.

According to Santos [51], this coefficient ranges in value from 0 to 1 and may be used to describe multi-point formatted questionnaires or scales (i.e., in this rating scale, 1 = poor and 5 = excellent). The higher the score is, the more reliable the generated scale. Nunnally [52] (cited by Santos) indicated 0.7 to be an acceptable reliability coefficient, but lower thresholds are sometimes used in the literature [51]. Table II show the same data after the reduction process, using Cronbach's Alpha as reduction criteria.

<table>
<thead>
<tr>
<th>Number of Items</th>
<th>Cronbach's Alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>22</td>
<td>0.936</td>
</tr>
</tbody>
</table>

The global reliability for the initial long SEEQ questionnaire was 0.920, and the value for the short SEEQ is 0.936.
Thus, there is an improvement of the internal consistency of the questionnaire.

Several statistics experts recommend developing the reduction process using two criteria: Cronbach’s Alpha and Pearson’s r Correlation Coefficient. Although both analyses tend to give similar results, the combination is useful because it provides more information with which to make decisions [50].

With the initial data, a new reduction process was developed using the correlation as new criteria (third column in our tables). Table III shows the statistical results after completing the process.

**Table III. Statistical Values of Reliability for the Short SEEQ Questionnaire (22 Items)**

<table>
<thead>
<tr>
<th>Number of Items</th>
<th>Cronbach’s Alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>22</td>
<td>0.936</td>
</tr>
</tbody>
</table>

Both analyses lead to the same results;
- the fifteen deleted items are the same;
- there are no negative correlations; and
- the final value of reliability (global Cronbach’s Alpha) is the same, 0.936, and there is an improvement in the questionnaire’s internal consistency.

The short version of the SEEQ questionnaire proposed in this work is detailed below (the item number from the long version is in brackets).

* **Learning**
  1 (1) - I find the course intellectually challenging and stimulating.
  2 (2) - I have learned something that I consider valuable.
  3 (3) - My interest in the subject has increased as a consequence of this course.

* **Enthusiasm**
  4 (5) – The instructor is enthusiastic about teaching the course.
  5 (6) – The instructor is dynamic and energetic in conducting the course.
  6 (7) – The instructor enhances presentations with the use of humour.
  7 (8) – The instructor’s style of presentation holds your interest during class.

* **Organisation**
  8 (9) – The instructor’s explanations are clear.
  9 (10) – The course materials are well prepared and carefully explained.
  10 (12) – The instructor gives lectures that facilitate taking notes.

* **Group Interaction**
  11 (13) – Students are encouraged to participate in class discussions.
  12 (14) – Students are invited to share their ideas and knowledge.
  13 (15) – Students are encouraged to ask questions and are given meaningful answers.
  14 (16) – Students are encouraged to express their own ideas and/or question the instructor.
  15 (17) – The instructor is friendly towards individual students.
  16 (18) – The instructor makes students feel welcome in seeking help/advice in or outside of class.
  17 (19) – The instructor has a genuine interest in individual students.

* **Breadth**
  18 (21) – The instructor contrasts the implications of various theories.
  19 (22) – The instructor presents the background or origin of ideas/concepts developed in class.
  20 (23) – The instructor presents points of view other than his/her own when appropriate.
  21 (24) – The instructor adequately discusses current developments in the field.

* **Examinations**
  22 (27) – The examinations/graded materials test the course content that is emphasized by the instructor.

In conclusion, fifteen questions, approximately 40%, have been eliminated with this method.

## V. Example of Application

The new short version of the SEEQ questionnaire was used in different university subjects. For instance, in Circuits and Electric Drives the previous academic year, students filled out the long version of the SEEQ questionnaire. As the teacher is the same, a comparison is possible. Table VI shows the level of student participation (number of completed questionnaires versus number of registered students). The percentage of voluntary involved students has increased.

In table IV, the items corresponding to the four lowest-scoring questions from both versions are listed. In this case, two items are equal. In addition, higher-valued items are listed, and there are three equal items.

**Table IV. Participation Level**

<table>
<thead>
<tr>
<th>Version</th>
<th>% Participation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Long</td>
<td>53.16%</td>
</tr>
<tr>
<td>Short</td>
<td>69.23%</td>
</tr>
</tbody>
</table>

Thus, the SEEQ questionnaire helps professors to detect weaknesses and strengths. These results can be used as the starting point of the following improvement plan.

The proposed short version of the SEEQ questionnaire has been used in other subjects in which the teachers were not the same as those in previous years. Nevertheless, in this academic year, the long version was used voluntarily in three subjects. The average percentage of participation was 69.41%. In addition, the short version was used voluntarily in three other subjects, with an average percentage of participation of 86.84%.
The conclusion is clear: the use of the proposed version increases the voluntary participation of students.

VI. GUIDELINES FOR THE USE OF THE PROPOSED SHORT VERSION

Several guidelines can help professors use the proposed short version of the SEEQ questionnaire.

- As explained in the introduction, the SEEQ questionnaire can be used as a tool to develop improvement processes.
- Professors can distribute the questionnaire in the middle of the academic year.
- It is advisable to give the questionnaire to the teachers before the analysis of the data [53], [47].
- After the analysis of the data, instructors should identify the lowest- and highest-scoring questions on the questionnaire. These results can help instructors develop a plan to improve the weaker points while maintaining the strengths. The next step is to implement the plan. It is recommended that the questionnaire is used again at the end of the academic year and that the lessons learned be recorded in order to remember or to explain them to colleagues.

Table V.

THE DETECTED STRENGTHS AND WEAKNESS

<table>
<thead>
<tr>
<th>Version</th>
<th>Weakness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Long</td>
<td>- Students are encouraged to participate in class discussions.</td>
</tr>
<tr>
<td></td>
<td>- Students are invited to share their ideas and knowledge.</td>
</tr>
<tr>
<td></td>
<td>- How does this course compare with other courses you have had at this university?</td>
</tr>
<tr>
<td></td>
<td>- Your level of interest in the subject prior to this course</td>
</tr>
<tr>
<td>Short</td>
<td>- My interest in the subject has increased as a consequence of this course.</td>
</tr>
<tr>
<td></td>
<td>- The instructor enhances presentations with the use of humour.</td>
</tr>
<tr>
<td></td>
<td>- The instructor's style of presentation holds your interest during class.</td>
</tr>
<tr>
<td></td>
<td>- Students are encouraged to participate in class discussions.</td>
</tr>
<tr>
<td></td>
<td>- Students are invited to share their ideas and knowledge.</td>
</tr>
</tbody>
</table>

Strengths

| Long    | - The instructor is friendly towards individual students.                |
|         | - The instructor makes students feel welcome in seeking help/advice in or outside of class. |
|         | - The instructor has a genuine interest in individual students.          |
|         | - The instructor is adequately accessible to students during office hours or after class. |
|         | - The examinations/graded materials test the course content that is emphasised by the instructor. |
| Short   | - The instructor is enthusiastic about teaching the course.              |
|         | - The instructor is friendly towards individual students.                |
|         | - The instructor makes students feel welcome in seeking help/advice in or outside of class. |
|         | - The instructor has a genuine interest in individual students.          |
|         | - The examinations/graded materials test the course content that is emphasised by the instructor. |

• Students require feedback as an element of motivation. As Chen remarked [54], “This study employs expectancy theory to evaluate some key factors that motivate students to participate in the teaching evaluation process. The results show that students generally consider an improvement in teaching to be the most attractive outcome of a teaching evaluation system. The second most attractive outcome was using teaching evaluations to improve course content and format. (…) Students’ motivation to participate in teaching evaluations is also impacted significantly by their expectation that they will be able to provide meaningful feedback.” Thus, teachers can give students feedback on the evaluation results.

• According to Centra [55], student evaluations of teaching can only facilitate improvement when professors are able to access new and valuable information from them. Teachers must then understand how to translate the new evidence into action and must be motivated to do so [55] and [56].

• The short SEEQ questionnaire can be used in combination with other methods [57] [28].

VII. CONCLUSIONS.

Concepts of quality taken from the entrepreneurial world are increasingly being incorporated into the academic field. Currently, there remains a high degree of concern about the improvement of teaching quality at the higher education level. Specifically, the improvement of teaching quality is one of the primary matters that should be addressed continuously by universities.

To improve teaching quality, it is necessary to evaluate the teaching process and its results. In this evaluation, students’ opinions about learning and the teaching process are crucial because the students are the primary consumers in higher education.

The extensive body of research regarding student evaluation of teaching leads us to look for standard tools and standard methodologies. The review of national and international standards enables us to obtain guidelines and global methodologies. Their application will allow for the extraction of ideas for improving universities’ traditional working methods. However, they do not provide any specific tool to evaluate the opinion of students regarding teaching quality. International organizations should work together to define standard tools and methodologies to evaluate students’ opinions.

The SEEQ, developed by Dr Herbert Marsh, is a tool validated for use internationally. It has a robust factor structure, excellent reliability and reasonable validity. However, there are two problems with its use: the low participation of students (there are 37 questions to be answered) and the teachers’ sense of being overloaded if they try to provide rapid feedback.

To solve these problems, a short version of the questionnaire is presented. It was possible to reduce the form using statistical methods. The proposed version consists of twenty-two questions. After using this new short version, the voluntary participation of students increased.

The short SEEQ questionnaire can be used as a tool to develop a teaching improvement process as its use detects teaching weaknesses and strengths. It is recommended that the questionnaire be used in the middle and at the end of the academic year in order to establish an improvement cycle.

The reduction of the number of questions facilitates data
collection and the analysis of the data, in both cases, with software tools. Also it improves the flow of information. In this way, the proposed version of the SEEQ questionnaire helps produce feedback intended to motivate students’ participation in the teaching evaluation process. In addition, the short questionnaire helps professors receive new and valuable information about their teaching from student evaluations more quickly. Professors can use the short SEEQ questionnaire with other tools.

The proposed short SEEQ questionnaire can be used by other university professors regardless of the subject of the degree course.
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Abstract—Current vocational education characteristics as well as the dropout rates and compared to students’ motivation, suggest the need for a system that allows and supports students to work towards the ultimate goal of their training: “incorporating vocational students into the workforce”. In this paper, we present a learning platform designed and developed to empower vocational and college students; a second aim is to provide students, faculty and staff a system to control and acquire new qualifications based on the official curriculum and work experience. The curricula-based improvement of the individual student’s curriculum can be strengthened and improved when using the system, for the areas teachers determine necessary for each student. Consequently, the end system supports and contains official curricula information based on workers’ professional qualifications, skills and competencies.

I. INTRODUCTION

VOCATIONAL education operates to serve the labor market needs for specialized technicians. Currently, vocational education in Spain is far from the enrollment rates recorded within the European Union’s average. The rate involves early school leavers who do not get a post-compulsory degree or Bachelor or vocational education; these dropout rates have increased in 2000; the rate was 29.1% of the total, while in 2007 it was increased to 31% and 31.9 in 2008, compared to 14.9% of the EU average. We also found an graduation rate in intermediate vocational education in Spain at 39%, far from the 51% of the European average, and from the 45% of the average within the European Economic Community [2].

Currently there are 639,887 pupils within vocational education, of whom 312,441 students study middle level vocational training, 288,861 students study upper undergraduate studies, and 385,86 students study distance vocational education. With some recent changes in 2012, 15.7% of the students, compared to the previous year 2011, have decided to pursue distance learning and dropout data with previous years has declined to 26.5% [3]. Based upon such data, we found that the 20.5% of the jobs in Spain are actually technical derived from vocational education. In fact, the industry has experienced an increase of 1.32 points and 9.62% of this specific labor supply related to technical staff from vocational education. Finally, the number of jobs for new graduates has been increased by 35.22% and 9.62% of these offers refers to technical jobs again obtained from vocational education [4].

The vocational education cycles are related to the technical and professional skill levels degree obtained in Spain. Thus, the educational ministry is in a process of adapting the current titles to the professional qualifications in Europe (European Qualifications Framework, EQF).

For the titles to be valid, the professional qualifications are structured based upon associated curricula, and thus, they directly affect the teachers’ schedules. To follow this curriculum, the students are on a six years’ formal training, to achieve professional qualifications specified by the training cycles. The structure associated with the vocational education teachers, facilitates the creation of activities tailored to the current companies’ needs, the in situ immediate environment, and sometimes it involves a car provided to the students depending on the labor market needs. Currently, one of the real problems is that the professional qualification a student acquires is not related to the real knowledge, skills and competencies he needs, compared to the ones acquired in the academic courses (i.e. improve the level of basic skills in foreign languages).

In this paper, we conduct a study on tutors’ needs for a platform to support vocational education students, workers and college students. This tutor-based platform is seeing from two perspectives, the official curricula and each student’s personal curriculum, in order to meet college, students, and companies’ needs. First, we present the current situation in vocational education in Spain for LOMCE1 [1] and the ways it affects Spanish vocational education, the curriculum structure as well as the associated training cycles. Secondly, based on needs analysis, we define the targets to achieve. Having established the aims and objectives, and based on cloud architecture, we propose the design and development of a platform as well as the ways to use it. Lastly, we finish with conclusions and future work.

II. STRUCTURE AND CLASSIFICATION OF PROFESSIONAL QUALIFICATIONS

Professional qualifications structures with associated curriculum provide the basis for comparison as well as the inter-relationships so to establish the main features of the vocational education units in relation to a system design and development. The professional qualifications characteristics and structure are described below [5] [6] [7]:

1 LOMCE: Ley Orgánica de Mejora de la Calidad Educativa
I. Identifying properties:

- **Family**: It identifies the “Family” feature by name, and consists of 26 professional families, of which every family has 5 levels classification, depending on the professional competence required for productive activities in accordance with knowledge required for the specific level.
- **Name**: It identifies the professional qualification that is within each of the families, also following specific levels.
- **Code**: It is a unique identifier, an alphanumeric code, consisting of the first letters of the family and the numeric code identifier.

II. Properties that define objectives and scope:

- **General Competition**: Competition is defined as "the set of knowledge and skills that allow exercising professional activity in accordance with the requirements of production and employment."
- **Professional Scope**: The productive sectors and occupations or jobs are related to specific professional qualification.
- **Productive Sectors**: This is a sector in the economy that produces a material. The productive sector includes mining, forestry, fisheries, agriculture, industry and energy, but excludes government activity and social services.
- **Units of competence**: Competence is to perform each qualification functionality. Therefore, the unit of competency is the minimum aggregate susceptible to recognition, evaluation and accreditation part.

III. Identification Data:

- **Name**: It identifies the Competence Unit (UC). It is related to one of the aspects that describes the general competence of the professional qualification, which is associated with the UC.
- **Level of qualification**: The level of professional competence qualification to which UC is associated with, according to the degree of complexity, autonomy and responsibility required to perform a work activity (these are five levels).
- **Alphanumeric code**: It allows locating systematically the units in the qualification competition with which they are associated.

IV. Professional Achievements:

The Professional Achievements are accomplishments as competition elements that set an individual’s expected behavior, in the form of consequences or results of the functions or activities s/he performs.

V. Performance Criteria:

They express the professional performance acceptable level of a certain function, so as to meet the associated productive organizations’ objectives. Thus, they construct a guide towards the professional competence assessment.

VI. Professional Context:

Describe, as a mentor, production media, products and results of the work, information used or generated and the ways several items of a similar nature are considered necessary to frame the unit of competency.

This professional qualifications system applies on vocational education to ensure that students receive formal training according to a regulated system within the European Union. There is no tracking application in the market for vocational education students, unemployed, and job seekers to support the professional qualifications management according to the rules and the training they receive.

III. SYSTEM DESCRIPTION

VII. Definition and Objectives:

Having dealt with the qualifications system and its relationship with the educational system and vocational education in particular, and in addition to understanding the professional qualifications system structure, we present the design and development of a supporting platform. This platform automatically establishes a student’s acquired professional qualifications via a combination of competency units. An example is provided for students’ new professional qualifications acquisition as follows:

- **Workers**: Describes the student’s successful work expertise and competence units during his/her vocational education, in addition to several more free settings competency units s/he may acquire new professional qualifications.
- **Student training**: The student can acquire new qualifications in addition to previous ones via training units adapted to student’s needs. In this way, students can complete their degree with more professional qualifications susceptible to recognition within the training courses that are in the same professional family, see section II-point A.
- **College students**: Students can gain relevant professional qualifications through the courses curricula corresponding to professional families, or students may opt for an acquisition of professional qualifications advised by their teachers or following their own criteria.

The system also identifies and distinguishes student diversity and competence; gifted students may develop more skills and students who do not meet the minimum requirements for the qualification have a professional qualification on a level they could complete. As a result, an increase on students’ motivation is possible as well as they can improve their professional qualifications through formal training in universities and also in schools where vocational education is provided.
**VIII. Teaching Methodology:**

In regard to the teaching methodology and the minimum knowledge students should acquire in associated taught subjects, specific teaching methods were developed. The ones that allow student’s abilities maximum development using learning technologies are related to the constructivist methodology; the student builds upon their own methods using provided tools to solve a given situation or problem [8] [9].

To achieve this, the main aim of the platform is to design an annual training plan for each student built upon the objectives set at the beginning of their academic year. Thus, they can be aware of what the qualifications acquired once evaluated, in addition to what content they should study and work with the help of their teacher or tutor. Therefore, our duty as instructional designers is to build a training plan that includes all the educational stages a student can follow, or an academic plan. In case of a worker, a tutor academic plan is provided, that encompasses professional qualifications completed over a period of time to achieve these objectives.

**IX. Architecture:**

A system in a cloud can enable and support the students, teachers and workers to interact. This system allows the inclusion of ancillary services and associated performances. We have chosen cloud architecture, because, in addition to supporting phased development over time and adding new services, it facilitates their deployment and growth and can be integrated within diverse systems built by other agencies.

Figure 1 shows the system architecture: it operates in two hybrid clouds that receive information from outside, and in turn, it communicates such information within these clouds. The platform begins with data collection, based on data from institutions and actors who interact in the platform; these are the teachers, students and workers.

In green color The “Qualifications CTutor” cloud is depicted with green color; it provides services for data collection and maintenance for professional qualifications. Also the data “Integration Services” is represented; these services collect data from students’ curricula in order to normalize the data and adapt it to specific needs. What we ensure is data normalization and structure by following the structured criteria, previously presented in section two. Thus, once the data is structured and validated, the curriculum profile for students and workers is created.

Separated into two distinct groups, students and workers, the connection to obtain new skills and create the workers’ curricula is established; also a map of the obtained qualifications exists as well as the professional qualifications they may obtain from their studies (student or worker). The tool also indicates the specific qualifications to update or enhance. This cloud contains students’ curriculum profile adapted to the national qualifications system, which allows and supports the growth of students’ professional qualifications, keeps updated these professional qualifications on the profile, and adapts it to possible changes.

- Students: It contains the data obtained by the official curriculum and the objectives that the students have achieved in each of the official training courses; this is in order to have enough data to seek the needed professional qualifications according to their training needs and establish a curriculum to obtain professional qualifications that can be obtained by their studies.

![Fig. 1 System Architecture](image-url)
• Workers: The data come from their curricula vitae; the CV must certify and accredit workers to obtain professional qualifications and training required for other professional qualifications; we also need to keep updating qualifications achieved to date.

The cloud “CTutor Courses” in purple color contains the services that facilitate the teaching and learning process. This cloud is fed by the data sent from the “Qualifications CTutor” cloud, and contains the necessary parameters to find the courses and users’ profiles. The tool offers three options for choosing courses:

• **Find Courses**: Users can search for courses that best suit to their profile and then they can choose and start the registration process in the course, so to obtain the associated skills.

• **Featured Courses**: Users can access the recommended courses from their profile; this is the interface where teachers and human resource centers can recommend students what the way forward should be for training in accordance with the criteria to establish and improve the curriculum for pupils according to their official studies. In the case of workers, it is related to the needs that the company has about the qualification the company’s employees must have, and also new expertise acquisition.

• **Discussion**: Students, teachers and community members enter into the debate educational course selection; as such, students can follow and solve any doubts on the process of choosing new courses. Sometimes it can be the case that a student or a worker is not aware of the comprehensive curriculum, so they can take advantage of the system and proceed to required corrections. At this level tests are included to accurately assess the student’s knowledge, also including the necessary tests for languages found as required for the workers’ skills as well as students’ reinforcement in their language subjects.

It is important to keep the system updated, for that we include the official curricula of vocational education courses. As for the inclusion of qualifications in training courses, the target is to obtain formal qualification training at the end of several professional qualifications collection.

IV. HOW THE SYSTEMS WORKS

The ways a student acts on the systems is represented here: after reviewing his/her profile, s/he has access to existing courses within the platform. The student detects that the platform recommends more courses than he already has, so to obtain better professional qualification. The platform offers him/her the possibility to start the acquisition process with these new courses, by, first, selecting them, and later, request the tutor’s approval.

Figure 2 shows the information and actions that a student can visualize i.e.: students can view the detailed information about specific courses, a list of recommended courses and expected professional achievements. Therefore, based on such information, the student can work to obtain the best possible professional qualifications. The platform also offers a set of actions like:

• **Consult personal data**: The student can visualize his personal data and request the needed changes.

• **Course Registration**: The student can ask for registering with a set of courses at the beginning of each semester.

• **Registration Errors Correction**: If the student identifies registration errors, s/he may ask for corrections, and follow the request process.

• **Courses Schedule**: It shows the student his/her academic calendar (list of courses, rooms, time, etc.)

• **Selecting favorite courses**: The student may identify a course as a favorite course, so that both the tutors and the platform can list associated recommended courses for the student to study, so to improve his professional qualification specifically for this specific field.

• **Searching for recommended courses**: The student may ask for a list of recommended courses associated with his/her degrees.
Once a student observes that s/he already has the capabilities to acquire a competency unit, s/he may start the process of adding it to his/her professional qualifications, as in Figure 3. The student also has to argue about the merits with the administrators so to launch the validation process.

During the acquisition process, the system sends a notification to inform the student about the process and the steps s/he has to follow, as in Figure 4. Once the student performs the requested information, s/he receives the notification informing him/her that the request is resolved; this service uses a message center.

V. CONCLUSION

The presented system aims to ensure students’ and workers’ improvement on the curriculum under the qualifications set within the European framework. Such system can keep the curriculum updated and allow the students to develop new qualifications based on skills acquired in formal training courses. The system interacts with users and provides all necessities related to the academic teaching methodology supporting the curriculum internationalization according to the European Qualifications Framework (EQF); an example is the language courses as they are becoming preparatory in Spain. As for the educational process, the students are able to perform additional studies, and thus, achieve more skills and be empowered in their curriculum subjects.

Following the platform design and development, future possible legislative changes are considered to adjust the platform to any new legislation structures and professional qualifications, as well as to adapt it according to the public academic administrations.
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I. INTRODUCTION

In the current educational system, and in conjunction to the subsequent studies on the secondary education level, a problem appears to exist related to the students’ preparation when starting their working life. To be more specific, the student needs an adaptation period so to work in any position of a specific company when s/he finishes high schools and universities (not as much at the vocational education). This situation provokes a feeling of insecurity to a student due to not getting the acquired knowledge and skills that are required and appropriate so to immediately perform at work. On the other hand, the students do not only suffer the consequences but also, the contracting companies have to estimate a time of adaptation for the new workers, which is costly in both time and money.

As a result, this paper describes a solution consisting of including a new subject at the last phase of the academic studies focusing on the company’s work. The subject serves as a bridge and communication channel and collaboration between the educational institutions and companies; in this way, at the end of the student academic education, students can be incorporated in the working field without the need of any type of adaptation period or with a minimum one, which, in turn, does not cost to the contracting company as much. Thus, students, educational institutions, and companies take advantage of such subject, and also, the country’s overall economy is improved as a response and consequence of a drastic diminution of the young people’s unemployed rate. This is because companies do not require dedicating human and financial resources for the adaptation period and consequently, hiring is dramatically more effective.

There is increased importance in the aforementioned as nowadays, there are numerous and diverse factors that badly affect a country’s economical growth. Among these facts, the unemployment rate is called the brain drain or the capable people’s unhappiness caused by the low salary. One of the consequences is loss of interest towards completing their education to a university degree. This is probably because they know from the beginning that they will spend a great amount of money they possibly do not have and/or have to acquire support from their families or a loan from the banks. Moreover, for the time needed to study, the student will not have monetary benefits but problems with, for example, housing. Last but not least, in case of acquiring the degree, such certificate does not guarantee a job, which is rather a disappointing concept in regard to higher educational levels.

For these reasons, we propose the inclusion of this new subject to increase students’ interest on higher educational levels, in order to becoming more familiar with the working life and with the job they have been studying for. This generates expectations and hope for the students and if hiring is more probable then there will be added value benefits.

The following sections are presented as follows: the current educational system situation, a global vision of how the subject can be included into the academic plan, the
channels of communication between institutions and companies, the evaluation criteria for the students in that subject, and finally, and the work that we are doing to improve this proposal.

II. STATE OF ART

With respect to university academic education, a solution exists to reduce the problem previously highlighted; this is the gap between the finishing the academic education and starting the working life. This solution is called “company practices”. It consists of a student working in a company, who asks for this kind of practice. This type of work is remunerated, in some cases, and it is a bridge between the student, as a worker, and the company, which helps the student. On the other hand, in many occasions, the work done by the students inside a company does not reflect students’ expectations. In other words, students think that they are going to learn about the working conditions and skills needed in a company within the field that they have been studying, however, they usually acquire a job unrelated to their academic education. Definitely, in some cases, companies use this kind of opportunities to hire people at low salary or no salary to perform very low-level tasks or tasks that nobody of the current workers wants to do.

With respect to the vocational education, the gap is not as wide as with university academic education. It is rather more focused on supporting the students entering the work world and for this reason; a closer relation with the local companies exists. In addition, there are studies to prepare the students who would like to enter the working life as soon as possible. Those studies are called “Programas de Cualificación Profesional Inicial” (PCPI), in English, Initial Professional Qualification Programs; and previously called “Programas de Garantía Social” (PGS), in English, Social Guarantee Programs [1].

Despite the aforementioned problems, any help that the educational system could provide to improve the integration of the students in the working life would be well received by the society. For that, we are going to explain our proposed idea to ease this process.

III. GLOBAL VISION

The proposed subject is included in the last course of the corresponding studies plan. Thus, the students have the academic concepts as fresh as possible and the companies can identify a person to cover a vacant in short notice. This subject is optional, as it occurs within the company practices, and prepares the student with the needed knowledge to start working in a specific job. For that, the student identifies the kind of position he wants to occupy, when he finishes his studies, his spurting tutor and mentor etc. as the support provided by the university has to be as realistic as possible. After that, it will be clearer for the student to have a list of themes related to the desired job.

This list of themes is established in a base shared between the institution and the company in order to know the essential milestones the student has to achieve to obtain the desired job.

As this is a subject in constant evolution, the companies will not be always the same and for this reason, the required essential milestones have to change occasionally. For example, two companies establish an agreement with the university where the needed criteria are established for a student to work in a vacant job as a Computer Science Engineer. One of the companies’ jobs requires good knowledge of the CMS1 Joomla2 and the other .NET3 Technology. Both vacancies require a Computer Science Engineer to develop the work. However, it is highly likely that the student at the end of his/her studies does not have enough knowledge and skills on any of the previous technologies. In addition, those technologies are different, so it is impossible to establish a common list of themes for both because the student will not be specialised to the required degree.

Taking into account the previous concepts, we are creating two different types of lists of themes associated with the current company necessities, which can be selected by the students who would choose the subject. One of the lists of themes is focused on the work on Joomla3 where the student must study themes related with PHP4, free software licenses, databases with MySQL5, managing of Apache server, etc. The other list of themes focuses, differently, on the programming language C#, the study of the .NET Framework, the architecture in layers, the client side programming language JavaScript6, the SQL Server7 database, etc.

Once we know the different lists of themes available for a specific course, the academic institution passes the information to the students so they can choose the closest to their necessities. If there is not enough number of students, more academic load will be dedicated to a subject with one

---

1CMS. Content Management System.
2Joomla!. Open code CMS, developed on PHP and under GPL license.
3.NET. Microsoft Framework for developing applications.
4PHP. Server side programming language usually used for web development.
5MySQL. Relational database management system of Oracle.
6JavaScript. Client side programming language used to improve the performance and the interface visualization.
7SQL Server. Relational database management system of Microsoft.
list of themes, and another list of themes will be rejected as non-viable (as occurs at the current educational system). At the end of the academic stage, the students will have the required skills for the current working life for a set of companies that focus on specific technologies. In addition, the companies collaborating with the university can provide the bases for future workers to have at their availability qualified personnel so to work on the moment as they enter the company; this increases the students’ or ex-students hiring rate by the specific institution. Such targets combination avoids the existing gap between the student and the company due to the lack of information and/or resources.

IV. EDUCATIONAL INSTITUTION-COMPANY COMMUNICATION

Finally, a communication channel is needed to bridge educational institutions and companies. This communication channel is of great importance because the successful collaboration between them determines the success or the failure of the whole project. So, if we establish the correct methods and level of understanding, the results obtained will be beneficial for all, the students, the institution, and the companies.

Therefore, different meetings between the interested parties can provide, as a result, the bases to establish the knowledge and capacities that students have to acquire to reach a determined job in a specific company. Moreover, we obtain real work-related profiles of qualified personnel to occupy a vacant job when finishing his/her education, which is nowadays not offered by the university.

This type of relationship is beneficial for everyone involved and even for not explicit parts, as for example, the employment system. Below we detail the resulting possibilities:

- For the students. The proposition improves the student self-esteem and attitude towards a future job. The student knows that the subject will be really useful for his/her working future. In addition, due to the fact that the company is already continuously immersed in this process, it increases the possibilities of hiring a student by that company or another, which works with the specific kind of technologies and/or methodologies.
- For the university. Improving students’ attitude results on choosing the subject that will open the working world, and increase the number of students deciding to register for that subject, which in turn, directly affects the university’s strongbox. Moreover, if there are a lot of companies that present their technologies and methodologies and due to this several plans created, an increase in the number of job vacancies can be established. Thus, this increases the number of subjects to teach, which would be great for teachers with problems appeared as lack of opportunities. Lastly, however, not less important, is the increase in possibilities of hiring students, therefore, the university’s prestige would grow, raising the "graduated student-hired student” rate.
- For the company. As a consequence of this relationship, the company needing specific employees does not overspend on human and financial resources searching for suitable candidates who fit the job requirements; this is because the potential future employees have already studied the subject that is in accordance with the company plan. In addition, the adaptation period for a new worker is removed or drastically reduced. This increases the initial productivity and, consequently, the profits.
- For the employment system. The employment system is indirectly related to the communication channel between the educational institution and the company. This is due to different reasons; for example, and as aforementioned, is the number of plans about the subject increases, the number of vacancies for teachers needed also increases, which in turn decreases the number of unemployed people. Another factor is related to the direct relation between a company, the university and the subject with the specific list of themes for a job in that company and this is due to the communication channel; as the number of hired students recently graduated increases, the unemployed young people rate decreases.

To conclude, if we establish an effective, organized and structured communication channel between the educational institutions and the companies, more global benefits are obtained. These benefits are applied to every part and improve the educational and working system as such.

V. EVALUATION

Finally, evaluation of this proposition is needed to assess that the studied concepts by the students are rooted enough and they have been useful to them. For this, and as a result of the conversations between the university and the company, evaluation criteria are needed to impart the subject and to obtain qualitative conclusions referred to the capacities of each student.

The evaluation need to be composed of theoretical parts as well as practical parts, depending on where the company assigns weight to the most important parts; these are the parts which have more weight at the time the teacher evaluates the work presented by the student. As for the degrees, for instance, in engineering or architecture, the evaluation criteria can be related to practices. However, for the rest of the degrees, if for example related to Arts, practical applications appear to be better and more positive
for the student because as they refer to real cases; these can be found and implemented inside the company, related with the study plan for the subject or other similar competences.

To increase the students’ interest, we can establish agreements; companies are obliged to hire a specific and minimum number of students (if the students have finished the subject with appropriate qualification). Thus, at the end of students’ studies, there will be interviews between the company and the selected students.

VI. CONCLUSIONS AND FUTURE WORK

Nowadays, serious problems exist with respect to the rate of unemployed young people and the difficulty of the recently graduated people related to getting a job based on their studies inside of the frontier. For that reason, in this paper we proposed the inclusion of a new subject to the study plan of the educational institutions. This subject foments the communication channel between companies and educational institutions to achieve beneficial goals for everyone. Thus, the result is efficient and effective for all, students, company, educational institution and the public employment system. This is due to the creation of new work vacancies that help companies to find adequate people fitting with the company profile. Furthermore, students’ efforts are rewarded with the possibility of being hired by the company, which manages the plan for the subject, or by companies with methodologies and/or technologies similar to that plan.

It is also necessary to mention that we are working towards managing different generated plans for adapting the conversations and agreements between educational institution and companies having a big part of their contents common to others. Thus, not only do the students achieve the goals of a particular company and their own but also within many companies, and thus, increasing the possibilities of hiring them. Getting more prepared students whose skills are open to a wider number working possibilities. Therefore, the improvement of the studies model plan of a subject for higher studies have to be considered, and also, aspects on studies of a lesser grade. For this, we are studying different forms for the students who do not want to follow higher studies; however, they can acquire a good career opportunity following the same paradigm of bridging subjects and communication between educational institutions and companies.
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I. INTRODUCTION

In the current higher education system in Castilla-La Mancha the teachers are evaluated by the students by mean of surveys which will be taken into account later for future bonuses or others [1]. These types of surveys performed by the students evaluate different aspects of the learning of a determined teacher. This kind of proposal is a good idea for keeping a good teachers attitude with the students inside the system. In addition, it means that not only it’s needed a good base of knowledge of the teacher but a good way to express them and to show them to the students for a better understanding and acquisition of them. However the results of the surveys don’t have enough influence inside the system in general and the teachers in particular.

In this paper we propose the study and inclusion of student surveys inside the teacher’s curricula. Thus, a historic related with the attitudes and aspects to improve and improved, is kept in the system. But this is not only useful to study the learning aspects related with the teacher but also it forces the teacher to get interest for his work of knowledge transference of a more active form. That is because it will be displayed at the curricula and visible for the competent institutions.

The inclusion of this type of elements will be captured of a graphic manner inside the curricula to ease their understanding. Thus, with a quick sight we will know the strongest and weakest points of a determined teacher in particular. Moreover as the obtained results by the surveys won’t be ephemeral (stored in a history), this foments a care for part of the teachers to give the classes. With all of it we don’t only get to take into account the experience and knowledge of a determined teacher to evaluate his skills but also to take into account his work with the students and the way to foment the learning.

II. STATE OF ART

Nowadays the evaluation of the teachers is performed by mean of surveys. These surveys were passed to the students,
until this kind of fact started to be done electronically in 2011, at the final part of the teaching of each subject and in relation with a determined teacher. In that moment the students qualified the different attitudes of the teacher in an anonymous form. Thus, the results referred to the teaching period of a specific subject are obtained.

Surveys were determined by formularies which the students must paint the specific value inside of each category. At the following images we can see a form related with a theoretical part and another related with a practical part of a subject.

Actually the process can be developed by mean a web application. Thus, we reduce the costs and we promote the use of the electronically media. In addition, through this application the teachers may download the reports referred to the students’ opinion to check if the methodological aspects of the teaching are adapted to the current students.

By observing these data, we propose the inclusion of the surveys’ results in the personal curricula of each teacher. With it everyone can know the progression of a determined teacher and if the teacher’s capacities satisfy to the students of the subject. Thus, we get various goals:

- To foment the dedication of the teaching stuff to improve their learning skills.
- To guarantee that the students are agree with the learning and with the taught knowledge.
- To obtain a history for the teachers can see what facets to improve.
- To include in the teacher’s curricula not only the technical skills but also the learning skills.
- A control by the educational institution of their employees, by checking if they reach the expected expectatives.

III. EVALUATION AND STUDY

If we take into account the figures 1 and 2, we can see that there exist four main factors to evaluate inside of the capacities of a determined teacher. In function of it is theory or practices respectively, these are:

- Compliance of the program and content of the classes (or practice sessions).
- Way to teach the class (or to develop practice sessions).
- Teacher attitude with students.
- Teacher dedication.

Each of these capacities comes also determined by more specific aspects inside of them which form the global. These aspects will be evaluated by mean of the students’ opinion and will be treated to avoid extreme values which go out of the real estimation. Knowing that the valuations of the students usually have a normal distribution [2], different mathematical and statistical methods are used, as for example the empiric rule which use the standard deviation as selector element of the data range used to the evaluation [3].

Fig. 2. Survey of theoretical part.

Fig. 3. Empiric rule.

Once we have the validate data inside of the sample set, we will proceed with the calculation of the mean of each of these data in reference to each question of the survey. After that we will evaluate at the same form the global capacity in function of these specific data. With it, we will obtain tangible data to be used by teachers and pertinent educational institutions.
IV. INCLUSION INTO TEACHER’S CURRICULUM

Knowing the punctuation provided by the students to a teacher in a determined subject, next thing to do is the inclusion of these data inside of the teacher’s curricula. Nowadays this information is available through a web application, thus the teacher may download the reports when he wants. However this type of methodology doesn’t foment a increment on the teacher’s interest to improve his classes. For it, in this paper we propose the insertion of the data inside of the teacher’s curricula for giving it importance and this is taken into account. With this option, students and educational institutions will have more opportunities to visualize it.

All those things drive the teacher attitude to a restructuration of his classes in case of these classes don’t give the expected result in a specific field or to a maintenance of the form of doing them in case of the evaluations were successful. Thus, we obtain a greater control over the learning for the knowledge arrives in good conditions to the students, getting a quality education. These data will serve as a history to see the evolution of a determined teacher and as a supporting point to improve on the fields where he is failing. However, the fact of to include the data doesn’t have too much influence on the attitude for visualizing them. For that reason, the best form for these data call the reader’s attention (the teacher or anyone else) is to show them by mean of intuitive and easy graphs, understandable in a first look.

This kind of graphs will call the attention and will show the evaluations of the four main components of the previously treated surveys at the state of art.

V. GRAPHICAL REPRESENTATION

There exist different forms to display data graphically to the user. In this particular case we need to show a graph which information contains the four main facets related with the learning of a determined teacher. In addition, we must to take into account that for each of them there exist other aspects which constitute them. These aspects will be also represented.

Following the specifications described in the article [4] where the graphs of football games are taken as reference, we are going to use for this case the same form of representation but with the particularity of using a square rather than an octagon. Thus, the representation of the data would be displayed as follows at the figure 4.

Once observed the data referred to these four main elements which constitute the evaluation of a teacher, for the case of wanting to look deeper in each of them, we only need to pass over one of them to see the associated data. With it, we can watch the information related with the evaluation of a determined aspect of the teacher learning. At the figure 5 we can observe how that information is shown (theoretical part).

With all of these data added to the teacher’s curricula, the information contained in it will be completed. Of this form there won’t be only technical aspects but also aspects referred to the learning attitudes.

VI. CONCLUSIONS AND FUTURE WORK

With the inclusion of the students’ opinion into a teacher’s curricula we achieve that the teacher pays more attention to his work of teaching because that information will be available for the educational institutions and students can see it when they want. Moreover, as that data is displayed graphically, the user who consults these data will have it easier and in one look he will know the attitudes of a determined teacher. But it is not only used as a consult method to external agents to the teacher but the teacher will be able to consult the data to see the areas which need a improvement for the efficiency in the educational labours was more productive. With it, the opinion of people who must receive the knowledge for the educational system, gets the deserved importance. In addition we foment the good practices and the self-criticism of the teachers to improve their learning capacities. All of this is resumed in the aspects previously commented:

- To foment the dedication of the teaching stuff to improve their learning skills.
- To guarantee that the students are agree with the learning and with the taught knowledge.

![Program Compliance](image1)

**Fig. 4.** Graphic representation of the teacher’s attitudes.

![Teachers attitude with students](image2)

**Fig. 5.** Contained information inside of a specific aspect of the teacher’s learning.
- To obtain a history for the teachers can see what facets to improve.
- To include in the teacher’s curricula not only the technical skills but also the learning skills.
- A control by the educational institution of their employees, by checking if they reach the expected expectatives.

The following challenges that we have proposed to us are referred, among others, to foment that the participation in the surveys to be the more realistic as possible, trying to avoid that the external factors have influence on the students at the time of qualify the attitudes of a determined teacher and on a specific subject. This type of factors can be determined by comments of the teachers due to a fear to a negative evaluation or by the students trying to do wrong evaluations without take into account that this actions can have a negative influence into the curricula of the teacher to evaluate.
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Abstract—The paper presents case study – Information Systems and Computer Science in Civil Engineering curricula. Introduction gives historical background of present role and position of IS, Information & Communication Technologies (ICT) and CS. Later details of the course of Information Technologies (IT) are presented in which elements of IS (ICT) and CS are combined. The use of spreadsheet and its Solver as well as Computer Algebra System (CAS) are stressed. Special attention is put on lectures which give necessary theoretical background for classes. Additionally there are presented some remarks about the subject Computing in Civil Engineering (CCE) which is natural successor of IT course. The paper is illustrated by the results of questionnaires performed in the beginning and in the end of semester. The main purpose of the article is to present changes and convergence between mentioned above subjects.

I. INTRODUCTION

The place and role of Information Systems (IS), which can be treated in narrow sense as a term referring mainly to ICT, and Computer Sciences (CS) in curricula of Civil Engineering (CE) studies changed a lot in last few decades. In ’70 and ’80 mainframe computers were used and students were taught Algol and FORTRAN as programming languages. In ’90 first PC laboratories were created so Algol and FORTRAN were replaced by Turbo Pascal. Students were also taught software like spreadsheets and text processors. Moreover for the purpose of Numerical Methods Computer Algebra System (CAS) MathCAD was introduced. In XXI century Windows environment and its applications dominates in curricula of studies. Additionally to these changes IS and CS are more separated than before. They are taught in different subjects namely Information Technologies and Informatics because Visual Basic for Applications (VBA) as sample programming language was in 2005 replaced by C++. The place and role of IS and CS in curricula of CE studies are subject of never ending discussions. The most orthodox engineers see no room for such subjects. In their opinion students’ knowledge gained from secondary school on the level of European Computer Driving License (ECDL) described in [1] is absolutely satisfactory for future civil engineers. Their opponents see growing role of IS and CS in all engineering fields. Existing curricula is to some extend a kind of compromise between these two opposite opinions. In the rest of the paper laboratories and lectures in the field of IT, curricula of CCE and attempts to flip the education will be presented.

II. INFORMATION TECHNOLOGIES: LABORATORIES

Because in common opinion C++ taught on 2nd semester of BSc studies in subject named Informatics is not the best idea curricula of the subject Information Technologies (IT) taught on 1st semester is a trial to make a reasonable combination of IS and CS. Curricula of IT subject is based on compromise between the level of students’ knowledge and foreseen needs of other subjects. While first point can be easily measured by questionnaires second one is hard to tackle with because of mentioned above conservative attitude of many teachers to the role of IS and CS in engineering.

A. Results of questionnaires

Questionnaires has been conducted regularly since 2011.

![Sample questions concerning text editor](image-url)
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Fig. 2 Sample questions concerning spreadsheet

Their results are worse than expected. Students know how to run software like text editor or spreadsheet but they do not know how to use it in order to solve particular problem in effective way. Both Fig. 1 and Fig. 2 show that the knowledge of more advanced functions in text editor and in spreadsheet decreases. This means that material from IT on the level of ECDL still should be present in curricula of studies.

B. Block 1: First things first…

First block consisting of three classes can be named first things first. Students are definitely very skilled mainly in dragging, dropping and tapping, so topics like file systems, file transfer and rights are quite new for some of them. Similar situation happens in the field of presentation graphics. Ten slides and 20 MB files are common problems because terms like resolution and appropriate graphic file format are in students’ opinion not necessary for them. Last but not least text editors are also used in rather ineffective way. Styles, table of content, bibliography tools as well as mail merge are used very rarely. Last part of this short block consists of elements of Hyper Text Markup Language (HTML) and Cascade Style Sheet (CSS). People who are against this say that nowadays nobody creates web pages in pure HTML and CSS using only text editor. The purpose of these classes is different. First of all this is one of the simplest examples in which it is possible to present to students how something from the field of IT works. Moreover in contradiction to clicking, dragging, dropping and tapping HTML and CSS require precise thinking which can be treated as an example of algorithmic thinking necessary in programming. Last on the list of pros is the fact that due to existence of numerous validators students can easily check results of their work.

C. Block 2: Spreadsheet - in between...

This block of classes is also three weeks long. There are three major points in this block: logical functions and conditional statements, database functions and their usage and Solver described precisely in [2]. Solving engineering problems especially during design process means using conditions. Simple spreadsheet IF function combined with OR, AND and NOT functions are excellent introduction to programming. Table databases are not real relative databases but they can at least give to students a flavor of database systems and give to them an opportunity to learn how to formulate queries using specialized database functions. Solver opens the opportunity to solve more complicated problems like optimization. Students are taught two things: how to solve linear and nonlinear maximization and minimization problems and how to create appropriate mathematical model of a given problem. Fig. 3 shows Solver window for linear programming problem.

D. Block 3: CAS – towards algorithmics and programming

The last and the biggest block of classes is devoted to CAS namely to MathCAD which is described in many books like: [3], [4] and [5]. Its presence in curricula of studies is a source of never ending discussions. In the opinion of many teachers students overuse MathCAD while preparing their design homework using it. It is enough that one person creates a file and all remaining can simply enter only data. First part of MathCAD classes is devoted to solving classical mathematical problems:

- Symbolic calculations
- Definition of variables and functions
- Calculus: integrals, derivatives, limits.
- Matrix and vector operators and functions.
- Solving problems: linear and nonlinear equations, minimization and maximization.

Second part is devoted to programming. In the first part basic instructions (if, for, while) and control statements (return, continue, break) are introduced. The idea of this subject was inspired by the book [6]. List of algorithms is based on two Polish books from this field: [7] and [8]:

- Numerical algorithms (bisection, regula falsi, Newton method)
- Classical algorithms (Euclid’s algorithm for greater common divider, Fibonacci numbers)
- Sorting algorithms (insertion, selection, bubble)
These algorithmic problems are solved together with classical programming problems including:

- Matrix and vector operations and
- Sums of series.

Fig. 4 presents sample MathCAD code of insertion sorting algorithm.

```math
ins(w) := n ← length(w)
for j ∈ n - 1, n - 2 .. 1
    rob ← w_j
    i ← j + 1
    while i ≤ n ∧ rob > w_i
        w_i-1 ← w_i
        i ← i + 1
    w_i-1 ← rob
```

Fig. 4 Sample MathCAD code

III. INFORMATION TECHNOLOGIES: LECTURES

Lectures are also very controversial part of the subject Information Technologies. There is quite common opinion that they are not necessary because in the second decade of XXI century everybody is a specialist in the field of IS and CS. Lectures are mainly based on four books: [9], [10], [11] and [12]. First one is accompanied by excellent web site enabling students to learn independently. Subjects of subsequent lectures are as follows:

- Introductory remarks: layers of computing system, the history of hardware and software.
- Binary values, number systems, conversions, floating point arithmetic.
- Data representation of text, graphics, audio and video; compression.
- Boole algebra, gates and circuits; von Neumann architecture;
- Elements and parameters of computing system.
- Algorithms and their representation: searching and sorting algorithms, recursive algorithms.
- Programming languages: translation, compilation, interpretation, basic programming structures, programming paradigms and languages.
- Types and data structures: stacks, queues, lists; subprograms.
- Operating system: role, memory and process management.
- File system and directories.
- Information systems and applications: spreadsheets and databases.

- Computer networks and their security: network addresses, cloud computing.
- Internet and the World Wide Web: HTTP, HTML.
- Introduction to artificial intelligence and expert systems.
- Limitations in the field of hardware and software; the untouched problems; questions and answers.

IV. COMPUTING IN CE

This subject plays supplementary role to IS and CS. Its curriculum consists of three blocks. First is devoted to Directs Stiffness Method (DSM) enabling students to solve trusses, beams and frames. Second part is devoted to stationary heat transfer problems – students learn how to solve set of Partial Differential Equations (PDE) using Finite Difference Method (FDE) or Finite Element Method (FEM). The last block devoted to optimal design is mainly based on the book [13]. Student learn from this block how to solve Operation Research (OR) problems as well as structural optimization problems. Tools used in curricula of this subject are mainly known from IT classes – this is spreadsheet and CAS software MathCAD. The stress is put on building appropriate mathematical model. In many cases for simple problems solution can be verified by hand calculations. Fig. 6 presents solver window for transportation problem.

![Fig. 5 Solver parameters for transportation problem](image)

V. TOWARDS FLIPPED EDUCATION

For ten years students have been provided with different multimedia materials in the form of podcasts – personal on demand broadcasts. First podcasts prepared in the Division of Information Technologies (DoIT) had the form of screen-casts – “digital recordings of computer screen output often containing audio narration”. Screen-casts contain software animations helping students to learn how to use software. Second kind of podcasts are slide-casts – “audio podcasts combined with slideshow”. Slide-casts have the form of knowledge clips – short explanatory presentations of particular problem and its solution. Last kind of multimedia materials prepared by DoIT are web-casts – “media presentations distributed over the Internet using streaming media technology to many simultaneous viewers”. In fact web-casts were lecture captures which were recorded and later distributed as podcasts. Tenths of hours of different podcasts stored on ed-
Educational portal helped a lot during classes but did not have expected impact on quality of learning process measured in terms of grades obtained by students.

Starting from academic year 2012-2013 in some of the groups podcasts are used in different way. Students are asked to watch podcasts at home. During classes they should be prepared to use software without any problems and to solve using it particular problems. This idea is known as flipped classroom and is described precisely in [14] and [15]. First results of this experiment are to some extend promising - students gain better scores in flipped mode. Students are not very keen to spend time at home watching podcasts. They do prefer to "be taught" during classes. This problem can be easily solved by adding simple point to subject regulations – students should be prepared to computer laboratories and this fact is checked by means of test before the class. According to European Credit Transfer System (ECTS) in fact the same amount of time as at the university average student should spend learning at home. It is much more effective to watch passive in nature screencasts at home and solve problems with tutor in class than the other way round.

VI. CONCLUSIONS

The question of the place and role of IS (ICT) and CS in engineering curricula belongs to the category of ill posed problems. From the point of view of majority of teachers the most important for engineers is their intuition, so they neglect the knowledge from the fields of IS (ICT) and CS. Results from all computational programs should be verified and this is out of the question. One can say that the role of computations is to prove hand calculations. But on the other hand IS and CS can make engineers work more efficient.

From students’ perspective IS tools are treated as specific black box. In order to use these tools in proper way at least basic knowledge form CS area is required.

Results of questionnaires from the end of the course presented on Fig. 6 and Fig. 7 show that the idea of sustainable presence of IS and CS in curriculum of civil engineering studies is accepted by students.

Presented paper shows that further convergence between IS and CS in higher education is necessary, because tools used by engineers are more and more complicated. New and innovative teaching methods like podcasts and evaluation of teaching can help to merge from IS to CS and vice versa. Curricula of studies should be continuously improved by adding new elements like for example Geographic Information Systems (GIS) or Building Information Modeling (BIM) software and systems.
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Abstract—The aim of the research presented in this paper is the development of a novel approach to predict programming aptitude. The existing programming aptitude tests rely on the past academic performance of students, on their psychological features or on a combination of both. The novelty of the proposed approach is that it attempts to measure student capabilities to manipulate abstract concepts that are related with programming, namely time, state and causality. These concepts were captured in OhBalls - a physical simulation of the path taken by a sequence of balls through an apparatus of conveyor belts and levers. An engine for this kind of simulation was implemented and deployed as a web application, creating a self-contained test that was applied to a cohort of first-year undergraduate students to validate the proposed approach. This paper describes the proposed type of programming aptitude test, a software engine implementing it, a validation experiment, discusses the results obtained so far and points out future research.

I. INTRODUCTION

Programming is hard to learn for most people [9], [12]. Although some students seem to learn it without apparent difficulty, this is not the case of most of them, especially those majoring in subjects other than computer science or software engineering. Even students in those areas are not immune to these problems, as many educators feel that they do not acquire the necessary programming skills in introductory courses [10]. Probably some students are not cut out to be programmers and knowing it in advance would a great advantage [7].

Predicting which students are likely to succeed in learning programming is not easy, some even say it is unfeasible [9]. Nevertheless, this is precisely the goal of the research described in this paper: to create a programming aptitude test, and especially to explore new ways to predict programming aptitude.

Several studies suggest that the high school performance in mathematics is the best indicator of a programming aptitude in college [3], [6], although the correlation between both is usually small. The standard explanation is that both mathematics and programming require abstract reasoning, thus a student with a good performance in mathematics during high school is bound to succeed also in college programming courses.

It is indisputable that a connection exists between programming and mathematics, at least in a broad sense. Although it is much more difficult to define mathematics than programming, if we accept that the realm of mathematics is patterns of thought them clearly computer science in general, and computer programming in particular, are deeply connected to this discipline. However, the mathematical knowledge of a high school student is essentially algebra, calculus and basic logic, and these fields lack a number of abstract concepts that are essential in programming, namely time, state and causality.

The concept of time is central to computing. Computers have an internal clock that regulates how instructions are executed. Programs are sequences of instructions that are executed in a flow over a period of time. All the elements of a computer, or of a program, are in a certain state that evolves over time. The execution of instructions causes changes to these states, that are influenced by their previous states.

This type of reasoning, however abstract, is in general absent from mathematics, especially from the branches of mathematics taught in high school. Take calculus for instance. Although the variable of a function may be interpreted as time, the function itself exists beyond time; it always existed and never changes. A derivative may be seen as the amount of change of the function’s value but it has no discernible causes or consequences. Or take Boolean logic as another instance, where A implies B that does not mean that A precedes B or caused by B. If A is true then it has always been true and will never change. This timelessness exists also in algebra where “variables” are actually “unknowns”, values that can and eventually will be determined by a computation, not values that actually change over time.

It can be argued that some programming languages, namely declarative languages, are closer to mathematics and above these concepts of time, state and causality. Although this is true, these languages are not widely used and certainly not used as much as Java, C/C++ and Python in introductory programming courses [11]. Moreover, although the denotational semantics of these languages may be independent from time and state, their operational semantics depends on them and the programmer must understand them, if not for anything else, to be able to debug programs.

An algorithm is probably the mathematical concept learned before college that most closely resembles a computer program. However, students learn specific algorithms that they execute, for instance the division algorithm, rather than study algorithms as a topic, without actually creating new algorithms. These differences between mathematics and programming are possibly the reason why a student may reveal
aptitude for maths but none for programming and vice versa, and why math grades are insufficient to predict proficiency in programming.

The motivation for this research comes from the intuition that there is a kind of reasoning that is specific to programming, that is different from the reasoning required in mathematics. Based on this insight, the goal of this research is to develop a new kind of test based on the concepts of time, state and causality. The test should be self-contained, in the sense that it should not require a person to administer it and should not require any previous knowledge of programming concepts.

The remainder of this paper is organized as follows. Section II reviews the related work on predicting programming aptitude. Section III presents the proposed type of aptitude test and describes a JavaScript engine implementing it. Section IV reports on an experiment to evaluate the proposed type of test. The final section summarizes the research conducted so far and identifies paths for future research.

II. RELATED WORK

Predicting programming aptitude is still a challenging task, although this topic is being studied for more than 40 years [1] and its relevance has been well establish for almost a quarter of a century [7].

Most of the recent research in the literature attempts to correlate programming aptitude with factors that are unrelated with programming, either the student academic record or psychological features. As part of the academic performance the most relevant factor is previous math grades [2], [3], [8] although science grades and even average grades have also been investigated. Other plausible factors were also investigated, such as creativity, problem solving aptitude, attitude toward computers, with even lower correlations [6]. None of these factors has yet provided a good predictor of programming aptitude.

The test recently proposed by Dehnadi [5] differs from the previous since it is actually related to programming; it is a sequence of questions on Java assignment statements. Dehnadi claims that consistency in the interpretation rather than its correctness is the main indicator of programming aptitude. The purpose of the test is not to discriminate students who answered correctly, which would assume prior knowledge of programming. The purpose is actually to determine those who answered consistently according to a single mental model. This would reveal the ability to create a meaningful rule to estimate the perception of time, state and causality, under the assumption that these concepts are present in programming reasoning and should reveal an aptitude to program. Also, the test must not require any programming knowledge and be self-contained, in the sense that anyone should be able to take it alone, without or with minimal supervision.

The test that is being developed is based on the use of this method to predict programming aptitude. This kind of test intends to estimate the perception of time, state and causality, under the assumption that these concepts are present in programming reasoning and should reveal an aptitude to program. Also, a simulation the test must taken on a computer, which nowadays is hardly a difficulty. In its current implementation the OhBalls test is deployed on the web hence it can be taken virtually anywhere.

A test with the OhBalls scenario is composed by a sequence of panels. Each panel presents a physical simulation set in a room where balls are dropped from a pipe on the ceiling, move through a system of conveyor belts and eventually fall in one of several buckets on the floor. The participant must predict the number of balls that will land on each bucket when the simulation is executed. Figure 1 depicts a example of those panels.

III. TESTING PROGRAMMING APTITUDE

The goal of this research is to develop a new kind of test to estimate programming aptitude. This kind of test intends to estimate the perception of time, state and causality, under the assumption that these concepts are present in programming reasoning and should reveal an aptitude to program. Also, the test must not require any programming knowledge and be self-contained, in the sense that anyone should be able to take it alone, without or with minimal supervision.

The test that is being developed is based on a set of physical simulations with a common scenario called OhBalls. This name comes both from the blue ball than moves on a screen, and the interjection that participants pronounce when it does not behave exactly as expected. Since it is based on a simulation the test must taken on a computer, which nowadays is hardly a difficulty. In its current implementation the OhBalls test is deployed on the web hence it can be taken virtually anywhere.

A test with the OhBalls scenario is composed by a sequence of panels. Each panel presents a physical simulation set in a room where balls are dropped from a pipe on the ceiling, move through a system of conveyor belts and eventually fall in one of several buckets on the floor. The participant must predict the number of balls that will land on each bucket when the simulation is executed. Figure 1 depicts an example of those panels.

![Fig. 1. Example of an OhBalls panel](image-url)
Balls falling from the pipe land on a conveyor belt that carries them either to the left or to the right. The direction in which the upper side of the belt is moving and the ball would be carried is shown by the arrow head in the middle of the conveyor belt. This direction can be reversed by one of the levers connected to the wheels of the conveyor belt when a ball pushes it. For instance, the first ball falling from the pipe in Figure 1 will be carried to the right by the top conveyor belt and fall in the rightmost bucket. When falling to the bucket it will activate the right lever of the top conveyor belt, reversing its direction, and thus the second ball will go to the left.

The levers have always the same effect – reverse the conveyor belt to which they are connected – but are activated in different ways. For instance, the right lever on the top belt is activated when the ball falls out of the belt, while the left lever on the same belt is activated when the ball is carried to the right by the bottom belt. Hence, the second ball will fall on the second bucket from the right, and will reverses the direction of both belts.

The levers change the state of the system from one ball to the other. In the panel of Figure 1, when the third ball falls from the pipe the top belt will be moving again to the right, while the bottom one will be moving to the left. Hence, this ball will eventually land on the rightmost bucket, raising its count to 2, while reversing the top belt. At this moment both belts will be moving to the left. Thus, the fourth and last ball will be carried to the left, and is dropped on the leftmost bucket. Any subsequent ball would also end in the leftmost bucket but this simulation stops after 4 balls.

The number initially on the pipe indicates the number of balls that will fall during the simulation, and each bucket counts the number of balls that reached it. Under each bucket there is a selector where the participant predicts the number of balls that will reach it when the simulation is completed. The simulation is started by pressing a button (not shown in Figure 1) that is activated when the sum of these selectors equals the number in the pipe.

During the simulation balls fall from the pipe on the ceiling one after another. When a ball is dropped the counter in the pipe is decreased. When the ball reaches a bucket its counter is increased. Then a new ball is dropped from the pipe if this counter has not yet reached 0. When all balls reach a bucket the simulation stops and the number in each bucket is compared with the number in the selector beneath it. The participant is considered to have successfully predicted the outcome of the simulation if these figures match for all buckets. The participant may replay each simulation several times but will not be able to change the answer made before executing the simulation for the first time.

It should be noted that levers do not stop balls by themselves. They are activated by balls and change the direction of belts that carry them through the apparatus. For instance, the left lever on the top belt will be activated when a ball is moving to the right on the lower belt. The lever will not stop the ball in this belt but will reverse the direction of the top belt, affecting only the following balls. If this particular lever (in the left on the top belt) was pointing up instead of down then it would affect balls coming to the left in the top belt. It would not stop them but it would reverse the belt before they reach the point where they would fall.

In summary, the apparatus is composed of one or more conveyor belts that carry a ball falling from the pipe to the buckets on the floor. The motion of each belt is given by a pair of wheels. Levers are always bound to a belt, more precisely to one of its wheels, and can be in 4 possible directions (left, right, up and down).

It is obvious that many panels of this kind can be created with a different number of belt and lever settings. For instance, with a single belt there are 16 different combinations. On each side there are 4 possibilities for placing a lever: no lever at all, pointing up, pointing down, left or right, depending on the position of the wheel1. More than one lever per wheel would be possible but would also be too confusing. In a panel with 2 belts these must be arranged so that falling balls go either to another belt or to a bucket.

The easiest way to achieve this is to use a grid to place the center of the belts, the buckets and the pipe. The distance between the wheels of a belt must be set in a way that balls are dropped in alignment with the center of other belts and buckets positioned below them. Also, the distance between consecutive rows must take in consideration that a certain gap between belts, large enough for the ball to move between them, and small enough for the ball carried by the lower belt to activate a lever in upper belt. The pipe should be at the center and have a belt aligned below.

With this approach a setup with 2 belts in two different ways can be created, with the lower belt either to left or to the right, with a total of 512 possibilities. It would not make sense to place belts exactly over each other, or any relative position where balls would not go from one to the other.

An engine to execute this kind of simulation was implemented in JavaScript using the HTML 5 canvas element with a 2D context. This engine runs on a recent version of all major web browser. It can be parametrized with any number of panels following the approach described above. Currently the panels are limited to a grid of 5 rows by 7 columns, which is large enough to place 4 belts, a pipe and bottom row of buckets in each column of the grid.

The current version of engine supports only the prediction of the simulation outcome. In a future version it should allow the participant to place levers in order to achieve a certain configuration. Obviously, this is much closer to the reasoning involved in programming than the current implementation, which is comparable to tracing a program for debugging it. Implementing this feature is not difficult. The main reason for not having it in the first version was lack of knowledge on how the participants would react to this kind of test and the possibility that they would find it too complex as it is.

1 A lever pointing inwards would be senseless
IV. Experiment

An experiment was designed to investigate how potential participants perceive the OhBalls type of test and its effectiveness in predicting programming aptitude. For this experiment a number of students enrolled in an introductory programming course took an OhBalls test and the outcome was compared with the grades of their middle term exam. This section presents the web application developed as the main instrument for this experiment, analyses the data collected with it and discusses the obtained results.

The web application developed for the experiment is based in the simulation engine described in section III. It allows a considerable number of participants to take the test simultaneously, while it collects data for later processing.

The interaction of each participant with the web application proceeds in four stages: identification, questionnaire, tutorial and test. The total time of each participation is about 20 minutes. To start the participation each student introduces his or her ID that is checked against a list previously loaded into the application, ensuring that each student participates only once. After being identified, the participant completes a small questionnaire with demographic data, mathematics and average grades from high-school, and former experience with computer and programming.

The OhBalls test is preceded by a tutorial that explains how it works. The tutorial runs on the same type of interface and highlights each important part while a text in a message box provides the necessary details. It explains how the balls are carried by belts in the simulation, how they activate levers and how these change the direction of belts, how they reach buckets and new balls repeat the simulation until a predefined number of balls is processed trough the simulation. This tutorial explains also that the participant must predict the number of balls ending in each bucket before running the simulation, and how to activate it and proceed to the next panel. This tutorial runs in a loop until the participant decides to start the test. During the test the participant may rerun this tutorial, if needed.

The OhBalls type of test configured for this instrument consists of a sequence of 30 panels. Each panel is accompanied by a small text that emphasizes a particular point that was not present in the previous ones, such as “note that levers may be activated while balls are falling”.

The first set of panels has a single conveyor belt, and each panel is increasingly more complex than the previous ones. The following set of panels has two belts also with increasing complexity. Nevertheless, the first panels with two belts are less complex than the last ones with a single belt, since they have no levers or just a single lever. The following two sets, with three and four belts, are ordered in the same fashion: the first panels are fairly easy and the last are more difficult.

After the simulation is run the participant is informed if she succeeded in predicting the outcome of the simulation, the time she took to complete it (the number of seconds the panel was shown before pressing the button to start the simulation) and the percentage of correct answers.

When the participant proceeds to the next panel the application sends the data it collected to the server. The data collected for each panel includes the time the student took to complete it, the number of balls the student expected in each bucket and a Boolean indicating if the outcome of the simulation was predicted with success or not.

The participants were students enrolled for the first time in an introductory programming course. This course is common to the computer science and computer engineering programs offered by the computer science department of the faculty of sciences at the university of Porto. The course syllabus is problem solving oriented and uses C as programming language.

The experiment took place in September of 2012 during their first practical class and the participation was optional. Although no student refused to participate in the experiment, those that were unable to complete the test due to timetable constraints were excluded. The students received a brief explanation on the purpose of the experiment and were assured that their participation would not have any impact on their course grades.

The number of participants in the OhBalls test was 153 of which 115 where considered valid. Of these students a considerable number decided they were not ready to take the middle term exam. Only the data referring to the 57 students that took also the middle term exam was used in this experiment. Of these 57 students considered in the experiment the number of females was 10 (17.5%) and 18.16 was the average age.

The time taken in each panel by the participants varied from 1 to 558 seconds, with a mean of 33.25 seconds. A possible inverse correlation between time spent analysing the panel and the a correct prediction was investigated, but it was not very high ($c = -0.24$).

To measure the outcome of each participant’s test a grade was computed by assigning 1 point to each panel correctly answered and 0 otherwise. Thus, each participant had a grade with range 0 to 30 (the number of panels) assigned to her. Considering the series of test grades, the minimum grade was 12, the mean 23.3, the median 24 and the maximum 30. A 5 value summary of the ObBalls grades in the experiment is shown in Figure 2.
There was a good number of very simple panels, to make sure the participants understood the test, but most likely this difficulty was overestimated. In fact, taking 1 for a panel correctly answered and 0 otherwise, the overall median of was 1 and the mean 0.74; by panel, in 23 out 30 the median was 1. The data suggests that the OhBalls test used in the experiment is too simple and more complex panels are needed.

The correlation of the OhBalls grade with the middle term exam was not high \((c = 0.31)\) and inferior to the correlation between the high school math grade reported by the students \((c = 0.39)\). Nevertheless it was possible to identify a subset of 8 panels for which the correlation is comparatively high \((c = 0.54)\). Figure IV is a plot of the the grade for this selected set of panels (as percentage) and the grade in the middle term exam (also as percentage).

The grade in the selected panels was also used in complement with other factors that are known to have influence in programming aptitude, namely math and other high school grades. The initial questionnaire collected the average grade used by Portuguese state universities to rank students applying to their programs. This average includes in equal parts the high school average grade and the national exams grades in particular subjects. In this case these subjects can be either math alone or math, physics and chemistry. A sum of equal parts of these 2 grades (selected OhBalls panels and average grade) reached a higher correlation \((c=0.64)\). By comparison, the average grade alone obtained a smaller correlation \((c=0.57)\). The scattered plot of these combined grades with the mid-term grades, with the regression line in red, is presented in Figure 4.

In any event, these are just preliminary results suggesting that there is room for improvement. The OhBalls panels used in this test were clearly too simple and more complex ones should be used. The capacity for the participants to understand the test seems to have been underestimated. With the current implementation of the OhBalls engine it is easy to create more complex panels. However, new types of panels where the participant must place levers in order to achieve a certain outcome (number of balls in each bucket) should also be used.

The experiment showed also that the OhBalls type of test is able to engage students. They were much more quiet and focused when they were taking the test than they were in the rest of the class. This kind of test has a game-like quality that motivates students to complete it, which is a requirement if students have to take the test on their own without supervision.

V. CONCLUSION AND FUTURE WORK

This paper presents a novel approach to estimate programming aptitude based on the understanding of the concepts of time, state and causality. The proposed type of test is named OhBalls and does not require any prior knowledge of programming since it is based on physical simulations displayed on a web application. The object of the simulation is the path of a sequence of balls trough an apparatus of conveyor belts and levers, until they reach a bucket, which is simple to understand by any undergraduate student. The test is self-applicable, in the sense that it does not require the presence of a person supervising its application.
An OhBalls test was applied to a cohort of computer science and software engineering undergraduate students. The initial results are promising but reveal that more work is still needed to fine tune the test. The average results are comparatively high, suggesting that larger number of panels, and more difficult panels ones, are necessary. Still, a subset of the panels from the current version has a reasonably high correlation with the student intermediary grades.

The main conclusion is that the OhBalls tests must have more panels and more difficult ones, in order to discriminate better the students with higher understanding of time, state and causality. Moreover a new class of panels will be added with a different type of challenge. Instead of simply predicting the number of balls reaching each bucket, considering the influence of the levers, the participant will have to position levers bound to the belts to achieve a certain configuration of balls in the buckets. The kind of reasoning involved will be closer to debugging.

In the continuation of this research the methodology of the experiments will have also to be changed. In the experiment presented in this paper only the students that took the middle term test were considered and the students that dropped out where ignored. This “negative” information will be taken in consideration when comparing with the final results.

The current results obtained with the OhBalls test used in the experiment need to be checked against not only the final course grades but also with other programming courses that these students are going to take in the following semesters. To prove the effectiveness of OhBalls test the kind of experiment presented in this paper must be repeated in computer science programs with different pedagogical approaches, in different universities and countries.
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Abstract—During the last decade there has been a shift in the way learning process is conducted. One of the main reasons is that technology is changing. Due to this fast movement, concepts like “class”, “workgroup” and “learning process” are changing too. Learning processes are going beyond the boundaries of what was known as “class”. Face-to-face models get mixed with online environments where students are remotely connected through the Internet. This new approach is called blended learning, and it is aimed at improving learning as well as bringing learning where it was impossible or complicated. Nevertheless, one of the main issues is that teachers need innovative tools that support these different learning models.

As a consequence, this work is focused on the development of a tool for dealing with the main issues found in blended learning scenarios. It is divided into three phases. First, the blended learning experiences and models of the last decade are reviewed. In a second phase, a tool called Drawer, for supporting the main features of the design and use of blended learning experience is developed. In the last phase, an evaluation is made to assess the outcomes of the new tool.

I. INTRODUCTION

INFORMATION Systems are a widespread component of the current society. Computer science, multimedia technologies, telecommunications, Internet and other concepts of the “digital age” are essential in a wide range of fields. Information and communication technology allows the creation of tools and infrastructures for information management, data processing and communication with others, both individuals and groups. These tools can be used in almost every activity, including teaching and learning. But tools are only a part of the equation. How to use them and how to put in practice the related concepts may be firstly understood for a successful implementation of these activities. Therefore, experiences about their use are essential for the understanding of how and when to put them in practice.

In the case of education, the curricula are increasingly incorporating a combination of traditional face-to-face learning models and non-face-to-face models (mainly online through the Internet). Institutions and teachers are aware of the potential of using such approaches in the implementation of successful learning experiences. With the emergent technologies and the wide array of technological support at our disposal, there is no point in putting aside blended learning. But setting up blended learning environments is not a trivial task. There are a lot of things to take into account. All the involved stakeholders are crucial when setting up these learning experiences: teachers, students, institutions and academic staff, among others.

As a consequence, the first goal of this work, the study of the different perceptions of blended learning during the last decade, arises. In this period, technology has been leading the evolution of learning as well as teaching processes. But it is important to point out that technology is not the goal; it is only a tool to facilitate the connection between the different elements within the learning process. Pedagogical implications have to be always kept in mind.

When understanding how to use blended learning, teachers will have to choose and use the correct tools. But nowadays there is a gap between the perception of how these tools will look like and how they are built. This is why the understanding of blended learning is important in order to develop tools for helping teachers. And that is the second goal of this work: to gather the knowledge of the study of a decade of blended learning to develop a tool that combines the key elements for supporting blended learning environments. Finally, the third goal of this work is to make an evaluation to ensure that students get benefits through the use of the developed tool.

The paper is organized as follows: firstly, it is presented how blended learning has been understood and used during the last decade. Then, the lessons learned are highlighted. Next the developed tool is described. This tool follows the key elements previously found. Subsequently, a comparative evaluation of the developed tool is presented. And finally, the conclusions and the future work are presented.

II. A DECADE OF BLENDED LEARNING

In this chapter different course experiences and models for the design of e-learning and blended learning in the last decade are reviewed. The main objective is to infer the key elements for the design of tools for supporting successful blended learning scenarios. Teachers, through this review, will know different experiences and approaches to apply in their education curricula. They also will be able to use exis-
tent tools in a different manner, by taking advantage of the
depicted course models and experiences.

Valiathan in [1] categorized three different blended mod-
els. Skilldriven learning combines self-paced learning with
instructor support to develop specific knowledge and skills.
Attitudedriven learning mixes various events and delivery
media to develop specific behaviors. Competencydriven
learning blends performance support tools with knowledge
management resources and mentoring to develop workplace
competencies.

Twigg presented new models for online learning improv-
ing learning and reducing costs [2]. Six characteristics were
found when designing blended courses: 1) whole course re-
design; 2) active learning: all of the redesign projects make
the teaching-learning enterprise significantly more active
and learner-centered; 3) computer-based learning resources;
4) rather than depending on class meetings, student pacing
and progress are organized by the need to master specific
learning objectives which are frequently in modular format;
5) on-demand help. Enhancing students feel that they are
part of a learning community is critical in regard to persis-
tence, learning, and satisfaction; 6) alternative staffing. Not
all the tasks associated with a course require highly training
and expertise. This work also identified five distinct ap-
proaches for course design: a) supplemental model: retains
the basic structure of the traditional course, particularly the
number of class meetings; b) replacement model: the key
characteristic of the replacement model is a reduction in
class-meeting time, substituting it with online, interactive
learning activities for students; c) emporium model: the re-
design model allows students to choose when to access
course materials, eliminates all class meetings and replaces
them with a learning resource center featuring online materi-
als; d) fully online model: the instructor must be responsible
for all interactions; e) buffet model: information technology
in teaching and learning means that it can radically increase
the array of learning possibilities presented to each individ-
ual student.

Aspden [3] asserted how a blended learning approach al-
ters the dimensions of the relationships between the students
and the other aspects of their learning experience. The find-
ings reported indicate that the blend itself makes effective
engagement in a range of possible situations, allowing stu-
dents to fulfill their different activities together with more
flexibility according to their particular circumstances.

Heinze [4] concluded that face-to-face, blended learning
and e-learning are difficult to understand separately, mainly
because there are overlaps between them, as depicted in Fig-
ure 1. So, the different learning strategies are represented in
two axes: use of technology and time spent on online learn-
ing. Blended learning is located between face-to-face and
online modalities.

blended learning systems. In Figure 2 it is depicted the pro-
gressive convergence of traditional face-to-face and distrib-
uted environments, by allowing the development of blended
learning systems. Graham found six major issues relevant to
designing blended learning systems: 1) the role of live inter-
action; 2) the role of learner choice and self-regulation; 3)
models for support and training; 4) finding balance between
innovation and production; 5) cultural adaptation; 6) dealing
with the digital divide.

For Kulvietiene [6] the integration of a virtual classroom
into learning managing systems has many advantages: a) op-
portunity is presented for provided blended learning; b)
learning activities including both virtual classroom sessions
and learning in a virtual classroom can be managed from a
single location; c) information about learning activities is
stored in a single location.

Draffan [7] identified the challenges for blended learning
from two perspectives: the learner and the teacher. From the
learners point of view, the main challenges are: skills,
e-skills, preferences, content interaction and design, learning
interactions and assistive technologies. From the teachers
perspective, the main challenges are: the issue of context,
learning design and to facilitate inclusive learning. It is
needed to ensure that the students can interact successfully
with the technologies, among themselves (through reflection),
with their peers, with their teachers, with the support
workers and with the learning materials.
Kim [8] presented a survey that found blended learning gained popularity in many organizations but also that several barriers exist in implementing it. Wang [9] used asynchronous tools for online collaboration and offline interaction between students in blended learning. The offline atmosphere in carrying out the asynchronous computer media communication activities were sorted into five major categories: struggling with platform operations, handling technical problems, passive attitudes towards the procedure, tense atmosphere in class, and engagement in tasks. Blended learning does not automatically help students in their adoption of active learning strategies. The roles should be recognized to promote effective and efficient online/offline interaction.

Dziuban [10] reached a reasonable conclusion: students react generally to the course, the content, the instructor, the learning climate, and themselves. One remarkable and well-known conclusion is that the boundaries of what has been called the “class” are disappearing.

For Khan [11] assessment was, without any doubt, one of the major tools in the teaching and learning process. Assessment is considered an effective tool in determining student’s knowledge gain in any particular course they enrolled. Traditional learning is more class-oriented and less flexible in terms of class schedule, use of latest technology and learning methodology, while blended Learning is flexible and supports both classroom and online teaching.

Fleck [12] depicted the opportunities and challenges in blended learning communities. They presented the case of The Open University and its explicit social mission to provide educational access to those who were otherwise denied the opportunity for learning. To provide it, different models for blended learning arise throughout the time: a) correspondence and broadcast models: printed course materials sent by surface mail in a correspondence course style; b) purpose-designed quality distance education model: systematic consideration of pedagogic principles, professional editing, and explicit design for effective delivery over a variety of media; c) practice-based model: between learning materials and students; between tutors and students; between student peers; and above all between students and their work colleagues; d) learning community model: thanks largely to the peers; and above all between students and their work colleagues; between tutors and students; between student peers; and above all between students and their work colleagues; e) use of Web 2.0 and mobile devices to support communication; f) design of face-to-face residential schools for business networking.

Moskal [13] proposed some questions for an initial blended learning: 1) Why should the institution engage in blended learning? What are our goals and what outcomes do we expect to achieve? 2) What student benefits do we seek? 3) What courses or programs will we offer in a blended format, and why? 4) How will we engage in and support our faculty in order to make them successful? 5) How will we roll out blended learning throughout the institution? 6) What levels of investments are we prepared to make and what returns do we expect?

Graham [14] presented six cases of institutional adoption of blended learning to examine the key issues that can guide university administrators interested in this endeavor. He describes three broad categories for the adoption of blended learning: strategy, structure, and support.

In [15] Bohle proposed four factors as crucial elements for a successful bottom-up change process in blended learning environments: the macro and the micro contexts, the project leader and the project members. He also revealed that bottom-up change process leads to three important outcomes: 1) the development of blended learning programs which match the needs of faculty and learner; 2) incentives for new task forces to solve institutional bottlenecks which only the faculty could have discovered; 3) new knowledge for the institutes.

Taylor [16] identified facilitators and barriers to systemic implementation of blended learning. It was found that, as teaching and learning environments are socially dynamic, strategic institutional change would only happen if there is a shared vision and energy that touches all parts of the organization.

Owston [17] examined the relationship between student perceptions in blended learning courses and their achievement. The overall conclusion of this study is that high achievers are very satisfied with the blended format. On the other hand, lower achievers may not be able to succeed in this learning environment as well.

Taplin [18] analyzed the monetary value students place on having access, via the Internet, to recorded lectures in a blended learning context. The principal results are that the average price students are willing to pay is approximately $30 per equivalent full time student.

III. Lessons Learned

The e-learning approach takes advantage of the benefits that information technologies provide to learning environments. They bring new opportunities in learning environments. But, contrary to the general believe of most teachers, distributing knowledge elements through electronic media is not always enough to take advantage of the e-Learning capabilities. It should not be only regarded as a cheap way of distributing resources to a big number of students. For understanding what blended learning is, how it has been used and how it be implemented in an effective way, next are presented blended learning definitions during the last decade:

- A solution that combines several different delivery methods, such as collaboration software, Web-based courses and knowledge management practices [1]
- Learning which combines online and face-to-face approaches [4]
- Learning that is facilitated by the effective combination of different modes of delivery, models of teaching and
styles of learning, and founded on transparent communication among all parties involved with a course [4] [7]
• Systems that combine face-to-face instruction with computer-mediated instruction [5]
• A combination of various networked technologies in a single learning package; a synthesis of various pedagogic methods that enables to achieve an optimal quality of learning process; a combination of various lecturing technologies (video cassettes, compact discs, Internet material, etc.) together with direct lecturing by an instructor [6]
• An approach of combining face-to-face instruction with computer-mediated instruction is called blended learning [9]
• Blended approach studies how to join the best feature of face-to-face and online instruction [11]
• Instructional approach that substitutes online learning for a portion of the traditional face-to-face instructional time [17]
• A combination of online learning and face-to-face approaches to teaching [18]

Other lessons learned from the previous study are the main characteristics to keep in mind when designing blended learning approaches. These characteristics have been inferred from the review done in this research. They are intended to guide teachers, but they could be also interesting from other points of view, such as for measuring the quality and for evaluating courses based on blended learning scenarios. Main lessons learned are: a) Students learn by doing, not by listening to some one talk about doing. There is a wide range of learning approaches, from face-to-face to fully on-line. b) The “right way” to design a high-quality course depends entirely on the type of students involved. c) Students need to be treated like individuals, rather than homogenous groups. d) Effective blend of face-to-face and online learning opportunities have to take into account individual students’ particular needs. e) Blended learning will be characterized on how they blend instead of whether. f) To guarantee inclusive learning is fundamental for creating successful blended learning. g) The term “class” goes beyond the boundaries of the physical location. h) One of the key issues is the role of technology. But technology is not an end in it itself, pedagogy must lead.

Through the review of the blended learning models and experiences, the weaknesses and the strengths have been also gathered.

The main weaknesses found in blended learning are:
• Need of effective guidance
• Technical issues
• Lack of communications
• Unsatisfactory use of the face-to-face session time
• Implementation
• Robust and reliable infrastructure is required

These characteristics produced a shift in teaching and learning from simple knowledge transmission in which "content" is transferred to the devising of processes and activities that enable deep learning following the “triple A” paradigm: Anytime, Anywhere, Anyone.

This change could be described by the Table I [11], where it is characterized the shift between traditional and blended learning from the point of view of the features of learning.

<table>
<thead>
<tr>
<th>Characteristics of learning</th>
<th>Traditional learning</th>
<th>Blended Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Place</td>
<td>Mainly in classrooms (Not flexible)</td>
<td>Combination of classroom / home, library (flexible)</td>
</tr>
<tr>
<td>Learning Methodology</td>
<td>Offline</td>
<td>Offline as well as Online Learning</td>
</tr>
<tr>
<td>Time of learning</td>
<td>Fixed as per the schedule (Not flexible)</td>
<td>Adjustable as per personal choice (Flexible)</td>
</tr>
<tr>
<td>Use of Technology</td>
<td>Not must up to the instructor to choose the teaching methodology</td>
<td>Latest use of technology is must</td>
</tr>
</tbody>
</table>

Creating scenarios that allow teachers in the process of setting blended environments is still challenging and complex. As a result of the aforementioned characteristics, collaboration and social factors are key aspects when designing these environments. In the Table II, Lambropoulos [19] describes social awareness requirements and propositions.
**Table II. Social awareness requirements and propositions**

<table>
<thead>
<tr>
<th>Social awareness requirements</th>
<th>Propositions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Embodied self &amp; group presentation</td>
<td>Emoticons, avatars, group network representation</td>
</tr>
<tr>
<td>Visibility of social presence and connectedness, locality</td>
<td>Individual nodes, group ties and networks, online status</td>
</tr>
<tr>
<td>Social and cognitive awareness</td>
<td>Enhanced discussion forums, group network representation</td>
</tr>
<tr>
<td>Depiction of the individual and group locality to indicate the spatio-temporal relationship</td>
<td>Group network representation</td>
</tr>
<tr>
<td>Participation measurements</td>
<td>Participation graphs</td>
</tr>
<tr>
<td>Lightweightness &amp; inter-operability</td>
<td>PHP and JAVA programming languages</td>
</tr>
<tr>
<td>Simple to interpret and easy to use</td>
<td>User-centered design</td>
</tr>
</tbody>
</table>

**IV. DRAWER**

Drawer is a web application for helping teachers to design assessments. The main characteristics are the support for collaborative tasks, the sharing of information and the management of social interactions between users. Drawer has the advantage that all these functionalities are integrated in the same environment, making it easy to use. They are easily accessible, being easy to create learning experiences.

The application was made bearing in mind the findings made in the previous phases of the project. So, the key elements for developing successful blended learning experiences arise. To support them, the application manages the following elements: a) users and their relationships: user profiles, creation of groups, personalized shared workspaces; b) synchronous and asynchronous communication; c) information is stored in a single place: files, logs, conversations and other information.

The management of users and their relationships is made by the application. Drawer includes mechanisms for controlling the authentication and access to the application. Only registered users are allowed in the system. The main screen of the application is depicted in Figure 3. There, users are allowed to log in the system or to create a new account.

Once the user is logged in the system, the main screen for logged users is presented (Figure 4). There, there are two main areas. The main menu, that is located at the top of the screen, and the rest of the interface. The main menu has the following sections: start, alerts, mailbox, user information and search.

The “start” section corresponds to the screen depicted in Figure 4. There, users view the available drawers. Drawers are stacked by categories for better organization or for grouping users. Users are allowed to create new drawers or stacks, simply by clicking the “plus” symbol located in the right side.

One of the main characteristics of Drawer is the way it shares information among users. It follows the paradigm set in Drag&Share [20] allowing users to drag documents from his local devices to the shared workspace. As depicted in Figure 5, when users enter in a drawer, the shared workspace for that drawer is presented. There are allocated the resources and other users, as well as the synchronous communication means. All this in a single view, making it easy to follow others work and work in the tasks. Users are represented by their names over the shared workspace, showing their movements in real time. Each user has a representative color in the system for the chat and his cursor (the name over the shared workspace). Resources are represented in the shared workspace by the name and a representative icon. In the shared workspace, other users can be invited to perform collaborative tasks.
Users can perform actions over the resources by making right click or a double touch over them. These actions are depicted in the Figure 6. They can create new documents with the included rich text editor. The text editor allows the creation of documents with enriched text. Also images, videos and any multimedia resources can be inserted within these documents. The next option is to download documents from the shared workspace to the local device. The edit option allows users to edit existent documents in the shared workspace. The preview option shows the selected document. To delete documents, users only have to select the delete option. Finally, users can hide documents selecting the corresponding option, preventing other users to view the document in the shared workspace.

The "alerts" section gives users information about the events produced in the system. There, they can see new friend requests, pending messages and request for resource sharing. The "mailbox" section, as depicted in Figure 7, allows the asynchronous communication between users. In this section, the active conversation between users or groups could be found. The section "user" contains personal information about the logged user. Also the information about the resources and interactions the user has made with the system is represented.

The section "search", as depicted in Figure 8, allows searching for other users. This section is designed for viewing other users and to send them a friend request. This request may be accepted or rejected. Friends in Drawer are allowed to easily share information, send messages and perform collaborative tasks.

V. EVALUATION

Through this evaluation, we want to assess the impact in a blended learning activity when using Drawer. An activity is done by using the means provided by Moodle by default and using Drawer. The aspects to be assessed are how the proposal affects the productivity in the task, that is, how much time users expend to complete it, and how usability of the system is affected. Therefore, the evaluation is focused on the level of productivity and the user’s satisfaction while using the system. Tasks time has been used to measure productivity and satisfaction has been measured using a questionnaire based on SUS (System Usability Scale) test [21]. Time, as productivity measure, has been selected because it provides a good insight on the impact when performing tasks using different systems. The SUS test has been chosen because it has proved to be a valuable evaluation tool, being robust and reliable.

The group of selected students to perform the evaluation has the following features. Seven students make up the
group. Four students are males and the other three are females. The participants are nearly 25 years old on average. The oldest and the youngest user are 28 and 22 years old, respectively.

To perform the evaluation it is selected a learning scenario where the teacher sends an assessment to a group of students in a blended learning scenario. Some of the students are in the same physical room, but other students aren’t. They have to perform the task collaboratively. Students have a device for accessing the web application. The activity consists in an assessment where the students have to make a summary of a document provided by the teacher. Each student is responsible of making a part of the summary. They have to choose a leader responsible of joining the individual summaries. As a result, they will get the final summary. The task is divided into the following five subtasks: 1) the text is distributed, selecting the parts to be done by each student. At this time, the leader is selected among the students; 2) partial summaries are made and send to the leader; 3) the leader gathers the partial summaries into the final summary. It is send to all the members of the group; 4) the group reviews the final summary and decides if it is ended; 5) the leader sends the teacher the final summary.

The teacher is in charge of setting up the scenario for performing the activity. In Figure 9 it is depicted the scenario for performing the activity in Moodle. The scenario in Moodle is composed by the chat, a database for sharing partial summaries, and one link to upload the final summary. The scenario in Drawer is depicted in Figure 10. At a glance, this is simpler for users than the one used in Moodle.

The productivity of the system is analyzed based on the time spent to perform the collaborative task. This time is divided into the five tasks described above. The average time is shown in Figure 11 for the test developed in Moodle with default activities, and in the Figure 12 for the test developed in Drawer. The average time decreased drastically in four of the five measured tasks when Drawer was used.

Regarding student’s satisfaction, the SUS satisfaction questionnaire has been used. In this test, users have to express their agreement with 10 sentences after performing the task. For each sentence, a score between 1 and 5 is given, meaning 1 strongly disagreement and 5 strongly agreement. Then, based on these values, the SUS satisfaction question-
At the end of the test, users were invited to write their personal impressions about the tools. Next, some of the comments made when using Moodle in the evaluation are included:

- “I don’t know where I have to upload the file”
- “When I manage to upload the file, I don’t know if I did it well. I have to search on the list where all the files were shown to see if mine were there”
- “It is tedious, you have to download the final file, search for it and then open it”
- “Because the chat was opened in other window, there was a moment when other users sent messages to me but I didn’t realized it”
- “Workgroup was complicated”

In the other hand, comments made when using Drawer in the evaluation were:

- “This tool is very useful for workgroup”
- “Intuitive and easy to use”
- “You can open and edit files within the application”
- “You are always aware of what is going on”

VI. CONCLUSION

Teachers need innovative tools for supporting new learning experiences. There are many issues to bear in mind when designing applications for supporting the curricula. So, this work is intended to present the main characteristics of blended learning approaches as well as the weaknesses and strengths found in a review of blended learning experiences and models of the last decade. A new web application has been designed and implemented taking into account the lessons learned.

Through the review the main characteristics that blended learning systems shared during the last decade have been recollected. We can summarize that blended learning is a wide area between a face-to-face and a fully on-line environment where students need to be treated as individuals and each institution has to understand the right model for delivering blended learning. Moreover, the fact that learning is more productive when doing than when listening how to do is taken into account. Finally, it is important to understand that technology is important, but pedagogy must lead.

With Drawer we make a contribution for dealing with the weaknesses present in most of the studied blended learning experiences: need of effective guidance, lack of communications, unsatisfactory use of the face-to-face session time and social interactions. The evaluation shows that Drawer improves the selected activity performed in blended learning scenarios compared to Moodle. The productivity and the usability have been taken as indicator for measuring the outcomes in one of the main tool in learning scenarios: assessments. Both indicators reflect a drastic improvement when using Drawer instead of Moodle.

As a future work, we want to introduce Drawer within the curricula of educational centers in order to receive feedback for the improvement of blended learning support.

REFERENCES

Computer Science E-Courses for Students with Different Learning Styles

Olga Mironova, Irina Amitan, Jüri Vilipold, Merike Saar
Faculty of Information Technology, Department of Informatics, Chair of Software Engineering, Tallinn University of Technology, Akadeemia tee St. 15A, Tallinn 12618, Estonia
Email: {olga.mironova, irina.amitan, juri.vilipold, merike.saar}@ttu.ee

Tiiu Rüütmann
Faculty of Social Sciences, Department of Industrial Psychology, Estonian Centre for Engineering Pedagogy, Tallinn University of Technology, Akadeemia tee St. 3, Tallinn 12618, Estonia
Email: tiiu.ruutmann@ttu.ee

Abstract—E-learning is a contemporary teaching tool that has become popular and widely used in engineering education in recent years. This article presents the outcomes of a study on considering students’ different learning styles in teaching information and communication technology using e-learning. Students were divided into two study groups. The reference group studied according to a provided learning model which including both theoretical educational material and practical assignments. Students of the test group were divided according to their learning styles using the Felder-Silverman model. Different relevant learning models, which included the same theoretical material and practical assignments, were designed for students of the test group based on the learning styles. The results of the study proved that the learning materials which were designed taking into account students’ different learning styles considerably improved the achievement of the learning outcomes. A detailed description and analysis of the study is presented in the article.

I. INTRODUCTION

ENGINEERING education is a large system and it is almost impossible to predict its behaviour over far too distant future since the system parameters show a high rate of change. All knowledge is changing so fast that we cannot give students what they will need to know tomorrow. Instead, we should be helping them develop their learning skills so that they will be able to learn whatever they need to. If we can achieve that, we will have world-class engineers, people who are innovative and resourceful.

Learning styles are characteristic cognitive, affective, and psychological behaviours that serve as relatively stable indicators of how learners perceive, interact with, and respond to the learning environment. Students learn best when instruction and learning context match their learning style.

Understanding students’ different learning styles is one of the midpoints of effective education. The aim of the research described in the article was to abolish mismatches between students’ common learning styles and teaching styles in e-learning and make teaching in engineering more effective.

According to Felder and Brent [1], students learn in many ways—by seeing and hearing; reflecting and acting; reasoning logically and intuitively; memorising and visualising; drawing analogies and building mathematical models.

Classroom activities of teachers and students take place in mutual communication. Therefore, the guidance and the formative role of the teacher should be realized in the creation and review of theoretical material and the material in practical classes. However, most of the learning processes are individual learning activities and here self-regulation of the student is realised. The task of the teacher in this case is to provide students with a supportive learning environment: motivate, guide and support. It should be noted that learning should be based on individual personality traits. This ensures successful acquisition of knowledge.

II. METHODOLOGY

Since 2010, we have applied a flexible, adaptive approach to teaching computer science in Tallinn University of Technology. The main idea of this method was students division into groups according to their prior subject knowledge. The tasks were also of different level and it has given visible results—the level of knowledge has increased [6]. In teaching we have focused our attention on activating an individual student’s learning.

Students learn in different ways: some like to listen to and talk, while the others prefer to read texts or study by investigating the charts, diagrams and drawings. Any learning style can give good results if it is timely identified and a right approach is chosen and applied.

Teaching must transfer knowledge and support learning, but it must also be cooperative and directed toward students’ reflection and development. Helping students in finding and forming their own style of learning—should customize the learning process aimed at creating the conditions for each student for the maximum development of his/her abilities, aptitudes, satisfaction of cognitive needs and interests.

Since the beginning of the fall semester 2012, we have conducted experiments in which we have tried to identify the most suitable learning activities for students, based on an individual test on learning styles. 300 students of economics, social and technical disciplines have been involved in the experiment. In the e-environment Moodle (https://moodle.e-ope.ee/) students were divided into two equal groups of 150 participants: a reference group and a test group.
Students of both groups were taught the informatics courses depending on their prior knowledge: a test was carried out dividing them into beginners, advanced, and experts users. For beginners – the test result was 0% – 60%; for advanced – the test result was 61% – 80%, for experts – it was 81% – 100%. The test contained a different number of computer science related tasks with different difficulty levels.

The system and its effectiveness have been described in the article about a flexible approach to learning [6].

In addition, for the students of the test group all course materials and the whole learning process was designed to match their learning style preferences identified in the test [7].

Felder divides students based on their perception of the material and work with it into the following groups [2]:

- active (ACT) and reflective (REF)
- sensing (SEN) and intuitive (INT)
- visual (VIS) and verbal (VRB)
- sequential (SEQ) and global (GLO)

Active learners acquire new knowledge best by doing, discussing and explaining it to others in a group. At the same time reflective learners first think about it alone.

Sensing learners like learning facts and solving problems by well-known methods. Intuitive learners prefer discovering new possibilities and relationships and they are more innovative.

Visual learners remember pictures, diagrams, charts and video best. Verbal learners prefer written and spoken explanations.

Sequential learners like step by step studying, where each step follows logically from the previous one. Global learners prefer to get information by large portions and randomly.

The preferences of students, based on tests carried out among the students of the test group, are shown in Table I. The total for each student is 400% as each student could account for four different forms of information acquisition.

Data from Table I is shown in the following diagrams.

Tests carried out have shown that the majority of students do not have any preferences in the selection of learning materials and that they use a combination of different learning styles – they are well balanced (Fig. 1).

Figure 2 shows the types of students who acquire material better if their learning style has been taken into account. So, this group of students learns better if they are given possibilities to participate in group work, discuss, solve real tasks based on facts, etc.

However, some students have very strong preferences in learning. As presented in Figure 3, according to the tests active learners, sensing learners and visual learners fall into this group [4].

This way it was possible to find out the main preferences of students in the test group.

Based on the recommendations for the selection of educational material [3], [2], we designed and offered students assignments and theoretical materials according to their learning styles in the Moodle e-environment.

For example, to active learners we proposed group work assignments, to sensing learners – exercises, which were connected with solving real problems, and to visual learners – visual representation of course material, the same principles as have been used in the Khan Academy [5].

| TABLE I. | THE PREFERENCES OF STUDENTS, OF THE TEST GROUP |
|---|---|---|---|---|---|---|
| Well balanced | ACT | REF | SEN | INT | VIS | VRB |
| Moderate preference | 33% | 32% | 32% | 9% | 34% | 2% |
| Strong preference | 13% | 1% | 10% | 2% | 22% | 0% |
All things considered, we managed to make the learning process more flexible by using e-environment opportunities: the students themselves chose the learning tempo, types of educational materials, and direction of individual and group work.

III. RESULTS OF THE EXPERIMENT

The first results of our work showed a positive trend in the acquisition of knowledge. To divide students into groups by prior knowledge all of them were tested at the beginning of fall semester 2012. The same test was held at the end of fall semester. The test results confirm that students of the test group had mastered the learning material better than the students of the reference group (Fig 4 and 5).

Students of the test group coped better with their final exam due to the adopted learning material. Growth of knowledge has had a positive effect on their academic achievement (Fig 6).

Students' feedback in the test group also indicated that the material selected according to their learning styles motivated and helped them to learn.

IV. CONCLUSIONS AND FURTHER DEVELOPMENT

Students have different levels of motivation, different attitudes about teaching and learning, and different responses to specific classroom environments and e-learning. The more thoroughly teachers understand the differences, the better chance they have of meeting the diverse learning needs of all of their students. Teachers should attempt to improve the quality and efficiency of their teaching, which in turn requires understanding of the learning styles of students and designing instruction to meet these preferences.

Our selected flexible adaptive learning approach improved the quality of educational material and enhanced the educational effect of the use of innovative methods. The approach also provided us with additional opportunities to build individual educational paths for students, and in addition, apply the approach on students with different levels of readiness to learn.

Thus, we gave students the opportunity to choose their own way of learning the course. Students themselves felt the need for further studies, and did not feel the pressure from the teacher. They had the opportunity to work with educational materials in the manner and volume that was appropriate for them directly.
In conclusion, we would like to emphasize again that the content of the material adapted for each learning style should also cater for individualization of learning. It is important to remember that any learning style works well with the right approach.

Our chosen direction is a deeper study and analysis of students’ data which could give us a better overview of why and how students learn. Additionally, there is the need for the curricula adaptation and teaching materials composition in accordance.
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Abstract—This paper presents a developed higher education quality assessment model (HEQAM) at King Abdulaziz University (KAU). This is because of: there is no universal unified quality standard model that can be used to assess the quality criteria of higher education. Besides, there are shortcomings in the coverage of some current educational quality standards. A Developed questionnaire to examine the quality criteria at KAU is investigated. The analytically hierarchy process is used to identify the priority and weights of the criteria and their alternatives. The model is constructed of three levels including eight main objectives and 53 alternatives. It included e-services criteria which is one of the recent university components, in addition to new sub-criteria for enhancing the model. It produces important recommendations to KAU higher authorities for achieving demanded quality services. Also, it helps KAU to achieve one of its strategic objectives to be a paperless virtual university.

I. INTRODUCTION

Universities all over the world face big challenges to meet the growing number of students, supporting life-long learning for larger and larger parts of the population and of dealing with growing student heterogeneity. Besides these challenges universities are required to provide and maintain a high education quality learning environment based on a standard High Education Quality Criteria (HEQC). The high education service quality has gained tremendous attention from managers and academics due to its importance on business performance, cost reduction, and student satisfaction [1-4]. So, most of the universities are struggling to enhance the professional experience and skills of their personnel in order to utilize the new technologies in their teaching activities in an efficient way [5]. This is to gain a competitive advantage among other universities. Therefore, Saudi universities seek to examine their strategic positions by evaluating existing quality services, and adapting to students’ perceptions to enhance their leadership position. On the other hand, higher education plays a significant role in advancing society toward sustainable development [6].

Having an acceptable level of quality services have to be the main concerns of any higher education university system, for guiding the country toward sustainable development. The kingdom of Saudi Arabia (KSA) government spends a lot of efforts to achieve a highly recognized education level by maintaining and improving the HEQC for all universities in the kingdom. Also, KAU has taken significant steps towards the improvement of education quality to facilitate the academic and managerial process, and to support policy making within the university. Due to the rapidly growing concerns about higher education quality in both international and local contexts, this paper proposes a developed model for evaluating higher education quality standards, and applying it at KAU as a case study. The next sections of this paper explain the related work, model construction, model evaluation, model results and discussion, then the conclusion and references.

II. IMPORTANCE OF THE STUDY

Quality assessment of higher education institutions can contribute to the process of standardization of academic degrees. In fact, because of the changing landscape and increased call for accountability, higher education is now being challenged to re-conceptualize methods and processes used to indicate quality and excellence, including those used for assessing and evaluating quality of education programs. The quality of higher education services, especially in developing countries must be viewed as a strategic issue for social and technological development and economic growth [7]. Another issue that shows the importance of evaluating the quality of higher education programs and the need to have HEQC, is the fact that the world has become an open space where people circulates freely throughout all countries; this circumstance requires the establishment of quality standards so that a qualification obtained in the different institutions can be accepted all over the world, simply we can say that applying these HEQC will lead to and help in achieving the goal of accreditation of KAU education programs. Also, this is a major requirement to enhance the academic rank of Saudi universities among other worldwide universities.

III. LITERATURE REVIEW

Nowadays, service quality assessment is an issue that cannot be neglected by any university, even in the higher education in developing countries. In order to tackle this problem, it is necessary to invest in quality systems and tools for improvement. Universities are usually driven to engage in reforms by a variety of forces, which mostly come from globalization, supply and demand issues, competition, accountability, and technology. Their survival and development are determined by improving service quality those satisfying students’ needs, since it is a vital significance to higher education services. Earlier researchers studied higher education quality services emphasized academic issues more than managerial issues [8,9], concentrated on effective course delivery.
mechanisms and the quality of courses and teaching. Table 1 shows a brief of recent quality models that are used to evaluate higher education in some well-known universities. In this paper, a new service quality assessment model will be explained in section (4).

### TABLE 1

<table>
<thead>
<tr>
<th>Authors</th>
<th>Year</th>
<th>University</th>
<th>Purpose of the used Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>B.F. Wunag</td>
<td>2001</td>
<td>Australia</td>
<td>Presents a model for university administration quality.</td>
</tr>
<tr>
<td>L. Alavi</td>
<td>2002</td>
<td>Bulgarian University</td>
<td>Presents an ABR assessment model using the Sigma methodology to assessment in education.</td>
</tr>
<tr>
<td>S. Raposo, H. M. Abud, and M. Alzouri</td>
<td>2004</td>
<td>Austria and Swedish students</td>
<td>The quality dimensions are identified for education services by higher education institutions in Greece, to measure their relative importance from the student’s point of view.</td>
</tr>
<tr>
<td>Z. Yang, L. Yeung and Y. He</td>
<td>2006</td>
<td>Chinese Higher Education</td>
<td>Designed a model that is capable of evaluating the service quality of Chinese higher education, using Servqual.</td>
</tr>
<tr>
<td>M. Tsakris, V. Gregoriadis and F. Fitas</td>
<td>2010</td>
<td>Higher education institutions in Greece</td>
<td>The quality determinants are identified for education services by higher education institutions in Greece, to measure their relative importance from the student’s point of view.</td>
</tr>
<tr>
<td>A. A. Zaidan</td>
<td>2012</td>
<td>Institutions in Malaysia</td>
<td>Confirms the importance of maintaining service quality in higher education industry.</td>
</tr>
<tr>
<td>T. E. A. University</td>
<td>2013</td>
<td>King Abdullah, Jeddah, S.A.</td>
<td>A developer model for assessment of higher education standards, case study KAU.</td>
</tr>
</tbody>
</table>

The assessment of the quality of human resources, physical, technological, financial and information resources at KAU could be appropriate, sufficient and accessible to realize its mission. Also KAU works effectively to plan, provide, evaluate, assure, and improve the academic quality and integrity of its academic programs, curricula, credits and degrees awarded. However, identifying all HEQC within KAU is an important issue. In this paper, a new effective quality model for evaluating HEQC at KAU is presented. To achieve the research objectives, a questionnaire that is used to examine the HEQC at KAU was developed. In addition to that, the e-services criteria are added to the quality model. There is no doubt that e-Services are one of the most recent required components for KAU. They will help in achieving the virtual university strategic goals, among which are the distance learning education. In addition, they are required to implement a successful paperless university [16-19]. They include: interactivity, mobility, flexibility, accessibility, portability, and social process. It is also aimed to achieve, highly demanded HEQC model that helps KAU to become a model to be followed as a paperless university, as well as achieving one of the KAU strategic objectives to be a virtual university.

### IV. PROPOSED HIGHER EDUCATION QUALITY ASSESSMENT MODEL

Fig. 1 shows the proposed higher education quality model. It is based on the development of the model explained in [9]. This proposed model is constructed of three hierarchy levels, including eight main objectives (criteria), and 53 sub-objectives (i.e. alternatives). The eight main objectives include the following:

- **A. Curriculum**
  - It is one of the main criteria that affect the higher education quality. It includes six sub-objectives (alternatives) named A1 to A6 and defined as shown in Fig.1. It plays an important role for establishing the KAU university quality. The curriculum is an “organized program of study for a given degree, certificate award, incorporating all matters such as academic staff requirements, duration of academic program, admission requirements, content requirements and assessment process requirements” [20]. Also, all university curricula have to include [21]: enrolment requirements, objectives, scope, specific courses and content, duration, mode of assessment, standard references, and academic award. To achieve and maintain quality in curriculum development and delivery, university has to encourage academic excellence in research that enables departments to have professors, senior lecturers and several lecturers who participate in developing and reviewing curricula. The curriculum change imposed on higher education institutions through policies and strategies is required in order to develop graduations, enhance employability, widen access and improve retention. It sets out skills and employability curriculum framework for programs, including practical examples, and considers some of the challenges facing this holistic approach to a potentially fragmented area of policy development.
B. Staff

It includes six sub-objectives named B1 to B6 and defined as shown in Fig.1. The university that “holds essential educational facilities with affective staff of teaching and training will make students be more motivated, loyal and good performers”[22]. Good performance of teachers inside and outside the class is a significant feature for enhancing students’ impartiality, motivation and satisfaction. Course instructors’ teaching methodology is also a prime indicator considered by students, when they rate their teachers in their educational development and successful completion of their studies. Higher the intellectual ability of the instructor, the better will be the students’ evaluation [23, 24] and consequently more will be the reliability on the teaching staff. The teachers who teach with punctuality, accuracy, reasonability and logical approach in a student friendly manner are more popular [25, 26]. Students level of satisfaction increases by working with those course instructors and lecturers who properly handle the assignments, projects, exams and facilitate students’ logical reasoning and aptitude development.

C. Career Prospects

It includes nine sub-objectives named C1 to C9 and defined as shown in Fig.1. The quality of university education, allows students that get graduated an excellent career opportunities. Also taking into account the higher education to the needs of the labor market from diverse disciplines, provides job opportunities for graduates of eligible students.

D. Infrastructure

It includes seven sub-objectives named D1 to D7 and defined as shown in Fig.1. The infrastructure in higher education can include: facilities, researches, and faculties. In order to have a functional institution, all the aforementioned elements, have to be evaluated, improved and updated. University strategic planning has to include adequate infrastructure components into consideration, since good infrastructure enhances the quality of education and services provided. For examples, classrooms could be equipped with overhead projectors, internet connection, proper lighting and suitable cool system, to facilitate communications between instructors and students. In addition; for applied science; up-to-date laboratories and language labs are needed for experiments and projects of the fields, such facilities can increase learning quality and enhance the sense of research among students and faculty in the fields pursued.

It is necessary to have a healthy students and faculty body, by providing proper playgrounds, swimming pools and gym equipments. In addition, parking lots, which fulfill the needs of all university community, will ease the work conditions. Also, maintaining existing equipments and buying new ones are continuous tasks that require expertise and financial resources. There are needs for effective communication, cooperation, team-work among all the components inside university campus.

E. E-Services

It includes five sub-objectives named E1 to E5 and defined as shown in Fig.1. Using e-Services facilities, such as the integration of information and communication technologies, and internet in higher education, achieve imparting easily accessible, affordable and quality higher education leading to the uplift of Saudi Arabian universities. The benefits of e-services in education can provide, right from breaking time and distance barriers to facilitating collaboration and knowledge sharing among geographically distributed students. It increases the flexibility of delivery of education so that learners can access knowledge anytime and anywhere. It can influence the way students are taught and how they learn as now the processes are learner driven and not by teachers. This in turn would better prepare the learners for lifelong learning as well as to contribute to the industry. E-Services also play an important role for establishing the virtual university applying eLearning and also using necessary electronic resources capable for establishing the paperless university.

F. Library Services

It includes seven sub-objectives named F1 to F7 and defined as shown in Fig.1. The evolution of information technology has made students’ needs for information services to change. This inevitably puts pressure on academic libraries, to work towards improving service quality and student satisfaction. This is necessary to face competition in global higher education industry whilst meeting the specific information needs of students. Students who constitute major users of academic libraries in universities often consider library’s service quality based its ability to meet their expectations prior to enrolment. Thus, influencing their overall perceptions of the overall service quality of the institution necessitating a review of quality issues associated with services of academic libraries in universities. Adding electronic resources such as internet play important roles with research in the libraries. Journals and magazines library subscription also facilitate the students task of the faculty. Virtual libraries subscribing, also save time, money, and human resources.

G. Administrative Services

It includes seven sub-objectives named G1 to G7 and defined as shown in Fig.1. Administrative services managers plan, coordinate, and direct a broad range of services that allow universities to operate efficiently. A university may have several managers who oversee activities that meet the needs of multiple departments, such as mail, recordkeeping, security, building maintenance, and recycling. The work of administrative services managers can make a difference in employees’ productivity and satisfaction; for example; they might be responsible for making sure that the university has the supplies and services it needs. Administrative services managers also ensure that the university honors its contracts and follows government regulations and safety standards. Administrative services managers may examine energy consumption patterns, technology usage, and office equipment; for example; they may recommend plan for maintenance equipment or buying new ones.
H. Location

It includes six sub-objectives named H1 to H6 and defined as shown in Fig.1. University location security, safety and ease accessibility are important criteria from the student’s point of view. They achieve a significant correlation between the quality of education and the distance of a college from the nearest town centre. Also, transportation services play an important role in the assessment of university location. They may include several alternatives among which are availability of transportation services in campus and out of campus, as well as cost of transportation.

V. MODEL EVALUATION

Survey questionnaires are developed to collect information about current situation of higher education quality criteria at KAU. These questionnaires are adapted from a work explained in [9]. It is based on Servqual model aspects [8], although it does not use its defined dimensions. Two questionnaires are designed, one for students and the other for faculty members and expertise. The two questionnaires are developed, reviewed and updated with the assistance of KAU education expert consultants. Based on the results from these surveys, the main criteria for the main objectives and their related alternatives of the proposed model are identified. Then, the AHP method [27] is used as a tool for assessment of the weights of the model criteria and their priority. Table 2 shows the pairwise comparison matrices for the main eight objectives of the higher educational quality model proposed, using the data collected from the developed questionnaires. Another additional eight pairwise comparison matrices are constructed to calculate the ranked weights for the sub-objectives, using AHP-Expert Choice [28].

VI. RESULTS AND DISCUSSION

Based on the data collected from section (V) above, a group of eight main criteria with a total of 53 alternatives as shown in Table 2 are identified, in order to design the higher education quality model for enhancing service quality at KAU. Results in Table 2 showed that the main eight criteria, including: Curriculum (A), Staff (B), Career Prospects (C), Infrastructure (D), e-Services (E), Library Services (F), Administrative Services (G), and Location (H) are ranked with 19.7%, 17.3%, 15.9%, 12.7%, 11.7%, 9.8%, 7.2% and 5.9% importance levels, respectively. The analyses of these criteria are explained in details next sections.

A. Curriculum Quality

Six criteria are used to characterize the curriculum. Both faculty members and students were asked to give the importance rating these criteria. Results are shown in Fig.2; where appropriate scientific topics were the most important criteria. It can affect Curriculum with a 22.2% importance level. The second important criterion for this criterion is requirements of the labor market, with 20.1% importance level. Enhances student skills & self-capabilities is the third important criterion that can affect Curriculum in the model with 16.3% importance level. Prerequisites come in the fourth rank with 15.1% importance level. Weekly timetable and Elective modules have 13.4, and 12.8% importance level, respectively. Details of these ratings in relation to the model design are shown in column (A) in the Fig.2.

B. Staff Quality

Students and faculty member’s questionnaire surveys reported that Staff within the university plays an important role in affecting the education quality. They have reported that Academic qualifications and Professional experience is the top of most importance level of this criterion. The applied AHP is used to assess quality determinants, to measure their weights to discover those that influence students’ satisfaction most. Academic qualifications and Professional experience get 20.6% and 18.6% with respect to the staff criterion, respectively.

C. Career Prospects Quality

Another important factor that affects the higher education quality is Career Prospects. Students and faculty member’s surveys reported the sub-criteria that affect this factor. Perspectives for professional career were the most frequently reported factor with an importance level of 20%. The other important factors that affect Career Prospects Quality are Institution’s links with business, technical skills, communication skills, Linguistic skills, job day programs, studies abroad, exchange programs, and postgraduate programs.

---

**TABLE 2**

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Curriculum</th>
<th>Staff</th>
<th>Career Pros</th>
<th>Infrastructure</th>
<th>e-Services</th>
<th>Library Services</th>
<th>Administrative</th>
<th>Location</th>
<th>Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Curriculum</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>19.7%</td>
</tr>
<tr>
<td>Staff</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>17.3%</td>
</tr>
<tr>
<td>Career Prospects</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>2.00</td>
<td>2.00</td>
<td>15.9%</td>
</tr>
<tr>
<td>Infrastructure</td>
<td>0.53</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>2.00</td>
<td>2.00</td>
<td>12.7%</td>
</tr>
<tr>
<td>e-Services</td>
<td>0.53</td>
<td>0.53</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>2.00</td>
<td>2.00</td>
<td>11.7%</td>
</tr>
<tr>
<td>Library Services</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>2.00</td>
<td>2.00</td>
<td>9.8%</td>
</tr>
<tr>
<td>Administrative</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>7.2%</td>
</tr>
<tr>
<td>Location</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>5.9%</td>
</tr>
</tbody>
</table>

Fig. 2: Weight of alternatives to the HEQAM Model.

The third source of Staff quality criteria is the Research activity with an importance level of 18%. Cooperative, Academic advising, and Communication skills affect Staff quality criteria with 16.4%, 14.7%, and 11.7% importance level. Column (B) in the Fig.2 represents the Staff sub-criteria weights in percentage.
Column (C) in the Fig. 2 represents the Career Prospects sub-criteria weights in percentage.

D. Infrastructure Quality

This is one of the key criteria found and has been highlighted by both students and faculty members in the survey. Results showed that Modern & High Quality classrooms and laboratories have 21.7% importance level with respect to Infrastructure Quality. The other related important level weights of the Infrastructure Quality sub-criteria is shown in column (D) of Fig. 2.

E. e-Services Quality

In the survey faculty members and students rated the criteria of providing Academic and Admin-website Services as the most important criterion that may affect the E-Services with a 25.8% importance level. The other related important level weights for E-Services sub-criteria is shown in column (E) of Fig. 2.

F. Library Services Quality

Results show that, the criteria of Availability of textbooks and journals were the most important criterion that may affect the Library Services Quality with 20% importance level. The other related important level weights for these Library Services Quality sub-criteria is shown in the column (F) of Fig. 2.

G. Administrative Services Quality

Results show that, the criteria of Effective, accurate, and prompt services were the most important criterion that can affect the Administrative Services Quality with a 23.3% importance level. The other related important level weights of for these sub-criteria is shown in the Fig. 2, column (G).

H. Location Quality

Results show that the Safety and Security is the most important criterion that may affect the Location with a 20.3% importance level. The other related important level weights of these sub-criteria are shown in Fig. 2, column (H).

VII. Model Quality Weights Comparison and Recommendations

All quality of model weights related to each criterion is shown in Fig. 3. Comparison between different criteria's weights related to the criteria with the overall ranking for criteria's weights related to the HEQAM Model is shown in Table 3. The column of the total quality criteria (TQC) is computed by multiplying of weights related to criterion by the weight of the quality of the sub-criteria. For example, 19.7 X 22.2 = 4.4, 19.7 X 20.1 = 4, and 19.7 X 16.3 = 3.2, etc, hence the column of the TQC is computed as shown in Table 3. This table indicates the alternatives quality percent-age alternatives quality weights arranged in ascending order. For example, the appropriate scientific topics (A1) have the first priority in the Curriculum, while the Academic qualifications (B1) have the first priority in the Staff quality. Table 4 shows the relation between the qualities of the sub-criteria alternatives and their weights related to the total quality of the model (TQM). The sub-criteria alternatives that occupied the first ten positions are:

1. The appropriate scientific topics for a student’s scientific path (A1).
2. Curriculum line with the requirements of the labor market (A2).
3. Academic qualifications (B1).
4. Modern & High quality classrooms and laboratories (D1).
5. Professional experience (B2).
7. Perspectives for professional career (C1).
8. Curriculum has prerequisites for the certain courses (A4).
9. The website provides academic and administrative services (E1).
10. Research activity (B3).

These results have to be taken care of by the higher authorities at KAU. And be taken as recommendations to follow up in order to achieve high quality education.
TABLE 3  
CRITERIA AND ALTERNATIVES OF HEQAM MODEL.

<table>
<thead>
<tr>
<th>#</th>
<th>Main Quality Sub-Criteria</th>
<th>Alternatives</th>
<th>Weights related to Criteria</th>
<th>Weights related to TQC</th>
<th>Average Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Curriculum</td>
<td>A1. The program provides the appropriate scientific topics</td>
<td>22.2%</td>
<td>4.1%</td>
<td>3.3%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>A2. Curriculum line with the requirements of the labor market</td>
<td>20.1%</td>
<td>4.0%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>A3. The Curriculum enhance student skills &amp; self-capabilities</td>
<td>16.5%</td>
<td>3.2%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>A4. Curriculum has prerequisites for the certain courses.</td>
<td>15.1%</td>
<td>3.0%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>A5. Weekly timetable</td>
<td>13.4%</td>
<td>2.6%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>A6. Variety of elective modules/modules on specialization areas</td>
<td>12.8%</td>
<td>2.5%</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>Staff</td>
<td>B1. Academic qualifications</td>
<td>20.6%</td>
<td>3.6%</td>
<td>2.9%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B2. Professional experience</td>
<td>18.6%</td>
<td>3.2%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>B3. Research activity</td>
<td>18.0%</td>
<td>3.1%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>B4. Faculty is cooperative and responsive.</td>
<td>16.4%</td>
<td>2.8%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>B5. Appropriate academic advising.</td>
<td>14.7%</td>
<td>2.5%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>B6. Communication skills</td>
<td>11.7%</td>
<td>2.0%</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>Career Prospects</td>
<td>C1. Perspectives for professional career</td>
<td>20.0%</td>
<td>3.2%</td>
<td>1.8%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C2. Institution’s links with business.</td>
<td>15.5%</td>
<td>2.5%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>C3. Enhance technical skills</td>
<td>12.4%</td>
<td>2.0%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>C4. Enhance communication skills</td>
<td>11.8%</td>
<td>1.9%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>C5. Linguistic skills</td>
<td>11.7%</td>
<td>1.9%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>C6. Employment opportunities through job day programs.</td>
<td>10.0%</td>
<td>1.6%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>C7. Opportunities to continue studies abroad</td>
<td>7.1%</td>
<td>1.1%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>C8. Availability of exchange programs with other institutions.</td>
<td>6.4%</td>
<td>1.0%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>C9. Opportunities for postgraduate programs</td>
<td>5.2%</td>
<td>0.8%</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>Infrastructure</td>
<td>D1. Modern &amp; High quality classrooms and laboratories.</td>
<td>21.7%</td>
<td>2.0%</td>
<td>1.8%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>D2. Catering services</td>
<td>16.3%</td>
<td>1.5%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>D3. Sport facilities</td>
<td>15.5%</td>
<td>2.0%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>D4. Medical facilities</td>
<td>15.0%</td>
<td>1.9%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>D5. High quality university administration buildings.</td>
<td>13.4%</td>
<td>1.7%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>D6. Availability of services to host social and cultural events</td>
<td>10.5%</td>
<td>1.3%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>D7. Students’ hostel</td>
<td>7.0%</td>
<td>1.0%</td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>E-Services</td>
<td>E1. The website provides academic and admin. Services.</td>
<td>25.0%</td>
<td>3.0%</td>
<td>2.3%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>E2. Effective, accurate, and prompt services.</td>
<td>22.6%</td>
<td>2.6%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>E3. Prompt technical support</td>
<td>19.0%</td>
<td>2.3%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>E4. E-Service accessibility through Different ways.</td>
<td>17.1%</td>
<td>2.0%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>E5. E-Service through social networks.</td>
<td>14.9%</td>
<td>1.7%</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>Library Services</td>
<td>F1. Availability of textbooks and journals</td>
<td>20.0%</td>
<td>2.0%</td>
<td>1.4%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>F2. Easy borrowing process</td>
<td>18.2%</td>
<td>1.0%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>F3. The availability of library services electronically.</td>
<td>17.6%</td>
<td>1.7%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>F4. E-Library</td>
<td>13.7%</td>
<td>1.3%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>F5. Sufficient places to sit and read</td>
<td>12.8%</td>
<td>1.2%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>F6. Working hours</td>
<td>10.2%</td>
<td>1.0%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>F7. Librarian Cooperativeness</td>
<td>8.0%</td>
<td>0.8%</td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>Administrative Services</td>
<td>G1. Effective, accurate, and prompt services.</td>
<td>23.3%</td>
<td>1.7%</td>
<td>1.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>G2. Sufficient working hours</td>
<td>15.8%</td>
<td>1.1%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>G3. The availability of administrative services at the university website.</td>
<td>14.6%</td>
<td>1.0%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>G4. Availability of Technical support for e-services.</td>
<td>13.1%</td>
<td>0.9%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>G5. Friendliness</td>
<td>11.2%</td>
<td>0.8%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>G6. Availability of Adv. materials for services.</td>
<td>11.2%</td>
<td>0.8%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>G7. Clear guidelines and advice</td>
<td>10.8%</td>
<td>0.8%</td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>Location</td>
<td>H1. Safety and Security department.</td>
<td>20.3%</td>
<td>1.2%</td>
<td>1.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>H2. Accessibility</td>
<td>18.5%</td>
<td>1.1%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>H3. Availability of transportation services (out campus)</td>
<td>18.1%</td>
<td>1.1%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>H4. Cost of transportation</td>
<td>16.2%</td>
<td>1.0%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>H5. transportation services among the university buildings (in campus)</td>
<td>14.9%</td>
<td>0.9%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>H6. Availability of places for parking.</td>
<td>12.0%</td>
<td>0.7%</td>
<td></td>
</tr>
</tbody>
</table>
VIII. CONCLUSION

This paper proposed a higher education quality assessment model (HEQAM). It consists of eight sub-criteria, including 53 alternatives. The main criteria include Curriculum, Staff, Career Prospects, Infrastructure, E-Services, Library Services, Administrative Services, and Location Quality. The model is applied in KAU, for evaluating the education quality. The issue of main quality criteria and sub-criteria has been addressed to define determinates and their respective weight in the overall quality. The assessment of the university education quality from both students and expert’s perspective are achieved using developed questionnaires. The work also provided recommendations on quality improvement of the institution based on its findings. The multi-criteria decision making AHP method was applied for qualitative and quantitative the model criteria. Results proved that the quality criteria that occupied the first five position included: the appropriate scientific topics for a student’s scientific path (A1), Curriculum line with the requirements of the labor market (A2), Academic qualifications (B1), Modern & High quality classrooms and laboratories (D1), and Staff Professional experience (B2). The model quality weights obtained for the overall criteria have to be considered highly recommended factors to be followed for improving university education quality in the Kingdom of Saudi Arabia universities.
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TABLE 4

<table>
<thead>
<tr>
<th>Sub-Criteria Alternatives</th>
<th>Weights related to TQM</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1. The program provides the appropriate scientific topics</td>
<td>4.0%</td>
</tr>
<tr>
<td>A2. Curriculum line with the requirements of the labor market</td>
<td>4.0%</td>
</tr>
<tr>
<td>B1. Academic qualifications</td>
<td>3.0%</td>
</tr>
<tr>
<td>D1. Modern &amp; High quality classrooms and laboratories</td>
<td>3.0%</td>
</tr>
<tr>
<td>B2. Professional experience</td>
<td>3.0%</td>
</tr>
<tr>
<td>A3. The Curriculum enhance student skills &amp; self-capabilities</td>
<td>3.0%</td>
</tr>
<tr>
<td>C1. Perspectives for professional career</td>
<td>3.0%</td>
</tr>
<tr>
<td>A4. Curriculum has prerequisites for the certain courses</td>
<td>3.0%</td>
</tr>
<tr>
<td>C2. The website provides academic and admin. Services.</td>
<td>2.0%</td>
</tr>
<tr>
<td>D2. Research activity</td>
<td>2.0%</td>
</tr>
<tr>
<td>B4. Faculty is cooperative and responsive</td>
<td>2.0%</td>
</tr>
<tr>
<td>A5. Weekly timetable</td>
<td>2.0%</td>
</tr>
<tr>
<td>B5. Appropriate academic advising</td>
<td>2.0%</td>
</tr>
<tr>
<td>C3. Effective, accurate, and prompt services</td>
<td>2.0%</td>
</tr>
<tr>
<td>A6. Variety of elective modules/modules on specialization areas</td>
<td>2.0%</td>
</tr>
<tr>
<td>C4. Institution’s links with business</td>
<td>2.0%</td>
</tr>
<tr>
<td>A7. Prompt technical support</td>
<td>2.0%</td>
</tr>
<tr>
<td>C5. Conveting services</td>
<td>2.0%</td>
</tr>
<tr>
<td>A8. E-service accessibility through Different ways</td>
<td>2.0%</td>
</tr>
<tr>
<td>C6. Enhance technical skills.</td>
<td>2.0%</td>
</tr>
<tr>
<td>A9. Availability of textbooks and journals</td>
<td>2.0%</td>
</tr>
<tr>
<td>C7. Logistic skills.</td>
<td>1.0%</td>
</tr>
<tr>
<td>A10. Staff Professional experience</td>
<td>1.0%</td>
</tr>
<tr>
<td>D3. Spert facilities.</td>
<td>1.0%</td>
</tr>
<tr>
<td>D4. Medical facilities.</td>
<td>1.0%</td>
</tr>
<tr>
<td>D5. Easy borrowing process</td>
<td>1.0%</td>
</tr>
<tr>
<td>D6. E-service through social networks.</td>
<td>1.0%</td>
</tr>
<tr>
<td>G1. Effective, accurate, and prompt services</td>
<td>1.0%</td>
</tr>
<tr>
<td>D7. The availability of library services electronically.</td>
<td>1.0%</td>
</tr>
<tr>
<td>B9. High quality university administration buildings.</td>
<td>1.0%</td>
</tr>
<tr>
<td>C8. The availability of exchange programs with other institutes.</td>
<td>1.0%</td>
</tr>
<tr>
<td>B10. Sufficient working hours.</td>
<td>1.0%</td>
</tr>
<tr>
<td>F1. Suitable places to sit and read</td>
<td>1.0%</td>
</tr>
<tr>
<td>B11. Safety and Secure Department</td>
<td>1.0%</td>
</tr>
<tr>
<td>B12. Communication skills</td>
<td>1.0%</td>
</tr>
<tr>
<td>B13. Accessibility</td>
<td>1.0%</td>
</tr>
<tr>
<td>C7. Opportunities to continue studies abroad</td>
<td>1.0%</td>
</tr>
<tr>
<td>B14. Transportation services (out campus).</td>
<td>1.0%</td>
</tr>
<tr>
<td>C9. Availability of exchange programs with other institutes.</td>
<td>1.0%</td>
</tr>
<tr>
<td>D11. Sufficient working hours.</td>
<td>1.0%</td>
</tr>
<tr>
<td>B15. Working hours</td>
<td>1.0%</td>
</tr>
<tr>
<td>F2. Cost of transportation</td>
<td>1.0%</td>
</tr>
<tr>
<td>D12. Availability of services to host social and cultural events</td>
<td>1.0%</td>
</tr>
<tr>
<td>D8. Students’ hostel</td>
<td>1.0%</td>
</tr>
<tr>
<td>G4. Availability of Technical support for e-services.</td>
<td>1.0%</td>
</tr>
<tr>
<td>C6. Opportunities for postgraduate programs.</td>
<td>1.0%</td>
</tr>
<tr>
<td>D16. Transportation services among the university buildings (in campus)</td>
<td>1.0%</td>
</tr>
<tr>
<td>G5. Friendliness</td>
<td>0.9%</td>
</tr>
<tr>
<td>G7. Clear guidelines and advice</td>
<td>0.8%</td>
</tr>
<tr>
<td>G6. Availability of Arts materials for services.</td>
<td>0.8%</td>
</tr>
<tr>
<td>D13. The availability of administrative services at the university website.</td>
<td>0.7%</td>
</tr>
<tr>
<td>F1. Library Cooperatives</td>
<td>0.7%</td>
</tr>
<tr>
<td>I6. Availability of places for parking.</td>
<td>0.7%</td>
</tr>
</tbody>
</table>
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Abstract—Brief description of the author’s results of development of cognitive processes (CP) computer modelling concept on the basis of improving the methodology and expanding the area of using computer-based testing technology in education is suggested. The fundamental heuristics for formalizing: the concept of degree of difficulty of test tasks (TT); the degree of confidence of individual’s CP concept; the concept of stability modes of individual’s CP and CP phases during the working time; the concept of the target level of the test session are presented.

The heuristic algorithms of intellectual express and expanded analysis of the TT quality are developed. The algorithm of obtaining the cognitive individual’s profile for formation and adequate interpretation of individual intellectual characteristics is offered. The concept of technical implementation of the CP computer model into the informational learning environment is formulated.

I. INTRODUCTION

BEGINNING of the XXI century represents a crucial stage in the development of education. In intellectually intense and fast-paced high-tech environment, with an excess of information, which has already exceeded the capacity of individual's perception of it, new approaches in teaching and educational technologies are necessary.

Due to the emergence of new trends in science up-to-date conceptual framework was born. Thus, the term "cognitive" (from the Latin word "cognition" – knowledge, perception), meaning "informative", "pertaining to knowledge," appeared in the sixties of the last century as a result of existence of a new paradigm in psychological research (cognitive psychology, cognitive science). In this paradigm special attention is paid to traditional cognitive processes (CP): perception, attention, memory, imagination and thinking etc. However, the cognitive approach is fundamentally different in a way that all of these processes are considered as components of the overall process of information exchange between the individuals during the learning.

Under the new conditions new learning technologies must be created – cognitive, i.e. ways, techniques, methods to ensure effective understanding by the individuals of information on the bases of unique indicators and characteristics of their CP. The task of great importance is to develop the modern methodologies of organizing individuals' learning and continuous monitoring and assessing of individuals' CP indicators, as well as of forming individual productive paths in the cognitive processes by means of introducing effective feedback systems via using the computer testing controlling methodology.

Recent scholarly research in the field of creating computer learning technologies can be divided into several categories:

Intelligent Tutoring Systems: information-reference systems; consultative type systems; intellectual training (expert-type tutoring) systems; accompanying type systems (e.g., ELM-ART-II, AST, ADI, ART-Web, ACE, KBS-Hyperbook, ILES A, DCG, SIETTE) [1].

E-Learning Management Systems elaborated the following SCORM standards, the specifications of the IMS Global Learning Consortium, and the Aviation Industry Computer-Based Training Committee (AICC) that regulate certain aspects of their development and use: the system’s architecture and the system’s interaction with outside systems; the ways of the learning system’s interaction with learning resources; the presentation of courses’ contents; the models of learning control; the testing algorithms and ways of presenting testing results (e.g., BaumanTraining, eLearning 3000, WebTutor) [2,3].

Diagnostic and Planning Expert Teaching Systems based on using the methodological tools of computer testing [4-7].

Despite the wide range of scholarly achievements and market offers in the field of computer learning technologies, all of them have a number of similar specifications:

a) The use of testing technology mostly for measuring students’ learning individual achievements and the lack of methods for obtaining the specific characters of their individual intellectual activity and features of CP.

b) The necessity of development of the methods of intellectual diagnostics of test materials for increasing the quality of CP assessment.

c) The inflexible demands in most Ukrainian higher schools (HS) to the software required for their functioning and to the technical characteristics (in particular, the capacity characteristics) of computers, as well as to the speed and time of Internet resources use.
The purpose of this paper is brief description of the author's results of development of CP computer modelling concept on the basis of innovative approaches to improving the methodology and expanding the area of using the computer-based testing systems (CBTS) technology. The paper is also aimed at the presenting the key aspects of developing the use of author's modelling propositions as an instrument for receiving and adequate interpretation of the set of quantitative and qualitative identifiers of individual intellectual characteristics of individuals.

II. COGNITIVE PROCESS COMPUTER MODELING CONCEPT

The CP computer modelling concept suggested by the author is based on implementing the following functional components: the database, the expert system of integrated diagnostics and cognitive process control (the latter comprising the logical conclusion mechanism, the working memory, the knowledge base, as well as the explanation subsystem and the dialogue subsystem), control systems, and CBTS.

A. The Database Structure

The database of the computer model is designed for storing:

– the structured learning content (LC), presented in the following systemically coordinated forms: brief textual notes of lectures for individuals’ self-studying before the actual in-class teaching/learning starts Teach1 (contain the basic notions, definitions, laws, examples, and algorithms of situational knowledge use from the course); slide-notes of the lecture materials for demonstrating and discussing directly in the in-class teaching/learning process – Teach2; laboratory assignments – Teach3; testing materials for assessing the degree of individuals’ CP – Teach4.

– reference and factual information about the syllabus, the number of individuals, the distribution of academic hours and learning units between in-class and out-of-class (independent) individuals’ work;

B. Knowledge Base Structure

The core of the expert system of integrated diagnostics and cognitive process control is the knowledge base designed for storing: expert knowledge and the acquired analytically knowledge.

The foundations of expert knowledge are the author’s research results in the area of computer testing methodology improvement and the development of intellectual instruments for supporting decision-making in what concerns the CP analysis. There are the following heuristics:

a) Reference time $T_{ref}$ is the objective tool of complex quantitative formalization (scaling) of the degree of difficulty: the statement and visual representation of TT; the TT itself causes the timetable for task processing; the technology of entering the results of CP.

b) The degree of mismatching in factual and reference time for solving the TT – dynamic coefficient $D_{t^i}$, demonstrates the objectivity of determined indicator of degree of difficulty of the TT – $R_d$.

c) The complex indicator of the degree of confidence of CP and the probability of guessing the correct solution is the correlation coefficient $K_i$ between series of factual $T_a$ and reference time $T_{ref}$ spent on correct result of cognitive processing of TT. The value of $T_{ref}$ is determined after check testing of a group of experts [8].

d) The interpretation of the normalized $K_i$ ranges may be the following: an individual with high level of the confidence solves the TT at steady pace ($K(t^i, t^j) \geq 0.5$); in the behavior of an individual, who has middle level of CP confidence, there are "gaps" in the problem domain's assimilation and uncoordinated pace of solving the tasks ($0.3 \leq K(t^i, t^j) < 0.5$); the individual, whose CP level is low, may try to guess the correct decision ($K(t^i, t^j) < 0.3$).

e) The concept of modes of stability of CP is a consequence of entering the concept of interpretation of the CBTS and individuals as a dynamic system. In this regard, the interpretation of equilibrium (EM) and periodic (PM) modes of the individual's CP may be the following [9]: EM corresponds to the situation, which is characterized by in-time constancy CP during the testing session; the PM is characterized by fluctuations in the CP individual's entropy as a result of changes in the level of complexity of TT.

f) In the author's interpretation the EM of CP is quantitatively identified by $K(t^i, t^j) \geq 0.5$ and PM – by $K(t^i, t^j) < 0.5$.

g) The concept of the CP phases is defined as a set of functional states of an individual during the test session: the primary reaction – short-term of reduction of the actual level of confidence and precision of CP; overcompensation and compensation – gradual improvement and stabilization of indicators of confidence and precision of CP; subcompensation and decompossession – reduction of actual level of confidence and accuracy of CP.

h) The concept of the informativeness level is considered on the basis of quantification of the effectiveness of test performance.

i) The concept of the target level $T_{target}$ is considered on the basis of scaling of the TT by: TT forms $U_j$ (from lowest to highest: with only one correct answer; closed form of TT with multiple choice; matching TT; open form of TT with sequence-setting); boundary probability $P_j$ of guessing the correct solution of TT; cognitive process difficulty levels $Z_i$ (from lowest to highest: recognition and presentation; reproductive replay; productive replay).

j) The efficiency of CP testing is increased due to determining the consecutive order of giving TT in accordance with the decrease of their target level [10].

The Expert Block of the Knowledge Base includes the knowledge about subject area and the control knowledge:

a) The Algorithms of TT Quality Analysis:

– Heuristic Algorithm of the TT Quality $Q_i$, Express Analysis. Presupposes the methodology of stage-by-stage guaranteed acquisition of a complete testing results’ matrix from two incomplete matrices – the results of preliminary and final testing in the framework of one class period [10];
- Heuristic Algorithm of Expanded Analysis and of Improving the TT Quality $Q_i$. Includes possibility of establishing the fact (1) and assuming the ways of eliminating the “problematic” character of TT. This algorithm is based on entering the indicator of dynamic coefficient $D_i^i$ in accordance with the following rule [11]:

\[
\text{if } L_{\text{Low}} \leq L_{\text{Low}} \text{ and } H_{\text{High}} \geq H_{\text{High}}, \text{then } \text{PROBLEM}_i = -1, \quad (1)
\]

\[
\text{if } H_{\text{High}} \leq L_{\text{Low}} \text{ and } L_{\text{Low}} \geq H_{\text{High}}, \text{then } \text{PROBLEM}_i = +1,
\]

else $\text{PROBLEM}_i = 0$

where $D_i = \{L_{\text{Low}}, H_{\text{High}}\}$ is the boundary percentage of individuals, whose factual time of TT completion does not meet the reference one ($D_i^i \neq I$).

b) The Algorithms of Adaptive Sequence of Distributing TT in order of decreasing the target level $T_L$. This algorithm determines the necessity of transition $\lambda$ to the next $T_L$ (2) in the conditions of surpassing the value of the boundary percentage $G_{\text{High}}$ of correct answers to TT as compared to the factual $G_{\text{High}}$ percentage. In the opposite case, this algorithm determines the necessity of terminating the testing procedure [12]:

\[
X = \begin{cases} 
0, & \text{if } G_i^i < G_{\text{High}} \Rightarrow R_i = R_i - 1 \\
1, & \text{if } G_i^i \geq G_{\text{High}} \Rightarrow \text{Stop}
\end{cases}
\]

(2)

c) The Algorithm of Cognitive Individual's Profile (CP_PROFILE) obtaining:

- in the author’s interpretation CP_PROFILE is a set of specific specifications describing: modes (MODES) and phase (PHAZES) stability of CP; informativeness level (IL) of problem-oriented knowledge of individuals:

\[
\text{CP_PROFILE}= \langle \text{MODES} \rangle \& \langle \text{PHAZES} \rangle \& \langle \text{IL} \rangle
\]

(3)

- via using a statistical series of reference and actual time of CP of TT: processing transfer function charts for groups of individuals with a stable EM and PM of cognitive processes and individual “pictures” – structure of the time distribution (TD) during the test session and the intensity (high, middle or low frequency of correct answers) within the phase – of phases can be obtained (Table I). It helps to identify differences between individual’s behaviour concerning the specificity of CP.

### Table I.

**Specifications of the Individual Intellectual Profile of Certified Individuals**

<table>
<thead>
<tr>
<th>MODES</th>
<th>Equilibrium mode of CP</th>
<th>Periodic modes of CP</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHASES</td>
<td>High confidence level of CP</td>
<td>Middle confidence level of CP</td>
</tr>
<tr>
<td>TD (%)</td>
<td>5  87  8</td>
<td>20  60  20</td>
</tr>
<tr>
<td>Intensity</td>
<td>h  h  h</td>
<td>h  h  m</td>
</tr>
</tbody>
</table>

- in accordance with algorithm of adaptive identification of the IL the formation of a quantitative assessment test performance (effectiveness) is carried out taking into account minimization of the impact of guessing on the objectivity of test results interpretation [8, 13] (Table II).

### Table II.

**The Algorithm of Adaptive Identification of IL**

<table>
<thead>
<tr>
<th>Levels of CP Confidence</th>
<th>Expert Conclusion</th>
<th>Algorithm of Identifying the IL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>Short time spent for solving difficult TT and long time spent for solving simple TT</td>
<td>$Il_a = \sum_{i=1}^{\text{IL}_i} \left( S_i \cdot t_i^{1/4} \right)$</td>
</tr>
<tr>
<td>Moderate</td>
<td>Only exceedingly prompt responses entail a “penalty”</td>
<td>$Il_a = \sum_{i=1}^{\text{IL}_i} \left( S_i \cdot t_i^{1/4} \right)$</td>
</tr>
<tr>
<td>Medium</td>
<td>Rational distribution of time for solving between difficult and simple TT</td>
<td>$Il_a = \sum_{i=1}^{\text{IL}_i} \left( S_i \cdot t_i^{1/4} \right)$</td>
</tr>
</tbody>
</table>

The Block of Knowledge Acquired by the Expert System in an analytical way comprises:

1. Knowledge about the current state of the CP: the individual’s indications of CP, obtained on the bases of CP_PROFILE; the indications of learning content quality $Q_i$; the information about individual learning paths $D_i$.
2. Actualized knowledge about the subject area – the dynamic boundaries.
3. Control knowledge which is a collection of algorithms for processing the database statistics and of control knowledge of the expert part of knowledge base that is launched by the mechanism of logical conclusion for acquiring new knowledge.

C. The Concept of Technical Implementation of the CBTS

The CBTS presupposes the implementation of a number of technological and methodological solutions. The first of them is the most effective integration into the informational learning environment of the majority of Ukrainian HS by means of using MS Office as an instrumental base for creating a unified up-to-date system of controlling the teaching/learning process.

The second one is placing the repository of the LC on a powerful (possibly distant) server in the Internet network with the aim of eliminating the limitations of technical characteristics in those computers that most HS in the country are equipped with.

The third is the use of such regimes as short-time deliveries of LC from the server; e-mailing by using wireless connections or the internal network; mobile (distant) regime
of system’s work. These regimes are used for ensuring economy and efficiency of network resources [14].

D. Cognitive Model Control Algorithm

The developed methodology of CP computer modelling presupposes completion of the following principal control iteration stages [15]:

1. The Teacher, in advance of the next class, uses the control system for:
   a) Formulating a request to the LC repository on the distant server as to compiling a set of learning units Teach$_{d}$; as
   b) Fine-tuning of the CBTS by indicating: the maximum number of points to be scored for every testing session (TS); the number of TL to be used in the TS; the modes of user’s actions limitations: the possibilities for an individual to choose the order of TT and of returning the TT within test session.
   c) Tuning the short-term connection with the Internet via a radio modem for transmitting the required LC Teach$_{d}$ to individuals.

2. Before coming to their class, individuals need: to get acquainted with the LC of the first form Teach$_{1}$; to take preliminary testing with using Teach$_{1}$; by means of tuning the short-term connection with the Internet – to transmit results of their testing to the control system.

3. On the basis of the Adaptive Methodology of Learning Process Individualization the following steps are implemented: multi-aspect diagnostics of the CP level with taking into account the quantitative and qualitative learners’ intellectual characteristics; intellectual support of decision-making as to adaptive regulation of the structure and content of class work in accordance with the expert recommendations formulated in the knowledge base. Those recommendations allow:
   a) Determining the most efficient conditions forms (group, individual autonomous, creative, calculative, research, or team learners’ work) for individual cognitive processes.
   b) Determining the learning elements requiring specific forms of cognitive processes (generalization, recapitulation, practical examples).
   c) Automated tuning of Teach$_{2}$ or Teach$_{3}$ with recommendations as to mandatory consideration, possible consideration, or lack of necessity for consideration of qualitative results of students’ acquisition of certain LC.

4. At the end of the class students have the final testing. As a result, information is collected and transmitted into the intellectual knowledge base.

III. CONCLUSION

Scientific novelty and practical value of the suggested CP computer modelling concepts, which allow to improve the CBTS-methodology and develop indicators of individual’s intellectual activity and features of CP, are attested to and confirmed by the patents of Ukraine [8, 10-12, 14, 15]. The model has been introduced into the teaching practice of the Department of Economic Cybernetics and Mathematical Methods in Economics at Alfred Nobel University, Dnipropetrovsk’s, Ukraine.
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Abstract—EDUCache simulator [1] is developed as a learning tool for undergraduate students enrolled the Computer Architecture and Organization course. It gives the explanations and details of the processor and exploitation of its cache memory. This paper shows a set of laboratory exercises and several case studies with examples on how to use the EDUCache simulator in the learning process. These hands-on laboratory exercises can be also used in learning software performance engineering and to increase the student willingness to learn more hardware based courses in their further studying.
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I. INTRODUCTION

THE Computer Architecture and Organization course is devoted to help the students to understand how the computers work. This course is usually in the first study year and the teaching material is almost always totally new for the students. Computer architecture is acknowledged as a significant part of the body of knowledge and an important area in undergraduate computer science curricula [2], [3]. Learning the course requires huge efforts by the students, especially in case of computer science students. Instead of wanting to know how the hardware (computer) works, they just want to use it as a necessary tool to execute their software programs. While developing programs by using some high-level programming language, the students do not get a clear picture of how they are executed by the computer. This decreases the students’ interest and deeper understanding in learning of the Computer Architecture and Organization course. Therefore, it makes the teaching even more difficult requiring a lot of effort from both instructors and students [4]. Teachers must not only cover a body of knowledge, but they must motivate students and make the course exciting by selecting appropriate topics, such as which processor should be learned [5].

Today’s modern multi-processors consist of multilayer cache memory system [6] to speedup data access balancing the gap between CPU and main memory. This complicates the learning process even more since the students must learn the organization inside the multi-processor, and not only the architecture. We have developed EDUcache simulator [1] that visually presents cache hits and misses, cache line fulfillment, cache associativity problem [7], for both sequential and parallel algorithm execution. In this paper we present several hands-on exercises for EDUCache simulator that will improve the teaching and alleviate the students’ learning process. Several predefined examples for special memory patterns that cover data locality and cache set associativity are also presented.

The rest of the paper is organized as follows. In Section II we discuss the related work about improving the teaching and learning of computer architecture and other hardware courses for computer science students. Section III briefly describes the Computer Architecture and Organization course. The EDUCache architecture, user interface and different working modes are described in Section IV. The newly proposed hands-on laboratory exercises and some predefined examples are presented in Section V. The final Section VI is devoted on conclusion and future work.

II. RELATED WORK

This section presents the existing similar visual simulators that cover the area of computer architecture and organization. We also present the proposed methodologies and laboratory exercises in order to lighten the learning and teaching of the course.

A. Hands-on Exercises: Simulation or Real Hardware

Introducing appropriate hands-on exercises, homework assignments and projects besides the lectures will make the course more interesting and will provoke the students to dive more deeply to learn how the computer works. Liang [8] performed a nice survey of hands-on assignments and projects.

Two approaches exist in organizing the laboratory exercises, i.e., either with visual simulators or working on real hardware. Using appropriate visual simulators on hands-on exercises lightens the teaching process and can significantly improve the students’ interest in hardware generally [9], [10]. The simulators or web online tools share the laboratory equipment, thus removing the obstacles of cost, time-inefficient use of facilities, inadequate technical support and limited access to design and laboratory resources [11].

Practical work on real hardware is also very important [12], [13], [14]. Wang [15] and Lee [16] proposed FPGA-based configurable processors to be used in laboratory exercises.
The students can develop, implement and monitoring both hardware and software of multi-core processor systems on real hardware.

B. Teaching Methodologies

Several methodologies are developed to teach the hardware courses in general for computer science students. Reinbrecht et al. [17] present a methodology that integrates functionally verified ASIC (Application-Specific Integrated Circuit) soft cores into a FPGA in order to allow the students to learn the fundamentals of hardware and its designs challenges, not only development, but also verification and physical implications.

Ackovska and Ristov [18] improved the hands-on laboratory exercises and introduced a new teaching methodology. They divided the exercises in tutorials and tasks. The former are published a week before the exercises as students can prepare for the exercise, while the latter are given to the students during the laboratory exercises. These changes improved students' grades without making the course exams easier. Hatfield and Jin [19] designed and developed many laboratory exercises to design and implementation of an operating model of a pipelined processor.


C. Visual Simulators

We have found many visual simulators that cover a particular fundamental part of computer architecture and organization. Nikolic et al. [9] evaluated many simulators and concluded that some simulators are designed for teaching, some for data profiling, and none of them covers all topics in computer architecture and organization. We [1] have presented a very comprehensive overview of several visual simulators:

- EduMIPS64 [22] for instruction pipelining, hazard detection and resolution, exception handling, interrupts, and memory hierarchies;
- Dinero IV [23] for memory hierarchy with various caches on single core systems;
- CMPSim [24] - based on the Pin binary instrumentation tool;
- HC-Sim [25] generates traces during runtime and simulates multiple cache configurations in one run;
- Herruзо’s [26] simulator for understanding the cache look-up process and writing elements in the cache memory.
- Misev’s [27] visual simulator for ILP dynamic out-of-order executions;
- Valgrind [28] (with its module Cachegrind) profiler for cache behavior;

All these simulators were not primarily developed for teaching the cache memory although most of them are visual. They lack educational features since they are built to complete the simulation as fast as possible rather than to present the architecture and organization of cache memory system in a modern multi-processor. Our EDUCache simulator [1] offers step by step simulation allowing the students to pause the simulation and analyze the cache hits and misses in each cache level. Its power increases with appropriate hands-on exercises.

SimpleScalar [29] and SMPCache [30] are additional simulators selected by William Stallings as a simulation tool for the implementation of student projects [31].

SimpleScalar is used for program performance analysis, detailed microarchitectural modeling, and hardware-software co-verification. It supports non-blocking caches, speculative execution, and branch prediction.

SMPCache is a widely used simulator in more than 100 universities and research centers. It is a trace-driven simulator for the analysis and teaching of cache memory systems on symmetric multiprocessors, analyzing program locality; influence of the number of processors, cache coherence protocols, schemes for bus arbitration, mapping, replacement policies, cache size (blocks in cache), number of cache sets (for set associative caches), number of words by block (memory block size).

Although SMPCache is primary developed as a learning tool for the Computer Architecture and Organization course, it should be redeveloped since it has an option for one cache level and symmetric processor only, while our EDUCache simulator offers simulation of heterogeneous multiprocessor with three cache levels. Our hands-on laboratory exercises proposed in this paper supplements its value.

III. THE COMPUTER ARCHITECTURE AND ORGANIZATION COURSE

This section briefly describes the Computer Architecture and Organization Course.

The course’s main objective is to offer the students a clear understanding of the main computer architectures, performance of the computer parts and the whole computer system. It also covers the topics of today’s modern multi-chip and multicores multiprocessors, as well as the digital logic circuits.

A. Course Organization

The teaching of the course is organized in three parts: theoretical lectures with 2 classes per week, theoretical exercises with 3 classes per week and practical exercises with 1 class per week in laboratory. Lectures and theoretical exercises are organized in larger groups of around 100 students, while practical exercises are carried out in computer laboratories in groups of up to 20 students, with each student working on its own workstation. Prerequisites for enrolling in the course are previously completed course in Discrete Mathematics.

Theoretical lectures cover the computer abstractions and technology, the computer language (MIPS), computer arithmetic, the processor, memory, storage, and multichip multiprocessors [32].

Theoretical exercises are divided in two parts. The first midterm covers the topics: computer arithmetic, codes and performance parameters, while the second part deals with
digital logic. Hands-on laboratory exercises follow the topics of theoretical exercises.

The course can be passed in two ways, i.e., through midterms or final exam. The students must take the theoretical lecture part and exercise part (plus logic circuits) in either way.

B. Course Obstacles

The previous section briefly describes the course organization. We have analyzed the student results and determined that they had more problems with the topics of theoretical lectures compared to the exercises, and more precisely, the material of the second midterm, i.e., the processor, memory, I/O and parallelization. Our analysis show that although these subjects are covered during the theoretical lectures, neither theoretical nor practical exercises are provided for these topics, since the exercises cover to the design of logic circuits. Even more, IEEE Computer Society and ACM stated that more attention should be given to the multi-core processors architecture and organization, instead of the logic design level [33].

Therefore, we developed the EDUCache simulator that covers these topics. In this paper, we present the hands-on laboratory exercises that will make it even more appropriate in the teaching process, mainly focused on multiprocessor, cache and main memory.

IV. EDUCACHE SIMULATOR

This section briefly describes the main features, interfaces and user interface of the EDUCache simulator. More details about the EDUCache simulator are presented in [1].

The EDUCache simulator is a platform independent simulator developed in JAVA whose main simulation is described by a set of Java classes, each for a different CPU cache parameter. It allows the students to design a multi-layer cache system with different multi-core multi-cache hierarchy and to analyze sequential and parallel execution of user algorithm. Each chip can have one or several homogeneous cores. Each core has access to some cache of different cache level (generally L1 to L3). Particular cache can be owned by one, several or all cores of the chip. In general, L1 and L2 caches are private per core in modern multi-processors, while L3 cache is shared among several or all cores.

The particular cache level parameters can vary. Cache is determined by cache memory size, cache line size, cache associativity and replacement policy. EDUCache simulator allows the students to configure all these cache parameters and cache levels.

A. User Interface

The EDUCache simulator user interface is visual and user friendly. It uses the Multiple Document Interface (MDI) paradigm. The EDUCache simulator works in two modes: Design and Simulation.

1) Design Mode: The students can configure various cache parameters and levels to create instances of cache levels and share them among chip cores.

The students create the cache levels with unique ID (UID). Figure 1 depicts an overview of EDUCache simulator user interface in design mode and an example on how a student can very easily create a particular cache level instance, select a replacement policy, set associativity, cache line size, cache size and select unique cache level UID.

After creating cache level instances, the students can create a core, selecting cache instances from the list of previously created ones (visible in the table in the right frame) for each cache level. Figure 2 depicts a user interface to create a core with unique Core UID, using previously created cache level instances.

Finally, the students can save the created configuration that represents a CPU chip. They configure the core instances, which they prefer to include on the chip and they are prompted where to save the configuration file.

After completing a multi-core chip with different caches in the design mode, the students can move to the simulation mode in order to simulate some memory accesses and analyze which of them will generate hit or miss in particular cache level of particular core.
2) **Simulation Mode**: After a configuration of the CPU chip with multiple cores per chip and multiple cache levels per each core, the students should load the memory addresses and run the simulation.

Figure 3 depicts the Simulation mode. Its main window consists of:

- **Simulation Control Menu Bar** - is the central control hub for the simulation process. It contains 2 menus, i.e., Simulation and Construction. The latter creates new or loads the existing configuration file for a core. The former loads a study case file, trace file, and operates the simulations (start, pause, stop, or step by step working mode);

- **Loaded Address Trace Frame** - shows the contents of the trace file, i.e., which core should read the address and the physical address that is loaded.

- **Verbose Output Frame** - shows the addresses that are read by cores, the search in L1 cache and selecting the set in which the address is supposed to map, the result, i.e. cache hit or miss, the cache line number if it is hit and the evicted line if the chosen set was full and read miss is generated; and

- **Visual Representation Frame** - is the main feature of simulation mode which gives a visual representation to the lookup process. It represents different levels of the cache level architecture: Core Pane, Cache Sets Pane, Cache Lines Pane, and Cache Line Info Pane.

V. HANDS-ON EXERCISES FOR EDUCACHE SIMULATOR

This section presents how the EduCache simulator can be used as a tool in the laboratory exercises to introduce the students with the basic concepts of processor and its cache memory.
A. General Terms

All hands-on laboratory exercises follow the same concept. Each hands-on exercise starts with an explanation of the goal and objectives. Next, a brief coverage of the required topics is presented. This will remind the student of the topics that need to be learned or revised in order to be able to prepare for the exercise and complete it. The exercises should be given to the students a week before the exercise [18].

The objectives are step by step guides on what the student is supposed to do, e.g., configure the simulator, create a certain architecture, execute a simulation or analyze the results from an executed simulation. The guidelines are posed as simple instructions or as learning objectives. Questions are placed between the guidelines alerting the students which areas require more attention. In the end, the students must answer all questions, create the configuration file of the simulator and the simulation result file.

B. The Hands-on Exercises

This section presents the hands-on laboratory exercises for the EDUCache simulator. We present several exercises, some of which can be gathered or divided according to the available time for the hands-on laboratory exercises.

1) Exercise 1: Intro to EDUCache Environment: The first laboratory exercise is designed to introduce the EDUCache simulator to the students. The exercise goes over the different types of files that the simulator uses. The basic commands require the students to go through a simulation and to analyze the results. Learning objectives include: EDUCache design and simulating modes, loading a cache configuration file, and basic cache memory elements. The exercise concludes with running a simulation on a loaded trace file, creating a new trace file and running the simulation again, finishing with an analysis of the statistics that the simulator presents after the simulation is finished.

Although this exercise does not require a lot of students’ effort, it should be graded. Otherwise, the students may not pay enough attention on learning the elementary controls of the simulator, which will cause them to have trouble with later exercises.

2) Exercise 2: Different Cache Parameters: The second laboratory exercise aims to present the basic parameters of cache memory to the students. That is, the size, associativity and the principles of multiple cache levels. The learning objective of this exercise is for the students to understand how these parameters impact on specific program execution. The principles of time and data locality are covered. The simulator is used to create multiple configurations with different parameters regarding to the cache size. Simulation is realized on a single memory trace. The students must observe into the results of the simulation and compare to find how the different sizes effect the program execution.

The final part of the exercise is to determine the smallest size for a cache level that gives the same performance as an infinite cache size. The grading should include optional questions for extra credit to inspire the students to show interest in the exercises since this exercise contains a significant number of tasks (and objectives) that the students must complete.

3) Exercise 3: Overview of Cache Set Associativity and Replacement Policies: The third laboratory exercise goes over the concepts of cache set associativity and replacement policies as one of the more complex cache memory parameters. The exercise shows the impact of these parameters on a specific program execution. The students must create configurations and use them to execute and analyze multiple simulations.

A set of address traces is given and the students’ task is to observe and conclude the optimal replacement policy for each address trace. The exercise also offers the possibility to create experimental configurations which do not usually appear in real systems, such as certain cache levels with certain replacement policy. Another set of objectives takes a look at the influence of the set associativity.

C. The Demo Examples

In this section we present several demo examples for characteristic memory access patterns in order to lighten the learning and understanding of the processor and its cache memory architecture and organization.

1) Example 1: Cache Miss due to “Loosely” Data: This example demonstrates the continuous cache misses for the loosely data. Table I presents the example of cache parameters. The trace file forces the access of the elements with 8B offset since we want to force a cache miss for each memory read (each read accesses the element of different cache line). Total 50 reads are realized and the results of the simulation are presented in Table II.

2) Example 2: Each Second Access is Cache Hit due to Data Locality: This example accesses pairs of elements such that each pair is placed in the unique cache line. The cache parameters are presented in Table III. Total 10 reads are realized. The results of the simulation are presented in Table IV. That is, we forced 5 pairs of miss and hit in L1 cache.

3) Example 3: Always Cache Hit due to Data Locality: This example demonstrates how the set associative cache memory generates cache hits for “tightly” data (data locality) of a single cache line. The cache parameters are the same

<table>
<thead>
<tr>
<th>Parameter</th>
<th>L1</th>
<th>L2</th>
<th>L3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>32B</td>
<td>64B</td>
<td>128B</td>
</tr>
<tr>
<td>Associativity</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Replacement</td>
<td>FIFO</td>
<td>FIFO</td>
<td>FIFO</td>
</tr>
<tr>
<td>Cache line</td>
<td>8B</td>
<td>8B</td>
<td>8B</td>
</tr>
</tbody>
</table>

TABLE I: Example 1 that generates cache misses

<table>
<thead>
<tr>
<th>Parameter</th>
<th>L1</th>
<th>L2</th>
<th>L3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total reads</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>Cache hits</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Cache misses</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
</tbody>
</table>

TABLE II: Results of the simulation of the Example 1
TABLE III: Example 2 that generates cache hits for the second access

<table>
<thead>
<tr>
<th>Parameter</th>
<th>L1</th>
<th>L2</th>
<th>L3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>128B</td>
<td>192B</td>
<td>256B</td>
</tr>
<tr>
<td>Associativity</td>
<td>4</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Replacement</td>
<td>LRU</td>
<td>LRU</td>
<td>LRU</td>
</tr>
<tr>
<td>Cache line</td>
<td>32B</td>
<td>32B</td>
<td>32B</td>
</tr>
</tbody>
</table>

TABLE IV: Results of the simulation of the Example 2

<table>
<thead>
<tr>
<th>Parameter</th>
<th>L1</th>
<th>L2</th>
<th>L3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total reads</td>
<td>10</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Cache hits</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Cache misses</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

as the Example 2 presented in Table III. Since we want to generate a cache hit for each memory access, all addresses in the memory trace are in the range of a single cache line. Total 42 reads are realized. The results of the simulation are presented in Table V. That is, 1 cache miss is generated by the first access, and 41 cache hits by all others.

Figure 4 depicts a hit occurring on L1 cache always in the same cache line, as the rightmost pane shows the other cache lines are empty because all the required elements have been loaded into a single cache line Line #3.

4) Example 4: Cache Associativity Problem: This example demonstrates how the set associative cache memory can generate continuous cache misses if the data access are always in the same cache set, i.e., cache associativity problem [7]. The cache parameters are presented in Table VI. Total of 15 reads are realized, but only 3 different addresses are accessed. The results of the simulation are presented in Table VII.

This example results in constant L1 cache misses because of constant eviction of cache lines in the same set. Because we want to generate a cache miss by looking up the same cache set (in our case CacheSet#0) for each memory read, all addresses in the memory trace must satisfy Block_address = X · Number_of_cache_sets.

For our configuration, the cache line is 4 bytes, which yields that if the address in main memory is $N$ bytes long, the block address will be the first $N - 2$ bits [6].

Figure 5 depicts a step in the simulation of this exercise. Reading the element stored in address 0 generates a cache miss on the Level 1 cache, because the previous read replaced it from the cache set.
TABLE VII: Results of the simulation of the Example 4

<table>
<thead>
<tr>
<th>Parameter</th>
<th>L1</th>
<th>L2</th>
<th>L3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total reads</td>
<td>15</td>
<td>15</td>
<td>3</td>
</tr>
<tr>
<td>Cache hits</td>
<td>0</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td>Cache misses</td>
<td>15</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

Reading the element will generate cache hit in the Level 2. The rightmost panel shows the loaded addresses in CacheLine#0 in CacheSet#0.

VI. CONCLUSION AND FUTURE WORK

EDUCache visual simulator offers the students a tool to design their own CPU core with multi level cache memories. It simulates cache misses and hits in particular cache set and memory location for sequential and parallel execution of an algorithm. The students can interactively learn about the cache hierarchy, architecture and organization of private cache level per core or shared cache level among all or a group of cores, the cache capacity and associativity problem, cache line, cache replacement policy, data locality etc.

This paper presents several hands-on laboratory exercises to support the students for the Computer Architecture and Organization course, i.e., using the EDUCache simulator they will better understand the architecture and organization of the modern processor and its cache memory. Several predefined examples are also presented to lighten the learning process and increase the students’ willingness for the Computer Architecture and Organization course. This will help the students to develop their algorithms to achieve maximum performance using the same hardware resources.

We will introduce the EDUCache simulator and the hands-on exercises to this semester in courses Computer Architecture and Organization and Parallel and Distributed Processing, and survey the students about the impact to their willingness for learning the processor and its cache memory. Additional analysis will be realized after finishing the course this year to determine the results of the exams for the topics that cover the EDUCache simulator and the proposed hands-on exercises and examples.
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Abstract—This article regards analysing the literature of processing competence in education, as well as competence management systems (CMS) and their role in developing competencies for students of higher education cycle. The Bologna Process and its results are described later in the text, explaining the need for National Qualification Frameworks and the benefits that they can produce when implemented correctly. We focus on creating the basis for competence management system for Polish National Qualification Framework in Computer Science area, how it should work and how it should be implemented.

I. INTRODUCTION

Technological market for jobs related with IT is constantly changing. The reasons for this are constant changes in technology and innovative products that affect the workings of certain services and sites. This results in constant changes in competences required by the IT market [23]. New competencies show up, they have new names and contents. Competencies that are already in existence, change their contents due to technological advancement.

The proposed system got two main roles: to be the Personal Competence Manager (PCM) for each student and to be the Organisational Competence Manager (OCM) for the given faculty. The system is based on competence development lifecycle [18] which includes elements like: creation of a reference competence description, the assessment of existing competences at individual or/and group level, the gap analysis, the definition of competence development programmes, continuous performance monitoring and assessment. Based on the PCM, users can choose their own competence development plans and follow them to built the desired competences. [20]. Based on OCM, the faculty can implement the following scenarios:

1. Knowledge analysis of a student that is trying to begin his second education cycle.
2. Market analysis to estimate how much student’s competencies differ from those required by the market.
3. Reporting the level of students’ summary competences, for example for accreditation committee.
4. Substantive evaluation of a given curriculum.

The definition of competence can be found in many scientific works [4], [8], [16]. Let us focus on those related with accepted standards. ISO 9000:2005 defines competence as the “demonstrated ability to apply knowledge and skills”. ISO 19011 defines competence as “demonstrated personal attributes and demonstrated ability to apply knowledge and skills”. ISO/IEC 17021:2011 defines competence as “ability to apply knowledge and skills to achieve intended results”. IEEE Standard 1484.20.1-2007 [12] describes competency as ”any aspect of competence, such as knowledge, skill, attitude, ability, or learning objective”. In addition, there is a running discussion about difference between competence and competency term [8]. The IEEE Standard 1484.20.1-2007 interpreted the competency in the broadest sense to include learning objectives (those things that are sought) as well as competencies (those things that are achieved).

The discussed competence management system (CMS) is being prepared for faculties related with computer science. Main goal of this system is to help to map the competences of a learner - which will be stored in some kind of a learner profile -with the competences that result from the competence development program[13]. In every higher education curriculum there are many types of different competencies [22]. While designing the concept of our Competence Management System we focused on key competences which we interpreted as Core Qualifications.

IT market is assessed for competencies in many research projects. The [15] is a good example of this practice where the standardisation of ICT job profiles was done and ICT job profiles model was defined. It is based on ontologies principle to describe “Knowledge Objects”, “Skills”, “Competences” and relations between them.

II. PROBLEM STATEMENT

Analysing main characteristics of a typical curriculum gives us the following mechanisms that develop competencies. Each curriculum consists of courses (subjects) realized in every next semester. On figure 1., an exemplary implementation of a given curriculum is shown, each circle represents a course. Some of them are extended for periods longer than 1 semester (for example 1.1, 2.1 and 2.3, 3.3, 4.3). In the course of studies, elective subjects start to appear from which student got to choose one (for example 4.6, 4.7, 4.8). Another matter are internships that student got to do (4.5). The curriculum ends with an implementation of specialisation courses (5.2-5.6, 6.2, 6.3), which affect the...
overall profile of the student. It must be mentioned that the completion of each course means passing the course with a positive grade. Analysing the above educational path we can distinguish the following mechanisms that develop competencies:

- Competency is developed after completing the given course (e.g. after completing 1.2 or 3.2).
- Competency is developed after completing a certain set of related courses (e.g. 2.3, 3.3, 4.3) which can represent one bigger course divided into many stages (semesters).
- Competency is developed after finishing the internship (4.5).
- Competency is developed after completing a certain group of courses related to a certain technological or scientific aspect (3.1, 3.2, 4.1).
- Competency is developed after completing a specialisation (5.2-5.6, 6.2, 6.3).
- Competency is developed after completing the whole curriculum.

III. COMPETENCE MODELING IN IT EDUCATION

For every learning system Bloom's taxonomy is the basis for competencies description. In case of engineering sciences it can be expanded to two dimensions represented by cognitive and knowledge dimensions (Table I). Basic skills and features must be adjusted to the realities of IT's technical field. It seems that expanding skills' base with competencies related with mathematics and system analysis is a must. Typical mathematic-based competencies are[19]: thinking and reasoning, communication, argumentation, representation, modeling, problem posing and solving, symbolic and technical language.

Basing on literature we can define the target set of computer science student's competencies as a total set of knowledge, technology, skills and attitudes which function as action characteristics of an organizational member who can do his or her tasks outstandingly and efficiently in the computing environment [24]. Generally speaking student's computing competency consists of four components [24]:

- The computing mindset (driven from self-concepts and traits).
- The knowledge of computing technology (based on knowledge).
- The capability of computing application (determined from cognitive and behaviour skills).
- The potential of computing capability (driven from personal motives).

Each student upon completion of a given curriculum should possess a set of Core Competencies which are the basis for typical problem solving in the field of IT. The core competence in the literature on education defines a set of learning outcomes (skills or competencies) which each individual should acquire during or demonstrate at the end of a period of learning. It is one of a number of associated con-

<table>
<thead>
<tr>
<th>Table I</th>
<th>BLOOM TAXONOMY (based on [11])</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cognitive dimension</strong></td>
<td><strong>Knowledge dimension</strong></td>
</tr>
<tr>
<td><strong>Remember</strong></td>
<td>Exhibit the memory of previous-learned materials by recognizing or recalling facts, terms, basic concepts and answers.</td>
</tr>
<tr>
<td><strong>Understand</strong></td>
<td>Understanding of facts and ideas by interpreting, exemplifying, classifying, summarizing, inferring, comparing, and explaining main ideas.</td>
</tr>
<tr>
<td><strong>Apply</strong></td>
<td>Using the available knowledge to execute and implement solutions in different ways.</td>
</tr>
<tr>
<td><strong>Analyze</strong></td>
<td>Differentiating, organizing, and attributing knowledge by manipulating information using certain criteria.</td>
</tr>
<tr>
<td><strong>Evaluate</strong></td>
<td>Checking and Judgments about information, validity of proposed ideas, or quality of work by certain criteria.</td>
</tr>
<tr>
<td><strong>Create</strong></td>
<td>Generating, planning, and producing information or knowledge together and proposing new solutions.</td>
</tr>
</tbody>
</table>
cepts, including core skills, core competency, generic skills and key qualifications [10]. According to [21] the core competence applied to education as a whole could be defined as facilitating the empowerment of people, through learning how to acquire information (data), turn it into knowledge and apply that knowledge to solve problems. The example of core competence for network building can be found in [9].

IV. NATIONAL QUALIFICATIONS FRAMEWORK: AN OVERVIEW

A. Bologna Process and Lifelong Learning

Proposed in 1999 by Education Ministers from 29 European Countries, Bologna Process was started to create the European Higher Education Area (EHEA) [16]. After a series of ministerial meetings (Prague 2001, Berlin 2003, Bergen 2003, London 2007, Leuven 2009) and by the year 2013 there are now 47 participating countries in the Bologna Process. The main purpose of it was to create the Qualifications Framework of the EHEA which were greatly influenced by the UK's National Qualifications Framework (NQF) [2] and its later version, the Qualifications and Credit Framework (QCF) [7]. During this process the European Qualifications Framework which acts as a medium to translate national qualifications across European countries, was created. This way, workers and students in European Union gain more mobility between countries allowing them to study or work abroad without the difficulties of complicated analysis of their current competencies, knowledge and skills. Many other countries took prime example of UK and also implemented 8-level NQFs into their education systems. Those national qualifications can be easily translated to EQF and people who moved from one European country to another would not have to repeat what they already learned. The Bologna Process moved on to create the "Bologna qualifications framework".

Another accomplishment of the Bologna Process was creating the idea of Lifelong Learning. Pursuing knowledge for either personal or professional reasons for the individual's entire life rather than only learning "in the classroom". Lifelong Learning focuses on teaching outside schools and universities, using methods like home schooling, education for adults (for individuals that want to develop themselves), continued education (usually extended courses offered by higher education institutions), working with knowledge (using obtained knowledge in professional work) and personal learning (individuals learning using for example online sources of distance education).

B. How NQF works

EQF just like British NQF/QCF is divided into 8 levels, each of them describing what the learner knows, understand and is able to do (where 8th level is the most advanced and 1st level is the most basic). We can already see the similarity to British NQF/QCF which also had 8 levels and the last one was the most advanced [European Communities 2008]. The Bologna qualifications framework states that there are 3 cycles/levels of qualifications framework:

- Cycle 1 - usually correlated to qualifications of bachelor's degree
- Cycle 2 - usually correlated to qualifications of master's degree
- Cycle 3 - usually correlated to qualifications of doctoral degree

Those levels correspond naturally with NQF and thus EQF last 3 levels (6th, 7th and 8th) as they describe the same levels of education cycle. In Bergen 2005 all higher education ministers agreed on EQF levels 6-8 descriptors (as in Table II) to be also the descriptors for the three education cycles of qualification frameworks within European Higher Education Area.

Not every NQF easily translates to EQF on a 1:1 level. Different countries have adopted NQF system adjusted to their needs and modified it greatly. Figure 3. is an example of NQF of France and England compared to EQF.

For example, the last three levels of EQF directly correspond with English and French NQFs but fifth level is different for both countries. This situation is similar with other countries' NQFs. That is one of the reasons Bologna Process focused on the last free cycles of education: bachelor's, master's and doctoral degree (the names for each degree can differ in various countries).

Introduction to European Credit Transfer and Accumulation System (ECTS) was necessary to make the 'translations' between different countries possible. Thus, each cycle referred to certain amount of ECTS credits/points:

- Level 1 - typically 180-240 ECTS credits
- Level 2 - typically 90-120 ECTS credits
- Level 3 - no ECTS

Usually 60 ECTS credits corresponds with 1 academic year which is equivalent to around 1500-1800 hours of study (during classes).
### C. Learning outcomes

Obtaining given knowledge, skill and competency means that student has reached the 'learning outcomes' planned to achieve after completing his education [1]. Whether we refer to only one lesson, learning module or the whole education cycle it does not matter, learning outcomes can correspond to all of these.

Learning outcomes can be divided into three groups: generic (outcomes that are general for a certain cycle of education, e.g. for outcomes for each bachelor's degree studies), field (outcomes that are specific for a certain type of studies, e.g. technical university), specific (outcomes that are specific for a certain learning module curriculum, major etc.). The general learning outcomes defined by NQF Work Group are also defined and incorporated into the first group. They can be defined by both Ministry of Education and the university as well, though they are distinguished which are which.

### V. Competence (qualification) management system

Student while completing the courses on studies achieve learning outcomes defined for the course, thus achieving learning outcomes for his/her major, and those learning outcomes correspond with learning outcomes by the Ministry of Higher Education. Achieving learning outcomes for a specific course means that the student posses a set of knowledge, skills and competencies. Each of those three can corre-
spond to a different learning outcome. The problem lies in finding an easy method to name and manage the key competencies we want to use in our management system, it is also essential for processing those sets in the system. That is when Core Qualifications (to correspond with the NQF name) term come in. Core Qualifications are combinations of knowledge, skills and competence, all of them contributing in the European Qualifications Framework. Using the same set of learning outcomes (knowledge, skill competence) as in the EQF makes it possible to easily process and compare Polish NQF with EQF but to make it even more adaptable Core Qualification (QF) must be implemented. In the future this system will be able compute the CQs of students from different Universities based exactly on learning outcomes and this knowledge, skill, competence sets.

The proposed system is using the Competence Object Library (COL) [17] for competence modelling. The COL based on the TENCompetence Domain Model (TCDM) for competence structure modelling and the competence set theory for fuzzy competence set expansion cost analysis [14]. The COL on one hand enables to model different kind of competence content, on the other hand the system can perform quantitative analysis of competence. The COL defines following classes [17]:

- Competency: any form of knowledge, skill, attitude, ability or learning objective that can be described in a context of learning, education, training or any specific business context.
- Competence: effective performance of a person within a context at a specific level of proficiency.
- Context: circumstances and conditions surrounding actions performed by a person.
- Category: indicates the relative level in a taxonomic hierarchy.
- Proficiency Level: indicates the level at which the activity of a person is considered.
- Relation: arbitrary association of competencies within a context and at specific proficiency level.
- Element of Competence: entity derived from competence that can form a set.
- Competence Set: collection of elements of competence. The system has to support the function CompetenceSet.CompareSet() with quantity outcome.
- Competence Profile: collection of competence sets. There is a related function Competence-Profile.CompareProfile() for different profiles comparison.
- Required Competence Profile: requirements in terms of competence to be fulfilled by a person.
- Acquired Competence Profile: description of competencies possessed by a person.
- Learning outcomes: activity, job, skill, attitude, ability or learning objective for which competence requirements can be specified.
- Person (Student): competent actor performing activities.

VI. CONCLUSION

In this article, we focused on showing the complexity of the issue of competence management in university. The main area of study was computer science, because it is possible to use multiple reference models showing areas of expertise in the field (e.g. 2012 ACM Computing Classification System). Such knowledge-base enables in the future to decide on the level of student’s competence and knowledge using the automatic ontology processing methods.
The Bologna Process is a social and organizational program that includes a set of activities. Among them the qualification framework is one of the most important. The competence management system increasing the possibility of changing qualifications of the student depending on the market requirements.
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Abstract—Intrusion detection systems have been around for quite some time, to protect systems from inside and outside threats. Researchers and scientists are concerned on how to enhance the intrusion detection performance, to be able to deal with real-time attacks and detect them fast from quick response. One way to improve performance is to use minimal number of features to define a model in a way that it can be used to accurately discriminate normal from anomalous behaviour. Many feature selection techniques are out there to reduce feature sets or extract new features out of them. In this paper, we propose an anomaly detectors generation approach using genetic algorithm in conjunction with several features selection techniques, including principle components analysis, sequential floating, and correlation-based feature selection. A Genetic algorithm was applied with deterministic crowding niching technique, to generate a set of detectors from a single run. The results show that sequential-floating techniques with the genetic algorithm have the best results, compared to others tested, especially the sequential floating forward selection with detection accuracy 92.86% on the train set and 85.38% on the test set.

Index Terms—Anomaly detectors generation, genetic algorithms, feature selection

I. INTRODUCTION

With the expanding and increasing use of networks, and accumulating number of internet users, network throughput has become massive and threats are more diverse and sophisticated. Network and information security are of high importance, and research and development is necessary in these fields to secure and keep up with the development of attacks. Intrusion Detection is a major research area that aims to identify suspicious activities in a monitored system, from authorized and unauthorized users. An Intrusion Detection System (IDS) could be host-based or network-based. In Network IDSs (NIDS), network administrators are not able to keep up with the increase in network attacks number and complexity, for both known and unknown attacks. So, there is an urgent and pressing need for replacing them by automated systems for constant monitoring and quick responses [1]. Machine Learning techniques are used to create rules for an IDS by enhancing the domain knowledge. They improve performance by helping to automate the knowledge acquisition process by using training data to find and exploit regularities. They learn how to estimate knowledge from the training data sets. Because one of the biggest challenges of IDS is the massive amount of data collected from the system, learning algorithms are used to discover models that are appropriate to classify normal and anomalous behaviors [2][3].

Different machine learning (ML) techniques are used in the development of anomaly intrusion detection. They could be pattern classifiers, single classifiers, hybrid classifiers, or ensemble classifiers. Such techniques include Support Vector Machine (SVM), Artificial Neural Networks (ANN), Self-Organizing Maps (SOM), Decision Trees (DT), Genetic Algorithms (GA), and many others. In this paper, a genetic algorithm is used to generate detectors for an anomaly intrusion detection system. Some feature selection techniques are applied for feature reduction, before applying the GA.

The paper is organized as follows: Section II gives a background for different components of the system. Section III introduces the proposed anomaly detectors generation algorithm. Section IV describes the experiment steps and the involved data sets. Section V shows the experiment result. Conclusions and future work are discussed in Section VI.

II. BACKGROUND

A. Anomaly Intrusion Detection

Intrusion Detection Systems can be classified - based on methodology - into misuse-based and anomaly-based. Misuse-based IDS builds a database of attacks signatures and use them to detect anomalies. It’s accurate and definitive concerning detecting unknown that do not match the stored patterns. This is where the anomaly-based IDS acts better. Anomaly IDS builds a model that represents the normal behaviour of a system and assume that deviations from such model are attacks or suspicious activity. So, it detect unknown attacks but it may have a high false alarm rate, based on its adjustments. A model in anomaly IDS can be statistical, knowledge-based, or machine learning. A learning technique could be embedded too, to update and adjust the normal model from time to time.
to represent the actual system behaviour that may change from
time to time [4][5].

B. Feature Selection

For each problem with some sample, there is a maximum
number of features where performance degrades instead of
improves – which is called the curse of dimensionality. An
accurate mapping of lower-dimensional space of features is
needed so no information is lost by discarding important and
basic features. Two issues one should pay attention to while
doing this: (1) How dimensionality can affect classification
accuracy and (2) How dimensionality affects a classifier com-
plexity. A feature is good when it is relevant but not redundant
to the other relevant features. There are two techniques to
follow for this: feature extraction and feature selection. Feature
extraction algorithms tend to create a new subset of features by
combining existing features. Feature selection (FS) algorithms
tend to limit the features to only those which would improve
a task performance. The FS [6][7][8] is an essential machine
learning technique that is important and efficient in building
classification systems. When used to reduce features, it results
in lower computation costs and better classification perfor-
mance. Feature selection algorithms are composed of three
components: search algorithm, evaluation function, and perfor-
mance function. The search algorithm could be: exponential –
which is expensive to use as they have exponential complexity
in number of features, sequential where it adds and subtracts
features, so they have polynomial complexity; or randomized –
where it requires biases to yield small subsets, and they usually
achieve high accuracies. An objective function is a function
to evaluate the candidate features for feature selection.

Based on evaluation criteria, FS techniques can be divided
into filter methods and wrapper methods. Filters evaluate
feature subsets by their information content, using distance
measures, correlation measures...etc. Wrappers use a classifier
for features subset evaluation by their predictive accuracy.
Filter techniques discard feature upon their evaluation based
on data general characteristics or using some kind of statistical
analysis, without any learning mechanism involved. Wrap-
per techniques use a learning algorithm to find the features
subset with the best performance. They are more expensive
computation-based, and slower due to the repeating process,
but they give more accurate results than filter techniques. This
might be a drawback for high-dimensional data but it could
be defeated by using a fast learning algorithm.

1) Correlation-based Feature Selection: Correlation Fea-
ture Selection (CFS) is a heuristic approach that evaluates
the worthiness of a features subset. So, based on correlation
concept, a feature is considered good if it is highly correlated
to the class but not to the other features [9]. So, a suitable
measure of correlation between features needs to be defined in
which it represents the important and highly effective features.
A function that evaluates the best individual feature is:

\[ M = \frac{k \cdot r_{fc}}{\sqrt{k+k \cdot (k-1) \cdot r_{ff}}} \]  

(1)

Where: \( M \) is the heuristic merit of a features subset \( S \) con-
taining \( K \) features, \( r_{fc} \) is the average feature-class correlation, and \( r_{ff} \) is the average feature-feature inter-correlation.

The numerator indicates how predictive a group of features
are; and the denominator indicates how much redundancy there
is among those features.

2) Sequential Floating Selection: Sequential-floating selec-
tion is a flexible extension of sequential forward and backward
selection (SFS and SBS respectively), with backtracking cap-
pabilities [10][11]. Sequential selection methods find optimal
group of features by applying step-optimal method where in
each step the best/worst feature is always added/discharded.
No additional steps are taken to evaluate the selected features
in each iteration to refine the subset. An improvement to
the methodology is to apply the plus l-take away r method,
where additional forward/backward steps are applied after each
iteration to correct the selection decision in order to find the
optimal final subset of features. If \( l > r \) then is Sequential-
forward floating selection, if \( l < r \) then it is sequential-
floating backward selection [12]. Sequential-Floating Forward
Selection (SFFS) basically starts with an empty set, then at
each iteration it adds sequentially the next best feature. Then,
it tests if it maximizes the objective function when combined
with the features already selected – and this is how SFS works.
In addition to that, after each forward step, SFFS performs a
backward step that discards the worst feature of the subset after
a new feature is added. The backward steps are performed as
long as the objective function is increasing.

In a similar manner but in an opposite direction, Sequential-
Floating Backward Selection (SFBS) starts with the full set
of features, then it sequentially removes the feature that least
reduces the objective function value. This is how the SBS
works. So, SFBS performs forward steps after each backward
step, as long as the objective function increases.

3) Principle Components Analysis: Principal Components
Analysis (PCA) is a way to find and highlight similarities and
differences between data by identifying the existing patterns
[13][14]. PCA is based in the idea that most information about
classes are within the directions with the largest variations. It
works in terms of standardized linear projection that maxi-
mizes the variance in the projected space. It is a powerful
tool in the case of high-dimensional data. It calculates the
eigen vectors of the covariance matrix to find the independent
axes of the data. The main problem with PCA is that it does
not take into consideration the class label of the feature vector,
hence it does not consider class separability.

4) Information Gain: Information Gain (IG) help us to
determine which feature is most useful for classification, using
its entropy value. Entropy indicates the information content of
a feature or how much information it is giving us. The higher
the entropy, the more the information content. IG value is
calculated as:

\[ IG(T, a) = H(T) - H(T\mid a) \]  

(2)

where \( H \) is the information entropy, \( T \) is a training example,
and \( a \) is a variable value. This equation calculates the IG
that a training example $T$ obtains from an observation that a random variable $A$ takes some value $a$. IG in machine learning is used to define a sequence of attributes to investigate, which leads to the building of a decision tree. A decision tree can be constructed top-down using the IG by first beginning at the root node, and use the attribute with the highest IG as an ancestor node. Then child nodes are added for each possible value of that attribute. All examples are attached to suitable child nodes where the examples values are identical to the node’s attached value. If the all examples attached to a child node can be labelled with a unique class label, then this node is marked as a leaf and that classification is added to the node. These steps are repeated until all classifications are added to the child nodes [15][16][17].

5) Rough Sets: Rough Set Theory (RST) [18][19] can be used to discover dependencies in data for features reduction, using the data alone without additional information required. RST results in the most informative feature set, which would be the most predictive of the class label. The concepts are used to define necessity of features, which is calculated by functions of lower and upper approximations. The measures of necessity are employed as heuristics to guide the feature selection process. An information table is defined for the objects and the attributes as a tuple:

$$T = (U,A)$$

where $U$ is a finite non-empty set of the primitive objects, and $A$ is a finite non-empty set of the attributes. Each feature is associated with a set of its values $V$. The attribute set would be divided into 2 subsets $C$ and $D$, which are the condition and decision subsets, respectively. If $P$ is a subset of $A$, the in-discernibility relation is defined as:

$$IND(P) = \{ (x,y) \in UxU : \forall a \in P, a(x) = a(y) \}$$

where $a(x)$ is a feature value $a$ of object $x$. $x$ and $y$ are said to be in-discernible with respect to $P$, if $(x,y) \in IND(P)$

C. Genetic Algorithms

As mentioned before, ML techniques are used to create rules for the intrusion detection systems, and genetic algorithms is a common algorithm that is used for such purpose. Genetic Algorithms (GA) are search algorithms inspired by evolution and natural selection, and they can be used to solve different and diverse types of problems. The algorithm starts with a group of individuals (chromosomes) called a population. Each chromosome is composed of a sequence of genes that would be bits, characters, or numbers. Reproduction is achieved using crossover (2 parents are used to produce 1 or children) and mutation (alteration of a gene or more). Each chromosome is evaluated using a fitness function, which defines which chromosomes are highly-fitted in the environment. The process is iterated for multiple times for a number of generations until optimal solution is reached. The reached solution could be a single individual or a group of individuals obtained by repeating the GA process for many runs [20][21].

D. Negative Selection Approach

Negative Selection Approach (NSA) as an artificial immune system (AIS) technique that is based on the self/non-self discrimination. It first builds a database of normal profiles, and then trains the detectors on that profile to be able to detect anomalous behaviour (that is not normal), when they are later released in the system. The detectors do this discrimination process by being able to recognize normal patterns, then any pattern that is not recognized as normal is considered anomalous. For its similarity to the anomaly detection concept, NSA has been widely applied in different anomaly intrusion detection and fault detection systems in different areas. NSA is very common and easy to implement, and it gives very good results specially when it is combined with classification techniques. Detectors generated and used are simply rules, that define low and high limits, or specific values, of the features used for the intrusion detection [22][23].

III. THE PROPOSED ANOMALY DETECTORS GENERATION APPROACH

In this paper, a genetic algorithms is applied with deterministic crowding niching technique, to generate a set of detectors in a single run. The detectors are generated following the NSA concept – as mentioned before – using the self samples from the training set. The original algorithm was originally implemented in [24] using only real-valued features. Then it was applied in [25] using a predefined set of features of different data types. Equal-width binning is applied on the features values as a preprocessing step to first create homogeneity between features, and second to discretize the values so that there would be no extreme values in the experiment. The number of bins for each feature was defined using the following formula.

$$k = \max(1, 2 \times \log l)$$

where $l$ is the number of observed values. Then each value is replaced with the enclosing bin (the bin that includes this value). Algorithm 1 shows the detailed steps of the detectors generation approach.

A set $S$ of normal connections (self particles) is defined in the beginning, to start generating the detectors that will be able to match normal connections in the future. The self space $S$ is filled with randomly selected individuals from the normal connections in the training set. An individual is composed of a set of values representing the selected features for the IDS. Going through the GA process, crossover and mutation are applied where crossover provides exploitation and mutation provides exploration. The final result is a set of detectors (individuals) with features values that most represent normal connections.

The fitness of an individual is measured by calculating the matching percentage between an individual and the normal samples, as follows:

$$fitness(x) = \frac{a}{A}$$
Algorithm 1 GADG

1: Fill $S$ Space with normal individuals from training set.
2: Run equal-width binning algorithm on continuous features.
3: Initialize population by selecting random individuals from the space $S$.
4: for The specified number of generations do
5: for The size of the population do
6: Select two individuals (with uniform probability) as parent$_1$ and parent$_2$.
7: Apply crossover to produce a new individual (child).
8: Calculate the distance between child and parent$_1$ as $d_1$, and the distance between child and parent$_2$ as $d_2$.
9: Calculate the fitness of child, parent$_1$, and parent$_2$ as $f$, $f_1$, and $f_2$ respectively.
10: if ($d_1 < d_2$) and ($f > f_1$) then
11: replace parent$_1$ with child
12: else
13: if ($d_2 <= d_1$) and ($f > f_2$) then
14: Replace parent$_2$ with child.
15: end if
16: end if
17: end for
18: end for
19: Extract the best (highly-fitted) individuals as your final solution.

where $a$ is the number of samples matching the individual by 100% , and $A$ is the total number of normal samples, where $a$ is the number of samples matching the individual, and $A$ is the total number of normal samples.

Both the Euclidean and Minkowski distance measures were tested in the GA – each in a separate trial – to calculate the distance between a child and a parent. The Euclidean distance is also used in the discrimination function to detect anomalies. The Euclidean distance between two individuals is calculated as follow:

$$d(X, Y) = \sqrt{(x_1 - y_1)^2 + (x_2 - y_2)^2 \ldots (x_n - y_n)^2}$$

(7)

The Minkowski distance, which uses the p-norm dimension as the power value, between two individuals is calculated as:

$$d(X, Y) = (\sum_{i=0}^{n}|x_i - y_i|^p)^{1/p}$$

(8)

IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. Data Set

The NSL-KDD [26] data set was used in the experiment, as it is more refined and less biased than the original KDD Cup’99 data set [27]. In addition to that, it contains much less number of records, so the whole training and test sets can be used in the experiments. Table I shows the distributions of normal and attacks records in the NSL-KDD data set.

B. Feature Selection

Each one of the feature selection – that were mentioned earlier – was applied to the NSL-KDD data set, and each came up with a set of feature, shown in table II. In addition to the FS techniques applied in this paper, other two sets of features selected in [3],[28] using Information Gain (IG) and Rough Set (RS) for degree of dependency respectively, were used.

TABLE II

<table>
<thead>
<tr>
<th>FS Technique</th>
<th>Selected features</th>
</tr>
</thead>
<tbody>
<tr>
<td>CFS</td>
<td>3, 4, 8, 12, 29, 33, 39</td>
</tr>
<tr>
<td>SFFS</td>
<td>2, 3, 6, 29, 34, 35, 36, 37, 38, 39, 40, 41</td>
</tr>
<tr>
<td>SFPS</td>
<td>1, 2, 3, 4, 6, 7, 10, 12, 17, 22, 25, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 40, 41</td>
</tr>
<tr>
<td>PCA</td>
<td>1, 2, 3, 4, 5, 6, 7, 8, 9, 11, 13, 14, 17, 18, 22, 27, 28, 29, 31, 32, 35, 37</td>
</tr>
<tr>
<td>IG</td>
<td>3, 6, 12, 15, 16, 17, 18, 19, 31, 32, 37</td>
</tr>
<tr>
<td>RS</td>
<td>3, 6, 12, 23, 25, 26, 29, 30, 33, 34, 35, 36, 37, 38, 39</td>
</tr>
</tbody>
</table>

The suggested approach was executed for each set of features, then the generated detectors were tested against the Train Set and the Test Set to investigate the detection accuracy and which set of features gave the best results. The values used for the algorithm parameters are shown in table III.

TABLE III

<table>
<thead>
<tr>
<th>Parameters Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
</tr>
<tr>
<td>Number of generations</td>
</tr>
<tr>
<td>Mutation rate</td>
</tr>
<tr>
<td>Crossover rate</td>
</tr>
<tr>
<td>$p$</td>
</tr>
</tbody>
</table>

A mutation rate is a measure of the likeness that random elements of your chromosome (individual) will be mutated, which is dependent on the number of features in our experiment. A crossover rate defines the percentage of chromosomes used in reproduction, in this case all selected chromosomes are used. The $p$ norm set for the Minkowski distance measurement is selected as a small value between 0.0 and 1.0 to detect similarity more than difference.

V. RESULTS AND DISCUSSION

The algorithm was applied twice for each features group, with the two previously mentioned distance measurements.
Then, the resulted groups of detectors were tested against the whole Train Set and the Test Set. The performance measurements used are accuracy, sensitivity, and specificity, and they are calculated as:

\[
\text{Accuracy} = \frac{TP + TN}{TP + FN + TN + FP}
\]

\[
\text{Sensitivity} = \frac{TP}{TP + FN}
\]

\[
\text{Specificity} = \frac{TN}{TN + FP}
\]

Where:
- \(TP\) is the True Positives, when an attack is detected successfully and raises an alarm.
- \(TN\) is the True Negatives, when a normal connection does not raise an alarm.
- \(FP\) is the False Positives, when a normal connection is wrongfully detected as an attack and raises an alarm (false alarm).
- \(FN\) is the False Negatives, when an attack is not detected and does not raise an alarm.

Accuracy mean how much accurate the system is to define anomalous and normal activities. Sensitivity expresses the ability of an IDS to correctly classify a connection as an attack. Specificity expresses the ability of an IDS to correctly classify a connection as normal. The average and maximum rates are shown in figures 10, 11, and 12 respectively.

We can realize from the charts that CFS, SFFS, and PCA give the best results in general – figure 10. They give close results for the train set, but SFFS has the best results for the test set. Looking into the details, the SFFS selected features result in the best sensitivity rates (figure 11), which means the detectors can successfully detect anomalies in higher rates (91.87% and 92.15% for the train set, 89.7% and 90.21% for the test set). Although SFFS gives lower specificity rates (figure 12) than other algorithms, but as an overall no other algorithm resulted in such high true positive rates. We can realize too that although IG resulted in the highest specificity rates, it almost totally fails to classify anomalous activities in the data.

VI. Conclusion

In this paper, an anomaly-based, NSA inspired, network intrusion detection system was implemented, where GA was used to generate anomaly detectors for the system. In order to decide which features subset should be used, multiple feature selection approaches were used, and the results were compared to see which algorithm gave the best results. As shown above, although the SFFS gave the biggest features subset, it also gave the best accuracy and the best sensitivity rates - which is...
most obvious on the Test set which includes unknown attacks. Checking the features selected by each algorithm, one can realize that:

- Feature 3 — service — is very important in the detection process, it was not selected among the effective features using the IG technique and it shows poor performance in anomalies detection.
- Feature 1 — duration — is also very important, it was selected by the techniques that resulted in better accuracy and detection rates.
- Features that are concerned with the connection rates counts — 22, 29, 30, 31,...,41 — affects the performance too in a better way, they help improve detection accuracy.

In the future, a classification technique should be used to classify the detected anomalies and refine the results more.
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Abstract—The article concerns the process of developing biometric devices with a view to submit them for certification in compliance with ISO/IEC 15408 Common Criteria. The author points at the assurance paradigm which shows that the source of assurance is a rigorous process of the product development along with methodical and independent evaluation in an accredited laboratory. The state of the art of certified biometric devices was discussed. There was some focus put on the issue of insufficient support that the developers get in this respect. Basic processes related to the Common Criteria methodology were described (IT security development, IT product development, IT product evaluation). These processes were illustrated by the elements of security specifications of certified biometric devices. The author proposes that development patterns can be used to prepare evidence material, while specialized devices supporting development processes – to deal with basic difficulties encountered by the developers of biometric devices.

I. INTRODUCTION

TODAY’S IT applications, especially those used in the large businesses, banking, e-government and e-health sectors require dependable identification and authentication. One of the possible group of solutions used in these applications is provided by biometrics.

Biometric authentication concerns the automatic identification of humans by their intrinsic physiological characteristics (finger images, hand/facial geometry, vascular patterns, iris, retina, etc.) or behavioural characteristics (hand writing, keystroke dynamics, etc.).

Biometrics can be used for:

- identification of a person’s identity: the captured biometric sample is compared with enrolled templates contained in the database to find the matching one;
- verification of a person’s identity: the captured biometric sample of the person claiming the given identity is compared with the enrolled template associated with the claimed identity and stored in the database.

Both processes, identification and verification, should be supported by the enrolment process, responsible for capturing biometric samples and storing them in a secure way. Providing mechanisms to associate an identity with a person, biometric devices are often used when quick, secure and positive authentication is needed.

Biometric devices implement the best matching technologies for the given application domains. These devices encompass hardware and software parts. The implementation of these parts is important, as it is always critical for the entire security system in which these devices work.

IT users require trustworthy biometric devices because these devices usually secure their critical applications in high-risk environments. The Common Criteria (CC) [1] methodology can be used to develop trustworthy biometric devices.

The developers of biometric devices should be familiar with the Common Criteria methodology because they should be able to perform different CC-related security analyses and tests in order to prepare biometric IT products for evaluation, to elaborate evaluation evidences and to assist the evaluation process. Most of IT developers, not only biometric technology developers, have difficulties to successfully perform these tasks. For this reason some Common Criteria supporting documents and guidelines (e.g. [2]) have been elaborated and consulting services are offered. One of the Common Criteria-based methodologies supporting the IT security developers in their works will be presented in this paper. It was elaborated during the CC-MODE (Common Criteria compliant, Modular, Open IT Security Development Environment) R&D project [3], co-financed by the EU within the European Fund of Regional Development. The objective of this project was to elaborate a CC-compliant methodology and tools to develop and manage development environments of IT security-enhanced products and systems for the purposes of their future certification. The CC-MODE project resulted in the following products: knowledge, patterns (including documentation, procedures, evidences, specification means, etc.), methodology and tools which can be used by different organizations to create and manage IT development environments [4]–[5].

The contribution of this paper is to provide developers of biometric devices with the new patterns-based and software-supported assurance methodology to make this development process easier. The paper shows how the general purpose patterns and tools elaborated in the CC-MODE project can be adopted for biometric devices. The paper also discusses the state of the art of the certified biometric devices pointing out sources of knowledge useful for developers.

The paper presents a short primer for the CC methodology, a range of the CC-related support offered for biometric technology developers, a review of the development process of biometric devices in the CC-MODE development environment, and conclusions.
II. Common Criteria Methodology — A Primer

The ISO/IEC 15408 standard Common Criteria [1] assumes that the reliability of security measures depends on how much accuracy and rigour is put into the development, testing, verification, documenting etc. of IT products. The more rigorous is this process, the more precise are the used good engineering practices, the better is the organization of the development /production /maintenance environment — the more reliable, trustworthy is the IT product. In the nomenclature of the standard, the commonly understood reliability was replaced by a more precise term — assurance. The assurance can be measured by means of Evaluation Assurance Levels (EAL) in the range from EAL1 (minimal value) to EAL7 (maximal value). The applied degree of rigour affects the cost of the product development, manufacturing and maintenance, therefore when the EAL is declared, the developer has to compromise between the product costs and the assurance level. In practice, among already evaluated 1,200 IT products, the biggest number are those on levels EAL3 and EAL4 [6]. An IT product in the CC nomenclature is called TOE – Target of Evaluation.

The Common Criteria methodology comprises three basic processes:

- IT security development based on different types of security analyses; a special document is worked out, called Security Target (ST), which is a set of security requirements – functional requirements describing how security measures should work and assurance requirements describing how reliable the developed products are;
- TOE development, including its documentation; this documentation, being an extension to the above mentioned ST, is evidence material prepared for the sake of the third process – security evaluation;
- IT security evaluation, carried out in an independent, accredited laboratory [6].

The standard has a wide application range as it is difficult to find an IT product without any security measures of its functions. Rigorous regulations related to the product development, along with independent evaluation, are the source of assurance for such a product.

Biometric products are security-related products requiring assurance.

III. Common Criteria Support for the Biometric Devices Developers

The developers of biometric devices can use the BSI guide [2] which is about the preparation of evidence material. The guide has a general character (concerns any IT products) and does not give any patterns to prepare the material. Therefore the developers have to use consulting services in this respect. There are few software tools which support the development of evidence material. One of them was described in [7]. The tool allows to generate a Security Target pattern which is one of over a dozen documents needed in the whole process. Some valuable practical hints about the evidence preparation and the certification itself are available in [8].

The developers of biometric devices can get some assistance from the so called Protection Profiles. These are evaluated sets of requirements for a certain class of IT products. For biometric devices only two Protection Profiles have been developed so far.

The [9] profile presents a biometric verification system in terms of [1] and defines functional and assurance requirements for such a system. Two other biometric systems, i.e. enrollment- and identification systems, are not considered in this profile. The profile focuses on the stand-alone version of the biometric device. Moreover, it does not discuss the biometric modality and related hardware. For this reason, the [9] focuses only on a software solution. This PP has EAL2 claimed. Testing is not considered (thresholds). This profile is of basic significance for the developers of biometric devices. The second PP [10] provides fingerprint spoof detection.

Up until now only three biometric devices have successfully passed the certification process [6]. The Security Target [11] presents the functionality of the Palm Secure biometric verification system, based on the structure of the veins in the palm as a unique characteristic of a human body. The Security Target [12] specifies a system that provides fingerprint spoof detection as part of a biometric system for fingerprint recognition. The ST [13] (EAL2+) specifies a distributed (server-based) authentication system based on biometric data.

IV. Development Process of Biometric Devices in the CCMODE Development Environment

In order to obtain a certificate for an IT product, including a biometric product, it is necessary to carry out the three basic processes mentioned in section 2.

4.1 IT security development process

This process encompasses activities aiming at the elaboration of the TOE security functions (TSF) meeting security functional requirements (SFR), to be implemented at the claimed EAL during the next process — TOE development. The IT security development process includes (key parts):

1. Preparation of the ST introduction.
2. Conformance claims.

They specify conformance with the used CC standard version (e.g. v.3.1), with protection profiles (if applied) and with assurance packages expressing the EAL level.

The security problem can be expressed as the assets protection against threats (this method is recommended to apply
more reliable technical measures) or as OSP (Organizational Security Policy) rules to be fulfilled to avoid incidents (organizational measures are less appreciated than the technical ones). A good practice is to start with the identification of the TOE protected assets (they can be inside or outside the biometric TOE) and external entities interacting with the TOE (sometimes called subjects). The biometric TOE protects usually the users’ assets placed outside the TOE (e.g. on servers), called primary assets. To protect these assets, it is vital to protect the TOE internal assets, e.g.: biometric reference and life records, claimed identity, configuration data, etc., (sometimes called secondary assets). The external entities can be authorized or not, can be humans or processes. Usually, the main "actors" are: administrator, user, attacker. Specifying threats, OSPs or both, some assumptions for the operational environment concerning connectivity-, personal- or organizational aspects can be added. Examples of threats are: "Using the identity of another user, an attacker may perform a brute force attack to be positively verified by the TOE.", "An attacker modifies biometric references or other security-relevant system configuration data.”. An example of OSP is: “The TOE shall meet recognized national and/or international criteria for its security relevant error rates like: False Accept Rate (FAR) and False Rejection Rate (FRR).” More examples are included in [9]. The elementary items of the SPD (as well as SO, TSF) are specified by mnemonic names called generics.

4. Solution of this problem by setting the security objectives (SO) – for the TOE and its operational environment.

The security objectives are concise statements of the intended solution to the given SPD problem (i.e. threat, OSP, assumption solutions). The security problem can be solved partially by the TOE (specifying the TOE security objectives countering threats or enforcing OSPs) and partially by its environment (specifying the security objectives for the operational environment countering threats, enforcing OSPs or satisfying assumptions). The first case expresses the elementary TOE responsibility for security, e.g.: “The TOE shall ensure that all users can be held accountable for their security relevant actions.” [9]. The second one expresses the elementary TOE operational environment responsibility for security, e.g.: “The TOE operating equipment and adequate infrastructure shall be available (e.g.: operating system, database, LAN, public telephone, and guardian).” [9]. The developer should provide a rationale that security objectives really solve the problem and are necessary. Security objectives represent an elementary security measure.

5. Working out the security requirements.

The security functional requirements specification (SFRs) is elaborated on the basis of TOE security objectives, while the security assurance requirements specification (SARs) is derived mainly from the declared EAL (please note: EALs are predefined packages of SARs). The SFRs are expressed with the use of the functional components from Part 2 of the standard [1], while the SARs are expressed by the assurance components from Part 3. Both kinds of components are grouped in families and the families – in classes representing ordered security issues. The components can be considered the semiformal specification language of Common Criteria. The informally expressed TOE security objectives are translated to the SFR components and they will be implemented in the TOE security functions. For example, the “FAU_GEN.1 Audit data generation.” component presents requirements how the audit records should be created and what they should contain. The security objectives for the TOE operational environment are not translated to the components and will be expressed in technical and operational documentation of the biometric system. The set of SARs implied by the claimed EAL can be modified by adding extra components or replacing components existing in the EAL by more rigorous ones (this is expressed by EAL+). The SARs will determine the range and details of the TOE development and the TOE evaluation processes. The security requirements elaboration is finalized by their rationale. An example of SAR is “ADV_TDS.3 Basic modular design.” describing the TOE decomposition into subsystems and modules.

6. Preparation of the TOE summary specification (TSS).

The TSS contains the TOE security functions (TSF) derived from the SFRs, functions which should be implemented in the considered IT product or system during the next step – the TOE development process. The best practice is to group the SFRs around the specific security functionality and assign them to the defined TSF which implements this group. The TOE summary specification provides potential consumers of the TOE with a description how the TOE satisfies all the SFRs (presenting details concerning the SFRs implementation). Examples of TSFs expressed by generics (short mnemonics) [12] are: “TSF_FFD Detecting if a finger presented on the sensor is a fake or not.”, the “TSF_Audit Producing an audit record for every use of the security functions of the TOE.”.

The IT security development process provides a set of TOE security functions, which should be implemented, at the claimed EAL. This process can be facilitated by the use of the ST pattern elaborated in the CCMODE project.

Fig. 1 presents the CCMODE Tools – documents generator window with the security target pattern. On the left side the pattern structure is shown, while the right side presents some fields to be filled in by the IT product related data. Some fields are automatically filled in by data from the project knowledge base. On the bottom part some users functions and knowledge access points are available.

Using patterns the developer focuses on the TOE security issues only, not on composing the evidence documentation compliant with Common Criteria. During this work he/she is guided by the advanced help system.

4.2 TOE development process

The TOE development process encompasses the elaboration of the evidences documentation implied by SAR components of the claimed EAL (please note Table 1 placed on page 31 in the third part of the standard [1]).

The evidence material can have different forms:
documentation, for example: configuration management plan, manuals for the maintenance personnel or for the administrator, security policy of an institution that develops the product, configuration list, procedure of the system installation, delivery procedure, testing documentation, plan of penetration tests, and many other documents of that type which, with respect to their contents, always resulting from proper SAR requirements;

• documented results of independent research or observations conducted by the evaluators, e.g. a report concerning the analysis of the TOE vulnerability and TOE development environment, report from independent testing of the TOE, report from the inspection of the TOE development environment, or a ranking list of risk cases identified in the development environment;

• behaviour or activities of people who play certain roles in the TOE life cycle, for example the roles resulting from a certain procedure (accepting the product of system before it is delivered to the client, etc.); an example of such evidence can be a protocol, note or the so called records, i.e. traces of different operations (activity reports, logs – either electronic or not) recorded in the management system.

• security target or protection profile.

This process of the TOE development includes:

1. Preparation of the ADV (Development) assurance class evidences (architecture, interfaces, design, implementation).
2. Preparation of the ALC (Life cycle support) assurance class evidences (configuration management, product delivery, development process security, used tools).
3. Working out the test documentation (ATE class), including tests specification, their depth and coverage.
4. Working out the TOE guidance documents (AGD class), i.e. manuals and procedures.
5. Vulnerability analysis support (AVA class).

The result of this process are evaluation evidences for the given IT product and the EAL claimed for it.

4.3 IT security evaluation process

The IT security evaluation is performed by an independent security lab accredited according to the existing national evaluation scheme. The basic tool is the security evaluation methodology CEM [14]. The certificates are published in the Common Criteria portal [6].

IT security development and TOE development processes can be conducted in a traditional way – from the basics with the help of consultants, or they can be carried out on the basis of patterns and supporting tools. The developed evidence material prepared with the use of tools is more coherent – thanks to that there are fewer problems during the evaluation.

![Image of Security target pattern implemented in the CCMODE Tools](image-url)
V. Computer Aided Development of IT Products

IT developers, including biometric devices developers, are focused on their products, use technology-specific language and have difficulties to express the results of their work in the Common Criteria specific terms. This standard specifies a set of detailed requirements (SARs) and the developers have troubles how to produce evidences meeting these SARs. They expect assistance by experts or patterns of evidences. Thanks to these patterns they focus only on the product-related issues, not on composing the evidences. Within the CCMODE project such patterns were elaborated as Microsoft Word templates for all assurance components [3]–[4], [15]–[16]. Additional advantages were achieved thanks to the software support of the Common Criteria related processes. The CCMODE Tools for developers [5] was elaborated as a result of the CCMODE project. The Tools encompass:

- project manager module, responsible for initializa-
  tion of projects and their management in the
  life-cycle models,
- configuration management module, responsible for
  the configuration management according to the CC
  requirements on different EALs,
- Microsoft Word-based GENDOC module designed
  to work out evidences,
- Sparx System Enterprise Architect (EA)-based
  module for security analyses and the ST/PP elabo-
  ration,
- Subversion (SV)-based module responsible for ver-
  sioning the project artifacts (including evidences),
- Redmine-based module for TOE design bug track-
  ing and the ALC_FLR implementation,
- Testlink-based module for test development and
  management (ATE),
- project self-assessment module (CEM compatible),
- auditing module allowing to assess the confor-
  mance with different standards,
- knowledge base module for the project manage-
  ment,
- standard-related knowledge.

CCMODE Tools support traditional CC-related projects as well as the site certification concept [17].

VI. Conclusions

The paper presents general guidance for the biometric technology developers with respect to the Common Criteria standard requirements. This standard allows to develop biometric devices with the claimed measurable assurance. The assurance is based on the rigorous methodical development and independent evaluation by an accredited body. The paper provides biometric technology developers with concise information about three basic Common Criteria processes.

The paper draws the readers’ attention to certain barriers in the dissemination of certified products, including biometric products. The major barriers are the lack of knowledge and skills among the developers in the use of the Common Criteria standard, high costs of the products development, lack of supporting tools and patterns that would facilitate the use of the CC methodology. The barriers result in the fact that in some IT domains the number of certified products is low. This concerns biometric technologies too.

In the huge number of certified IT products (more than 1,200) only 3 are biometric devices and only 2 protection profiles of biometric products were elaborated and evaluated. The developers point at difficulties in the preparation of evidence material [8]. To help IT developers in this activity, a set of evidence patterns was elaborated and all CC-related development and evaluation processes were computer supported (CCMODE Tools). It is extremely important to have access to knowledge which enables to carry out projects. Therefore the set of tools is supported by an extensive knowledge base.

The CCMODE project focused on the computer support of the CC-related projects management, CC-related security analyses, and pattern-based development of the evaluation evidences. More information about using this tool is placed in [5], [18]. The developers of biometric products who are free from going deep into the nuances of the Common Criteria standard and do not have to prepare the structure and layout of their evidence material from the basics, would be certain to say that their work is easier.

Computer support of the security development process according to the Common Criteria standard is the value provided by the CCMODE project. This is particularly due to the following:

- central management of the project with respect to:
  roles, development tools (UML, SDK, calibration
  tools, personalization tools, CAE/CAD, etc.), life
cycle models,
- providing CCMODE Tools with the tools to
  manage the versions and configuration of the
  product, documentation, faults, tests, security
  measures of the development environment, and
  with the tools to conduct analyses, make security
  models, and carry out audits for compliance and
  security evaluation,
- providing the developers with proper-structure
  patterns supported by precise guidelines from the
  data base about what kind of information should be
  put in particular fields; these fields are partially
  filled in automatically with data from the project
  knowledge base.

These activities are undertaken to facilitate the developers’ work, lower the cost and shorten the time of new products development. This is particularly important in niche-market domains of the standard application, where there are not many products developed. Biometric technology is such a domain.

CCMODE Tools and the accompanying patterns were validated on the basis of several projects concerning software systems and intelligent sensors [4]–[5], [19]–[22]. The paper is an encouragement to take up validation in the field of biometrics. This work should start with the extension of the data base with a subset of generics describing assets, subjects, threats, OSPs, assumptions, security objectives, and
functions that would allow to make and analyze security models of biometric devices.
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Abstract—Many carpool and ride-sharing solutions have been proposed and even developed in the previous decades, but rarely have they been able to attain a global user base, at least not up until recently. That was mostly because many of them were not initially designed as scalable, leaving their users with a sub-par user experiences as their user base grew, and often their mobile or desktop client reach was not ubiquitous enough, leaving them available only to a small portion of mobile client devices and/or desktop browsers. This paper describes the design concepts, distribution and cloud computing strategies the authors feel any future global carpool and ride-sharing solution could follow, making it very scalable and ubiquitous enough to successfully reach and serve a global user base.

I. INTRODUCTION

The carpooling, thus also the ride-sharing industry, has only recently started becoming globally interesting. However, carpooling formally appeared in the US in the mid-1970s, after the 1973 oil crisis [1]. At that time the rising costs of using a personal vehicle for transportation of only one passenger made it prudent to drive more than one passenger, usually co-workers commuting daily to and from the same workplace, splitting transportation costs. However, the reduction of oil and gas costs in the 1980s and the breakdown of a typical 9AM to 5PM workday in the 1990s led to a spiral down trend in carpooling popularity. Federal government in the US tried to counter such a trend by giving incentives to carpooling drivers, growing the number of no-toll carpool lanes—the so called, High Occupancy Vehicle (HOV) lanes—across many highways. Those lanes were also allowing for relief from ever growing traffic jams and gridlocks, as the number of vehicles on the roads was ever increasing, which in 2000 exceeded 740 million globally [2] and was projected to be over 2 billion motorized vehicles by 2030 [3]. The sheer number of vehicles alone will create many well-documented problems for urban areas, such as increased traffic, increased pollution, parking congestion, and the need for expensive infrastructure maintenance. To reduce those and also personal transportation costs why not make a global real-time carpool and ride-sharing solution?

A. Problems

As said, the expenses, both environmental and fiscal, of single occupancy vehicles could be reduced by utilizing the empty seats in personal transportation vehicles. Carpooling and ride-sharing target those empty seats: taking additional vehicles off the road reducing traffic and pollution, whilst providing opportunities for social interaction. However, historically carpool scheduling often limited users to consistent schedules and fixed rider groups—carpooling to the same place at the same time with a set person or a group of people. To make that problem worse, the leading problem concerns, given in a 2009 survey about why people don’t carpool, were difficulty to organize carpools and inconvenience of organization [4]. We feel both of those can be addressed by employing some novel web technologies and modern day available data stores which hold social and location based individual user’s data. Besides having to solve the aforementioned problems for making a carpooling and ride-sharing solution that users will want to use, to make it usable on a global scale the ubiquity problem should also be addressed. By ubiquity we mean the problem of having to make it available across both various mobile and desktop platforms, current and future ones, so our proposed solution also utilizes few other rather novel web technologies.

This paper attempts to propose concepts, distribution and cloud strategies that we feel will bring best value for any future global carpool and ride-sharing solution. The rest of the paper is organized as follows: Section II overviews some related work. Section III gives overall design concepts and our objective. Section IV elaborates on our proof-of-concept prototype system implementation choices, with subsections focusing on several specifics. Section V discusses our future work, plans and intentions and finally Section VI concludes this paper.

II. RELATED WORK

As noted, this section deals with existing carpool related work. Subsection A reviews carpool and ride-sharing related solutions currently available and subsection B surveys some of the literature and papers on the subject.
A. Current carpool and ride-sharing solutions

Entering carpool and ride sharing search terms in some of the largest mobile app store and internet search engines returns a great deal of mobile apps and internet websites offering either classic or dynamic carpooling and ride-sharing. Classic carpool mobile app or website indicates that its users effectively schedule and advertise their plans for a trip well in advance, effectively via a searchable electronic bulletin board, seeking other users travelling in the same direction at the same time either in part or fully. Although some of those apps and websites, such as carpooling.com [6] and its mobile client apps have their uses and large user bases, the static routing problems they help solve makes those uses fairly limited.

The inconvenience of having to search though large carpools or even smaller but fixed choice driver groups, hoping to amongst them find a pre-scheduled and advertised trip adequately consistent with one owns schedule, makes such apps or websites non-practical for relatively short and near-immediate on-the-go carpool and ride sharing trip plans. It is for that reason that even [6] and its large network of European subsidiary websites, added advanced time constrained search features to “find a lift”, which to a certain extent alleviate some of the inconveniences for their on-the-go passenger users. However, the added hourly time-constrained advanced searching still inconveniences their vehicle driving users to be mindful of their advertised pre-trip given schedules, even though that may not always be objectively possible, due to unforeseen events such as: road accidents, gridlocks, etc.

Thus, a new form of dynamic carpool and ride-sharing mobile apps and websites is emerging, indicated by their use of real-time passenger requests along with real-time vehicle driving users’ location data, foregoing the need for well in advance pre-scheduled and advertised trips. Amongst some of the most known and pioneering mobile apps and websites offering dynamic carpooling and ride-sharing are Lyft [21] and SideCar [22], screenshots of their mobile apps are given in Fig. 1.

Both of the listed mobile apps are available for iOS as well as for Android mobile platform, from which screenshots are taken, but neither currently present a web browser user interface. This is probably intentional since both mobile apps are natively written, and by our observations both use TCP sockets to communicate with their respective backend services, so they would both need some changes to make them web-friendly. Unfortunately, those code changes could include some rather tedious transformations because native TCP socket traffic has not been well suited for consumption in web browsers relying dominantly on HTTP, until recently. Another popular application and website named Waze [7], which isn’t predominantly used for carpool and ride-sharing, but for gridlock traffic reporting and avoidance, seems to have however taken another approach. Although their mobile apps are currently natively written, the website does present a "live map" user interface which maps events reported by their users. Such events include pickup requests and replies of passenger and vehicle driving Waze users who are otherwise linked in a popular social network. Unfortunately, access to those real-time events is currently only provided to its iOS app users and not through backend GeoRSS feed via HTTPS. The original GeoRSS XML format is transformed to JSON for easier web browser JavaScript consumption, and presumably for traffic overhead reduction, but is still limited in update interval time. To our knowledge, there are no other globally popular websites and mobile apps that currently allow for carpool and ride-sharing uses using any other drastically different approaches.

B. Current carpool and ride-sharing papers

Because static variety carpool still represents the majority of existing solutions, almost all of the available papers and literature on carpool and ride-sharing mainly tackle the static ridesharing issues, whereby users must pre-schedule their trips, neglecting the dynamic aspect. Despite much of the progress experimented on dynamic carpooling and ride-sharing concepts thanks to the current solutions, it still remains in the early stages regarding publicly available works and literature that deal with its real-time automation. In order to make up for that shortfall, some of the papers which mention carpooling and ride-sharing, and even some that did considered the dynamic aspect [8], in majority also considered other issues beside the static and dynamic carpooling and ride-sharing problems at the same time. Some papers are especially involved in the concepts of traceability, communication and security services, which their authors feel that none of the current solutions evoked, identifying the security issues as one of the main reasons hindering their success [9]. All cited current papers admittedly still provided us with a lot of beneficial ideas and food for thought transferred onto this paper, its findings and conclusions, and out of that still quite disorganized literature which tackles a lot of issues, we have identified some yet non-tackled, laid out in the following sections. Mainly, we take issue with web browser user interfaces and standardized web technologies which seem to be the unifying way forward, putting ubiquity in the grasp of every hybrid web and mobile application.
III. DESIGN

In the previous section we cited some of the current solutions, ideas and issues tackled in carpooling and ride-sharing recently. In this section we are building up on those solutions and ideas, proposing some of our own design concepts for a global dynamic real-time carpooling and ride-sharing solution. Subsection A describes some of design concepts we feel are suitable for a real-time dynamic carpooling and ride-sharing solution. Subsection B further extends on A, allowing for the proposed real-time solution to tackle the problem of being able to serve up to a global user base, adding cloud and distribution design concepts. Finally, subsection C tries to deal with the ubiquity problem, considering the client user interface technology we feel will be future-proof and available on almost all new mobile and desktop platforms.

A. Real-time dynamic solution design concepts

As it was noted in section II, real-time dynamic carpooling and ride-sharing solutions are becoming more common amongst the current carpooling and ride-sharing solutions, although it takes more designing effort to achieve real-time dynamic capabilities than for mere static carpooling and ride-sharing. The reason for the recent increase is obviously because real-time dynamic solutions are more convenient, and thus more likely to be used in greater numbers by end users, but also because some technologies previously used for seemingly real-time communication on the web, have only recently matured and have been standardized.

In the begging of the so called Web 2.0, at the time when real-time updating websites were only just starting to appear, most of those websites used Asynchronous JavaScript and XML (AJAX) [10], which is a group of interrelated web development techniques used on the client-side to create asynchronous, seemingly real-time web applications. Most of those techniques relied upon regular HTTP, a simple request-response and stateless protocol. Having to achieve what was usually two-way communication took some effort for websites and web applications, using various workarounds, techniques involving the use of the browser XmlHttpRequest object or some other web browser plugins.

The first workarounds developed into techniques known as: frequent polling, long-polling and the so called forever-frames. Although all of those techniques were, and still are, very much usable for seemingly real-time web page updates without requiring full page refreshes, they had drawbacks. Their primary drawback was, notwithstanding client-side implementation difficulties, the amount of server-side and network resources they consume. The server is either forced to respond to a large number of frequent requests, or it opens up a number of long running responses, which additionally occupy its hardware resources. On the other hand, using workarounds such as various browser plugins, although less network and server-side resource demanding, turned out to be non-practical, because of the lack of plugin support on current mobile devices. For such reasons, new techniques were developed, and recently standardized by the W3C. As part of the HTML5 specification Server-Sent DOM Events (SSE) were standardized in 2011 [11], but have not yet been implemented by all desktop browsers, namely, Internet Explorer. However, Web Sockets API [12], drafted a protocol back in 2009 currently supported by all major web browsers. Web Sockets provide a full-duplex communication channel over a single TCP connection, thus allowing for a lower network latency time due to less traffic overhead compared to HTTP. Compared to SSE and other polling techniques Web Sockets provide the best option for building real-time communication on the web, and that is why such a protocol is part of our proposed design concept.

B. Distribution and cloud design concepts

Having chosen Web Sockets (WS) as a preferred means of communication, although helping solve latency issues which can lead to a great number of performance problems in building real-time solutions, left another issue unsolved. WS based communication, as all others, still has a limit on the maximum number of simultaneous clients connected to a single server node. Even though that number may be greater when using WS, it still depends on available server hardware resources. Since vertical scaling of server hardware resources can be expensive and still limiting, the solution to the problem is horizontal distribution, across multiple server nodes. Ideally, any global real-time solution would be best served in one’s own server farm, but given hardware and its maintenance costs, renting cloud resources works as well. However, for horizontal scaling, one needs to be able to scale data also. Since traditional, i.e. relational data scaling is much harder [13], we have turned to non-relational data (NoSQL). NoSQL databases besides easier scaling, offer better performance in data writes, as well as a possibility of scaling reads onto multiple database nodes, combining sharding and some parallelism approaches. Utilizing the two in a document oriented NoSQL data store that supports geospatial data indexing would make it a perfect fit for our proposed solution and storing our users’ location based data. Also, a key-value memory caching NoSQL data store could be used as a messaging backplane for communication between our individual server nodes, but that use is trivial.

C. User interface architecture design concepts

To make a website or mobile app truly ubiquitous, one needs to support as many different desktop and mobile platforms as possible, ideally all of them. Although client applications can be natively written for each platform, there are some unifying user interface technologies for almost all current desktop and smartphone mobile platforms today.

So, to achieve ubiquity, we propose the use of combined HTML5/CSS3 for user interface (UI) rendering. Building the UI around streamed real-time data flows of state changes created by passenger and vehicle driving user events (users requesting rides, user driving busy, user driving free, etc.) is why the paradigm of reactive programming seems to be the perfect choice. Reactive programming is not to be confused with responsive web design, which is also utilized, for same UI reuse across various device screen resolution sizes.
Any changes in state registered by user client applications are asynchronously transferred via WS to distributed load balanced cloud server nodes which are displayed in Fig. 2.

IV. PROTOTYPE IMPLEMENTATION

This section describes in more detail some of the implementation choices we used to build the prototype of our distributable cloud-based dynamic real-time carpooling and ride-sharing solution. Subsection A describes our prototype’s real-time communication transport library choice. Subsection B deals with our use of NoSQL data stores for geospatial indexed data and fast memory caching messaging backplane implementation, along with our choices of NoSQL technology and products used. Subsection C goes into some of our UI implementation details.

A. Real-time communication

Having helped develop the first online taxi dispatching solution in Serbia, realized in .NET and being cloud-hosted on Microsoft Azure [14], influenced a lot of our primary technology choices for the prototype of a real-time dynamic carpooling and ride-sharing solution to be described here.

As noted in the design section, the need to have a real-time dynamic carpooling and ride-sharing solution is imperative, since those solutions are what most users currently wish to use. To make our prototype solution real-time capable, the choice to implement it using a library capable of WS protocol communication in .NET came down to a library named SignalR [15]. SignalR is an open-source library for ASP.NET to add real-time web functionality to .NET applications, adding the ability for server-side code to push content to the connected clients as it happens, in real-time. SignalR server is capable of supporting clients written in .NET, JavaScript and some other programming languages. The server-side code can push content to those connected clients via a number of transport techniques, most suitable being bi-directional WS, if available. For a server-side the WS transport requirements are either a self-hosted ASP.NET 4.0 application or one hosted within Internet Information Services (IIS) 8. Server-side hosted on earlier versions of IIS fallbacks to other means of message transports. For clients, WS requirement issue is a bit lengthier to describe, so it is listed in better detail in the client UI subsection.

B. NoSQL implementation

Since IIS 8 was our prototype’s hosting platform of choice, it should be noted that the server node could then only have been hosted within the Windows 8 / Server 2012 OS platforms. Fortunately, Windows Server 2012 was made available to end-users on the Windows Azure cloud platform as a virtual machine operating system choice since late 2012, and it is deployable onto an Extra Small machine instance. Extra Small Windows Azure instance, which entails a shared core processor with only 768MB RAM, may not be the first choice from a performance standpoint. However, it is sufficient for proof-of-concept deployments and for limiting cloud-hosting costs.

Deploying SignalR server-side code alongside a NoSQL key-value memory cache data store named Redis [16], with the minimum amount of RAM allocated to Redis, produced a fully functioning server node capable of serving a test number of simultaneous users. Since a new server node can be cloned, and any cloned node’s Redis instance can then be easily subscribed to a Redis instance of an existing node, we can easily increase the number of new server nodes to meet all of our scaling needs. Scale out is so easily achieved in part due to SignalR’s in-built scaling mechanisms, which uses Redis pub/sub features for a messaging backplane. Each SignalR server node could then, through its Redis instance, be notified of any new WS communication channel needed in real-time. The load balancer of connected computing cloud instances, which is built into Windows Azure, takes care of diverting traffic to a SignalR server node best able (least busy) to process any incoming new or reoccurring real-time request. But since each node has then been notified, by its Redis instance, that such communication has taken place each channel should be reusable by any other SignalR node, so each node is capable of replying to any real-time request.

Beside Redis NoSQL, our prototype incorporated another NoSQL document-oriented geospatial indexing data store for ease of scaling, named MongoDB [17]. MongoDB allows for rapid storing of user current locations by extensions to the stored location data, incorporating another key value used for sharding of that data across multiple MongoDB store instances. Data sharding approach allows for quicker reads since our shard key represents a geographical area within which our users are seeking or soliciting ride request during their relatively short trips. Thus, sharding increases read performance by reducing the amount of indexed data being queried in each MongoDB instance, because that data gets spread out across multiple data store instances. By adding MongoDB’s built-in MapReduce (MR) to our queries the tasks of searching through sharded data execute in parallel.
Also, MongoDB by itself incorporates some replication set mechanisms, giving it a highly-available aspect as well, which bodes well with the SignalR’s ability to distribute via Redis as a messaging backplane, reducing single points of failure.

C. User interface

Finally, for ubiquity reasons, our choice of prototype client UI rendering technology incorporated HTML5/CSS3. Having previously built a fully functional HTML5/CSS3 client for a commercial online taxi dispatcher, which was wrapped as an app using a mobile development platform named PhoneGap [18] runnable across various mobile platforms, we felt confident that HTML5/CSS3 was also a right choice. Both desktop and mobile web clients shared the same JavaScript logic codebase which offered unified access to geolocation [19] features of the devices they all ran on, a must for a dynamic carpooling and ride-sharing applications. The look and feel across smaller resolutions changes accordingly, but not drastically, by utilizing responsive CSS3 design incorporated in jQuery mobile [20] as of version 1.3.

All the clients also use a reactive programming paradigm, connecting to the backend via code using the Reactive extensions for JavaScript (RxJS) library [21]. This means the user interface responds asynchronously to user actions and events which they result as, either events which are streamed from the server-side generated by other users and fed via WS to all supporting clients, or user’s own events. If, per chance, the mobile device’s web browser does not support WS transport, SignalR client in JavaScript will gracefully fall back to other means of seemingly real-time transports, which RxJS will still continue to process as asynchronous events.

Support for WS as a mean of communication transport, depends primarily on a platform web browser’s capabilities which is for current desktop and mobile web browsers given in Table I.

<table>
<thead>
<tr>
<th>Web browser</th>
<th>Supported since version</th>
<th>Supported</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internet Explorer</td>
<td>10.0 (fully)</td>
<td>Yes</td>
</tr>
<tr>
<td>Firefox</td>
<td>4.0 (partially)</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>6.0 (fully)</td>
<td></td>
</tr>
<tr>
<td>Chrome</td>
<td>4.0 (partially)</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>14.0 (fully)</td>
<td></td>
</tr>
<tr>
<td>Safari</td>
<td>5.0 (partially)</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>6.0 (fully)</td>
<td></td>
</tr>
<tr>
<td>Opera</td>
<td>11.0 (partially)</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>12.1 (fully)</td>
<td></td>
</tr>
<tr>
<td>iOS Safari</td>
<td>11.0 (partially)</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>12.1 (fully)</td>
<td></td>
</tr>
<tr>
<td>Opera Mini</td>
<td>-</td>
<td>No</td>
</tr>
<tr>
<td>Android Browser</td>
<td>-</td>
<td>No</td>
</tr>
<tr>
<td>BlackBerry Browser</td>
<td>7.0 (fully)</td>
<td>Yes</td>
</tr>
<tr>
<td>Opera Mobile</td>
<td>11.0 (partially)</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>12.1 (fully)</td>
<td></td>
</tr>
<tr>
<td>Crome for Android</td>
<td>25.0 (fully)</td>
<td>Yes</td>
</tr>
<tr>
<td>Firefox for Android</td>
<td>19.0 (fully)</td>
<td>Yes</td>
</tr>
<tr>
<td>Firefox OS Boot2Gecko</td>
<td>1.0.0-prerelease     (fully)</td>
<td>Yes</td>
</tr>
<tr>
<td>Tizen OS</td>
<td>2.0.0a-emulator</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Figure 3 – Windows Azure hosted prototype design diagram displaying some implementation details
V. FUTURE WORK

Having described some our prototype’s implementation details (Fig. 3) our future work and plans envision for it to be deployed and tested in the real-world. Since the prototype clients were based on previous work done for a commercial online taxi dispatcher, it will be initially tested and deployed as part of that solution in limited numbers. Early adopters of the online taxi dispatching service will get the benefit of being able to track a few assigned taxis in real-time. Drivers of those taxis will be either issued mobile devices with pre-installed HTML5/CSS3 web clients and/or those client apps will be installed on their own devices. Such real-world tests will hopefully lead to identifying problems not yet foreseen. Once a stable solution is reached the prototype could and will become a standalone service, open for public use and not just for taxi dispatching and the cost of its operational maintenance could then also be better estimated. If deemed low enough to be offset by ad support according to [20], its use could be completely free for end users unlike [21, 22].

To reach that point however, some other issues, such as security and privacy, will also need to be tackled. In [5] the solution for the security and privacy issue was implied by use of a 3rd party location based service (LBS), which used OAuth protocol to authenticate and subsequently authorize which exact set of users would be allowed access to the authorizing user’s location. Unfortunately, come February 2013 the 3rd party LBS was shut down, and an alternative solution should either be found or developed prior to prototype’s launch as a standalone service. Trying to avoid the repeat of having to find alternatives to a 3rd party components not being operational any more, the focus could be on building up own LBS features respective of privacy, but relying on information which can be provided from popular social networks. To aid us in that endeavor, instrumental part of the puzzle could be Windows Azure built-in Access Control Service (ACS), allowing for users to single-sign-on to the proposed carpool and ride-sharing service just as if they were signing into the aforementioned social networks. If those users comply, their location data could then only be made accessible to a subset of their social network friends, a widely acceptable solution from a current privacy standpoint.

VI. CONCLUSION

This paper tried to underscore the need for developing dynamic real-time carpool and ride-sharing solutions, instead of already outdated static ones, by employing some novel web technologies and approaches. Since a prototype has been successfully developed following the outlined design concepts, distribution and cloud strategies, it is obviously possible to build other such solutions using the same approaches. Especially interesting is the possibility to develop a web platform application that runs across multiple devices and their web browsers, be they mobile or desktop.

Using an open-source jQuery mobile library and Apache Cordova [23] mobile developer platform, which was derived from PhoneGap, is what interests us the most and we feel could be the unifying tools for any future service supposedly usable across multiple operating systems, current and future. Combining those with some other frameworks which use the HTML5 UI elements such as the canvas tag thus adding the ability to render graphical data such as street level maps for carpool should, by our position, be the leading way forward.1

VII. REFERENCES

[18] PhoneGap. Web – phonegap.com
[21] Lyft. Web – lyft.me
[22] SideCar. Web – side.cr

1 This is to acknowledge all of the not so small help of our PhD advisors.
Emerging technologies for interactive TV

Mariek Dąbrowski
Orange Labs Poland
ul. Obreźna 7
02-691 Warsaw, Poland
+48 22 699 5706
marek.dabrowski@orange.com

Abstract—Advances in web services and open network interfaces enable development of new user-oriented applications in different areas of digital life. Among them, digital entertainment is one of fastest growing networked application domains. Technologies like CDNs (Content Delivery Networks) and HTTP streaming opened the way for new models of TV and video consumption over the Internet. Thanks to emergence of new networking technologies and cooperation paradigms the distinction between traditional TV and the Web is slowly blurring, creating new category of TV entertainment which is more interactive, delivered over multiple screens and inviting users to participate and collaborate.

This paper presents research on selected social and interactive TV services, focusing on innovations related with incorporation of network interfaces and web protocols. Two use-case scenarios are investigated: one of them explores telco 2.0 interfaces for interactive videos, and the other allows users for social exchanges while watching live sports events. The evaluation results by qualitative user study are presented for the second use-case. A technical architecture is introduced, focused on seamless integration into a typical WebTV platform of telco operator. As important contribution of the paper, some new emerging network protocols and features (like telco 2.0, WebRTC, WebSockets, HTML5 video) are evaluated as potential enabling technologies for future social and interactive TV.

I. INTRODUCTION

With the proliferation of IPTV and WebTV content delivery, the TV viewing experience is changing from predominant “lean-back” (passive) viewing habit into the new era of “lean-forward” behavior. People demand more interaction, participation, and social features in addition to just watching the TV. The actors on TV services market (content providers, service aggregators, telco and cable operators) are facing a number of challenges, from the point of view of usage, business and technology, how to integrate the new social and interactive experience into their established service platforms. This paper aims to study selected scenarios for future evolution of social and interactive TV programs, focusing on opportunities brought by new telco network interfaces and web services technologies.

A technical architecture for proposed use-cases is studied from the point of view of telco operator, aiming to integrate new features by leveraging and extending existing TV distribution systems. Special focus is put on OTT (Over-The-Top) content delivery model. The OTT model usually refers to content providers and 3rd party companies who directly access their customers over open Internet. For telecommunication network providers, OTT model starts to be considered as a viable alternative, allowing for addressing additional customers and complementary to the managed IPTV solutions that are still predominant [1]. The OTT content delivery architectures typically use HTTP streaming protocol (e.g. MS Smoothstreaming or Apple HLS) and a CDN (Content Delivery Network) for video distribution over unmanaged Internet with optimal QoE (Quality of Experience).

This paper aims to answer the following research questions:

- From service point of view: what are the realistic and compelling usage scenarios for social and interactive TV?
- From architecture and technology point of view: what are the opportunities brought by new emerging web protocols and network interfaces?

These questions are addressed through analysis of two use-case scenarios, namely:

- Scenario#1: interactive immersive video,
- Scenario#2: social exchanges between spectators of live sports events.

II. INTERACTIVE CONTENT

The first concept presented in this paper belongs to the category of interactive videos. With interactive video, the movie becomes a kind of immersive game where different story variants may be displayed depending on previous decisions of a viewer. Although interactive videos will probably not enter the mainstream movie industry in the short term at least, they could be appealing for selected types of video production like short artistic movies, instructional scenes, or video games.

The interactive video concept has been known for some years and it has been used for example in DVD interactive games. More recently, it has become quite popular with YouTube service, which offers tools for creating interactive videos. The user may control the video by clicking buttons displayed after the end of particular clip and leading to different variants of the story (see e.g. semi-amateur video [9]). The work presented in article [10] follows the same concept, although removing some of its limitations. The transitions
between video clips are seamless and more deeply embedded into narrative of the movie. The authors of [10] provide some guidelines for scriptwriting and shooting interactive videos and identify interaction goals for the viewer: to influence the story, to change the perspective, or to see additional material.

The related works mentioned above have a common limitation: the interaction tool and interface for a user is basically a computer mouse. The viewer has to click a button or an area on the screen to make his decision regarding the storyline. This is not very natural, and feeling of immersion is broken at the time of interaction. On the contrary, interesting video referenced in [11] presents an experiment, where mobile phone has been used as interaction tool. A natural conversation has been imitated between the viewer and the character on screen. The outcome of this conversation has been taken into account in the movie storyline. Interrogated user has been selected among the cinema theater audience. A computer system has called his or her mobile phone and conducted a simple dialog using voice recognition technology.

The approach taken in our project is similar to [11], but not limited to the audience of cinema theater. We propose integration of interactive video system into the WebTV content distribution architecture. Any client located in the Internet could watch and control the interactive video. Like in [11] we use the mobile phone (which is a natural tool for inter-personal communication) to imitate a conversation between the viewer and character on the screen, preserving the feeling of immersion into the fictional story.

A. Usage scenario

Fig 1. exhibits our Interactive Video prototype in use. We have produced a short example movie, not targeted for wide distribution, just for demonstrating the potential of proposed system. The movie protagonist consults the viewer before taking crucial decisions for the storyline. For that, in certain moment the system calls the viewer’s mobile phone number, previously entered on a web page. The viewer can hear character’s voice on his mobile phone (e.g. a phrase “tell me if I should take the elevator or use the stairs”). Then he may answer “yes” or “no” and in the next video scene the protagonist follows the viewer’s advice. All actions are synchronized between the video and real life, i.e. the viewer’s phone rings at the exact moment when movie character makes a call; the protagonist starts speaking when the user picks up the call, and during conversation the same voice can be heard on the phone and in the video. The movie character interrogates viewer for his advice in several crucial moments in the story, and the movie has three different endings depending on user’s answers.

Thanks to our system the user can feel an illusion of real communication with fictional character while watching the video and is empowered with possibility to influence the story.

B. Architecture and enabling Technologies

A prototype has been developed to demonstrate service concept and serve as playground for evaluation of some new interesting technologies that may impact future interactive TV. The prototype schema is presented in Fig 2.

WebSocket and HTML5 video

As design goal, the Interactive Video service should be available for any Internet user equipped with PC computer with a standard web browser, without need of additional software or plugins. Thus, in our architecture the server side hosts logic of interactive movie and controls the sequence of videos that should be played to particular user, depending on his individual interactions with the system. So, the server must be able to send some kind of commands to user’s video player (which is embedded in his web browser). This command has to be sent in asynchronous way, i.e. without preceding request from the client. Asynchronous communication is not a usual mode in the client-server world of Internet. There are some techniques to overcome this limitation, e.g. by frequent polling of server by the client, but they can be very inefficient in terms of traffic and processing overhead if one wishes to achieve a timely response. In addition, popular technologies for implementing video player plugins, e.g. Adobe Flash or MS Silverlight, do not allow easily (or not at all) for server-side control of the video player. The player can be controlled from the user-side by mouse clicking on displayed buttons, but the external program has no possibility to change the video that is played, in arbitrary moment.

HTML5 framework [7] comprises some prospecting technologies for solving the limitations mentioned above. The HTML5 video tag enables playing the video natively by a browser. In addition, the video player can be externally controlled by JavaScript code, which in fact facilitates implementing interactive videos over the web. Another HTML5
feature we have investigated is WebSocket [12], an asynchronous protocol allowing the server for sending messages to the client in arbitrary moment. To establish a WebSocket connection, client browser sends a WebSocket handshake request (special HTTP GET message) to the server. Once the WebSocket connection is established, data frames can be sent back and forth between the client and the server in full-duplex mode. Thanks to HTML5 and WebSocket we could implement interactive video scenario as a standard web application, not requiring installing any additional software on the client machine.

For watching an interactive movie, user opens a web page hosted on Interaction Controller server (see Fig. 2). A form for entering a phone number is displayed, as well as “Start” button for launching the video. When a user clicks it, the browser opens WebSocket connection with the Interaction Controller server. A timer process is started for the new user, to control video playback. The timer process will trigger a sequence of user interactions (phone calls at specific times) and video clips, according to pre-programmed scenario.

To play certain video, the Interaction Controller has to send a command to the client browser to open appropriate video file. For that, the server uses WebSocket connection opened at the beginning of the process. The command is interpreted by JavaScript function run by the browser, and it tells browser to stop playing current video and start a new one, available under specified link. The video file is retrieved and played either until it ends, or until next command from Interaction Controller server is received.

Telco2.0 API

The server triggers interaction with a user by invoking advanced Telco 2.0 API functions. Telco 2.0 is a concept of exposing telecommunication services (SMS, call control, location, etc.) through open APIs to external developers. HTTP REST or SOAP is usually used as invocation protocol. Telco 2.0 interfaces are implemented by many network operators and API standardization efforts are recently taken by GSMA organization [13].

Advanced voice API service that we have used allows for establishing a voice call between user’s phone and IVR (Interactive Voice Response) machine. IVR is a telecommunication system which controls automatic dialogs with the user. It is typically used by customer relation systems, e.g. when you call a hotline and hear a recorded message “press 1 to reach customer service, or 2 to report technical problem...”. In our case, the IVR system has been programmed to play an audio file with recorded voice of the movie character. A user may answer to question asked by the character with almost natural language (in practice, for the purpose of the prototype just simple phrases were used like “yes/no”). The ASR (Automatic Speech Recognition) system is then engaged for voice analysis and matching the answer with pre-configured phrases. Finally, the Interaction Controller server is notified about the user’s answer to the interaction question. The server, knowing the user’s response, chooses appropriate variant of the story and accordingly commands playback of a video file using HTML5 features as described previously. The interaction process is executed in real-time, i.e. there is no perceived delay between the decision expressed in phone conversation, and effect observed in the video.

Evaluation

The concept has not been tested by real users, as we recognized that user’s perception and perceived usage benefit depends a lot on a story that is being told by the interactive video. As we only had possibility to produce a simple amateur video as a proof of concept, the user tests would be too much biased by assessing the video (narrative and artistic quality) instead of potential offered by new technology. However, internal tests done with the prototype gave us some interesting insights on the technical and usage aspects.

On the technical side, new web-oriented technologies and protocols like HTML5, WebSockets, Telco2.0 API, have proved their merits for supporting interactive video scenarios. The proposed server-based architecture correctly manages execution of interactive video and allows for providing it as a service to WebTV users. The voice API has been confirmed as powerful tool for carrying out automated voice-based dialogs with users.

Some usage tests have been performed, however only by project members and thus the trustfulness of results is limited. Anyway, based on the feedback of this limited experiments we can confirm that the interactivity is fluid and switching between consecutive videos is almost seamless. Feeling of immersion in the story is genuine and experiment participants could admit that conversation with fictional character was really funny and enjoyable for them. As a drawback we can mention that the automated dialog and voice recognition technology is still not perfect when user says a phrase or sentence that is not understandable or unexpected. As a hint for future work, such situation should be covered in the interactive video scenario, e.g. the movie character should keep on asking viewer for repeating his answer in the case it had not been properly recognized by the system.

III. SOCIAL INTERACTIONS AROUND SPORTS EVENTS

Social TV is recently an often discussed trend in media industry. In fact, this term covers a wide range of scenarios and applications. As a general consensus, Social TV refers to services where TV watching experience is augmented with some forms of inter-personal and inter-audience communication.

The scenarios where content (i.e. a TV show or a movie) is a trigger for social communication, have been studied in numerous related works. For example, paper [2] distinguishes two types of communication around content: synchronous (while watching TV, e.g. through text or voice chat) and asynchronous (after watching, e.g. by leaving notes or recommendations for people who will watch the same content at another time). The authors of [2] have analyzed impact of TV genres (like movies, news, sports, soap operas) on social activities of people. Apparently, sports is one of the genres that is the most “talked about” while
watching, i.e. is a good candidate for social TV system supporting communication in synchronous mode. Intuitively, we can expect that watching sports triggers intensive emotions, and it is natural for us to share these emotions with others, especially friends and relatives. In addition, contrary to films or documentaries, sports do not have strict plot-oriented structure and do not require full viewer’s attention all the time. There are usually some breaks and low-activity periods when the action on screen is not so absorbing and the social exchanges at that time would not interrupt watching experience so much.

The social communication aspect can be realized through (1) existing social networking services like Facebook or Twitter, (2) a dedicated application, or (3) enhanced TV service delivery platform. As an example of the first approach, paper [3] presents exhaustive report on how Twitter has been used by producers of popular TV reality show X-Factor for enabling inter-stand audience communication during and after the show. Interaction with the audience by interactive communication channels and 2nd screen has become an intrinsic part of TV show format. The example of second approach is GetGlue [4], a popular application for sharing and exchanging comments while watching TV shows.

In our approach, the communication features are even more closely integrated into the TV viewing experience thanks to implementing them as part of live TV content distribution architecture. We propose a Social TV system that is specially designed for sports programs and adapted for using during live TV transmissions. Our solution enables social exchanges among friends and fan communities.

A. Usage scenario

In our scenario, social communication around sports events has two “dimensions”. The first one concerns exchange of messages, photos and user-generated videos between people who are physically present on the tribunes (e.g. of a football stadium), and those who stay at home and watch live transmission on their TV set or PC computer. Using special mobile application, spectators at the stadium may share emotions and comments with viewers at home. After launching the application, user may select the “event” he attends to. The “event” is configured by service provider and it corresponds to particular match or concert. Then, the application role is twofold. First, it allows for browsing and watching the messages, photos and videos sent by other spectators of the same event. Each message may be commented (by adding text) and ranked by clicking on an icon of a thumb. Second, most important, the application allows for quick upload of your own content after clicking on “send message”, “send photo”, or “send video” icons.

Uploaded messages are displayed in real-time on top of the video watched by users of WebTV service. Special video player has been developed using MS Silverlight framework. It displays incoming messages as a scrolled list on the right side of the screen, with preview of picture or video content appended to the message. Viewer may enlarge each message to see its rank and associated comments. He may also add his comment and rank the message in the same way as users of mobile application. Thanks to our system people at home may have a glimpse of stadium atmosphere, which is shaped by fans supporting their players. Example screenshot of WebTV player, displaying a gallery of photos provided by fans at the stadium, is presented in Fig 3.

Remark that our service concept is a bit similar to FanFeeds, described in article [5]. FanFeeds is a system for aggregation and presentation of additional content-related media on 2nd screen while watching the program. This supplemental information can be contributed by people (from our social group, or strangers) who are watching the same content. The authors of [5] present the prototype concept and results of field trial, which thoroughly investigated people’s motivations and incentives to communicate over content. The need to exchange comments during watching the content has been confirmed through trial results. Basically, we enable sharing comments between viewers of a live event in similar way as FanFeeds. However, in our approach we specifically focus on connecting two groups of people: spectators physically present at the stadium, and TV viewers at home. In this way, a fan community can be created by spectators of a sports event, regardless if they attend it physically or at home on TV.

Another dimension of social exchanges around sports events, that we consider in our system, is real-time interpersonal communication. With our service, friends or relatives can watch the televised event together despite being apart in their homes. Real-time communication by text chatting while watching TV has been often mentioned in literature and for example article [6] presents an advanced social TV system based on chat. Real-time voice and video communication is less popular, as it is more challenging from the usability and also technical point of view (a user device equipped with camera is certainly required). The experience of videoconference while watching TV may be replicated by using external application, like e.g. Skype, launched on a PC computer. We take a different approach, by integrating videoconference into the TV content delivery system, providing user with a single interface to access TV service together with the social features. PC and camera is currently required to run the service, while in the future an STB
equipped with camera could also be envisioned. Thanks to group management and presence service a user may see that his friend is watching the same sports program, and invite him to watch together. Fig. 4 presents exemplary screen layout with two participants watching together a tennis match.

We can say that people who have joined the service are gathered on a “virtual stadium” and constitute a kind of social circle of virtual supporters. They may communicate by voice as they can see each other. In addition, they may take part in quizzes or small games. In our developed prototype, the quiz questions are moderated by service operator and sent to all participants at the same time.

B. Architecture and enabling Technologies

A proof-of-concept prototype has been developed to verify viability of the use-case (concerning both dimensions of communication as described above) and maturity of enabling technologies. It extends typical OTT-based content delivery system with components for managing social exchanges and inter-personal communication. The prototype schema is presented in Fig. 5. On the server-side we distinguish the WebTV platform, which groups content preparation and distribution functions (encoding using H.264 standard, and streaming with adaptive protocol MS Smoothstreaming). The streams are delivered over CDN (Content Delivery Network). The social TV features are provided by two servers. The “Virtual Stadium” server provides clients with a main service web page and manages real-time communication: users identification and presence, as well as groups and videoconference participants matching. The videoconference media is exchanged in peer-to-peer mode between communicating clients by WebRTC technology. The “UGC server” handles functions related with non-real time communication mode. It aggregates messages submitted by user’s smartphones (an Android application) and stores associated contents as JPG and H.264/MP4 files. For enabling unified display of UGC messages overlaid on TV content, a special video player has been developed with Microsoft Silverlight.

Although most of the technologies used for the prototype are standard and widely known, the WebRTC merits some attention as it is relatively new and can be considered as very promising for communication services over the Internet.

**WebRTC**

WebRTC is part of HTML5 framework [7] and it enables embedding real-time communication component within a web page. The communication session is handled directly by web browser, without need of any software plugin. WebRTC [8] defines a standardized browser API that can be invoked using JavaScript by web applications for services such as voice and video calls. WebRTC is subject of ongoing standardization works in IETF and W3C.

The client (see Fig. 5.) opens a “Virtual Stadium” web page on his PC computer. A Silverlight player downloaded from the web page provides access to live TV content through connection with WebTV platform and CDN (Content Delivery Network). When a user decides to connect with his friend, Virtual Stadium server is invoked to generate a session token that is shared by web browsers of communicating parties. A WebRTC peer-to-peer connection is then established between them, for direct exchange of videoconference media (audio and video), all displayed on the same web page as TV stream.

Thanks to WebRTC technology the videoconference service could be seamlessly and easily integrated into the WebTV content distribution architecture.

C. Evaluation

Apart from assessing technical maturity, important goal of research work was to evaluate potential market adoption of the Social TV service. Qualitative tests with real users were conducted for this purpose, using methodology of Focus Groups Interviews (FGI). Four sessions were carried out, each with 6 participants recruited by external agency with regard to typical Social TV user profile that is: age 21-40, people watching matches, concerts, etc. either live or via
web TV, active users of social networking, video-chat applications, internet chat rooms and discussion forums. The goal of the test was to survey reaction of potential users to the Social TV service concept, determine factors which encourage people to use the services and identify any usage barriers. During interviews, service concept and demo videos were shown to participants, followed by a guided discussion on perceived benefits and flaws of the presented concept.

We can conclude from the interviews that users positively perceive the service as meeting their need of sharing comments and emotions while watching live events on TV. The opinions gathered during experiments confirm findings of [2], saying that sport is one of the TV genres that especially trigger social exchanges. Watching live sports is related with strong emotions, which are best experienced in a group. We may quote of the test participants: “When you’re alone, you don’t feel the thrill. You have no one to experience it with.”

Referring to possibility of sharing messages and photos between spectators at the stadium and viewers at home, interviewed persons appreciated the feeling of being a part of live event, thanks to access to additional content sent by participants in real time. Moreover, they liked the possibility of seeing more than is shown by the camera in a typical broadcast: “At such an event, you cannot be everywhere at once. And we all know that everybody pays attention to slightly different things.”

The aspect of sharing emotions and experiences has been appreciated by test participants. The impression of watching the event in the company of others, being in connection with the fan community, is important.

The respondents pointed also to some limitations of the concept. A bias has been detected between the benefit perceived by viewer at home, who enjoys additional supplemental content, and benefit of people at the stadium, who may not have sufficient motivation to use our service. We think that possible ways to increase the perceived benefit for users at the stadium are: a competition for spectators (win a prize for best photo from the tribunes), or adding a gamification scheme (collect points and rewards for sharing). Test participants advocated also for possibility of creating user groups and sharing comments within a closed social circle instead of general population of TV viewers. Comments collected during the tests certainly give us interesting hints for future development of the service. A field trial is planned in spring 2013, where the prototype will be evaluated during a real football match event.

As main benefit of Virtual Stadium use-case people mentioned possibility to share opinions and comments with friends immediately during live TV broadcast. The interviewees emphasized the difference between exchanging comments on the event while it was still on, with sharing them after the event is over. The respondents agreed that they saw a greater need to share emotions during the event than after it was over.

Although some concern has been raised that interactivity may disturb perception of the event, participants noticed that while watching sports there are usually some less exciting moments, when conversation with friends would be hardly disturbing for the viewing experience.

Some test participants have previously used other tools for communicating with friends while watching TV: (“I once watched a match over Skype with a friend who was in South Africa then.”). Nevertheless, the idea of all-in-one service, integrating several currently used tools has been appreciated as making the experience easier to use. The respondents liked also the fact that it would be available simply in a web browser, without need to install additional software.

Quizzes and games during the match have been judged rather controversial. People find it annoying if the quiz question pops up suddenly on the screen, covering the broadcast. The quiz component has to be designed with great care, being less intrusive and providing sufficient benefit for the users to participate (rewards, competition, possibility to show-off your knowledge in the area, etc.).

Another critical comment concerned current limitation of videoconference to only two participants. Sometimes there is a need to comment or discuss in a larger group. In future works the videoconferencing system should be extended for multiple users.

IV. CONCLUSION

The paper has discussed several exemplary realistic scenarios for TV services of the future, focusing on opportunities brought by new advances in network interfaces and web protocols. The interactive video use-case assumes imitating a voice dialog between the viewer and fictional character of the movie. Social TV for sport programs allows for two types of inter-audience communication: sharing of comments and photos between spectators at the stadium and viewers at home; and videoconference connection between friends while watching live sports event. The scenario has been evaluated, with positive feedback, by small scale user test.

For all presented use-cases a technical architecture has been designed and prototyped, assuming full integration with OTT-type content delivery architecture of a telco operator. The service logic is implemented by dedicated server components, and standard web browser is used as unified client device for content consumption as well as for social features. In the case of interactive video, mobile phone is employed as second device, using its most natural function, that is a voice call.

Several emerging technologies have been evaluated considering their potential for enabling interactive TV. Among them, HTML5 and WebSocket overcome limitations of traditional web architecture for interactive videos controlled from the server side. Advanced Telco 2.0 interfaces can be used to engage with the viewer through his phone. Mobile applications and open web services interfaces allow for quick and easy upload of user-generated text and contents. Finally, WebRTC is a promising framework for integration of content delivery and inter-personal communication within a web page.
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Abstract—This paper describes principles of the data communication in the distributed database system AD-DB developed by paper authors. The database system is designed to function properly in such a complex and dynamic network as the VANET is. That way, vehicles connected to the VANET could distribute traffic related data to others.

I. INTRODUCTION

VANET (Vehicular Ad-hoc NETwork) is the field of important research nowadays. Many are trying to develop new principles to make it possible to distribute information through this network. Applications for VANET could be divided into two categories: safety applications and comfort applications. Safety applications are more important ones. They are focusing on distributing information about traffic accidents, obstacles and other safety hazards to as many vehicles as possible [13][14].

VANET is defined to be a special case of MANET (Mobile Ad-hoc NETwork) where network nodes are represented by vehicles in a road traffic. But problems with distributing data in VANET are completely different from the MANET ones. MANET nodes as computers with limited power source and limited computing resources have to communicate in small time frames to preserve as much power as possible. All research of the MANET communication is about minimizing communication and computing time and about conserving node power.

On the other hand, almost all of VANET nodes (vehicles in road traffic, road infrastructure) have good power source. So research in this area is focusing on the best way to distribute information for all nodes that are interested in it.

II. STATE OF THE ART

A. Classic Architecture of Distributed Database System

Architecture of DDBS from data organization point of view is shown at the figure 1. It is simple layered model with four layers. Each one of them represents some view on data itself.

There are four layers of distributed database system, each modeling one kind of view on distributed database [1]:

1. LIS (Local Internal Schema) represents physical representation of data stored at one node. It is analogy of internal schema from centralized databases.
2. LCS (Local Conceptual Schema) describes logical organization of data at one node. It is used to handle data fragmentation and replication.
3. GCS (Global Conceptual Schema) represents logical organization of data in whole distributed database system. This layer is abstracting from the fact that the database system is distributed.
4. ES (External Schema) represents user view into distributed database. Each external schema defines which parts of database is user interested in.

The fact that the user is using only global conceptual schema through views defined in external schema, assures that the user can manipulate with the data regardless of its position in the distributed database system. Therefore it is necessary to have a mapping from every local to the global conceptual schema. This mapping, named GD/D (Global Directory/Dictionary), is defined as part of the distributed database system.

The main role of GD/D is to provide access to mapping between local conceptual schemas and the global conceptual schema. So it has to be accessible from every node sending queries to the system. There are several ways to ensure it [4][5]:

Fig 1: DDBS reference architecture [1]
1. **Centralized directory** – Whole GD/D is stored centrally at one node. The advantage of this solution is that it makes GD/D manipulation simpler. However, one central node represents single point of failure for the whole distributed system and can be bottleneck as well.

2. **Fully redundant directory** – Replication of the whole GD/D is stored on every node. That way it can be quickly accessed whenever needed. But its modifications are more complicated due to its multiple occurrences in the system.

3. **Local directory** – Every node stores only its own part of the GD/D, so its management is very simple. On the other hand, global query requires communication with other nodes to make possible to create the query plan.

4. **Multiple catalog** – In the clustered distributed database system it is possible to assign whole GD/D replication to one node in each cluster. It is combination of first two ways.

5. **Combination of 1. and 3.** – Every node has its own GD/D replication and there is one global replication as well. Each of this possibilities has its pros and cons. But they have all something in common: the system needs to recognize all of its parts.

Whether the GD/D is stored at one node or somewhat distributed through the system, there needs to be some way how to access it as a whole. This is not possible in VANET as there is no way to ensure communication between all of the nodes. In this situation, GD/D cannot be used to locate requested data.

As of the present time there is not solution designed specifically for VANET known to the authors. But there are few solutions for MANET, so we will describe them in next sections of the article.

### B. TriM protocol

The TriM protocol is the one of first attempts for solving the problem of data distribution in MANET environment the generic way. It was designed as a part of PhD thesis at the University of Oklahoma [6]. The main focus of the protocol is to minimize power consumption and to utilize all three modes of communication [7]:

- **Data Push** represents data distribution using broadcast messages.
- **Data Pull** represents on demand data distribution.
- **Peer-to-peer communication** for querying data.

The main disadvantage of the TriM protocol is its requirement to have same data on all nodes. This requirement makes it practically unusable in the VANET environment.

### C. HDD3M protocol

HDD3M protocol tries to solve TriM protocol problems. As in the original protocol, HDD3M aims to use all three modes of communication and to conserve as much power as possible. The main difference from the TriM protocol is possibility to manage database fragments and to modify distributed database in transactions.

HDD3M divides nodes into 3 categories:

- **Requesting node (RN)** is sending queries to distributed database system.
- **Database node (DBN)** is containing database fragments.
- **Database directory (DD)** stores GD/D for distributed database.

This protocol must solve problems with distribution GD/D. There is no guarantee that all of database directory nodes receive the GD/D update request. Some of the nodes could be inaccessible through MANET or shut down due to lack of energy. When the network is fragmented, keeping the data accurate and actual might be impossible.

The biggest problem for deployment of distributed databases in the VANET environment is the necessity of the knowledge of all the nodes in the system. This problem persists in this solution as well because the GD/D is still used.

### III. Principles of Proposed Solution

So the only way to make sure it is possible to use the distributed database system in the VANET environment is to remove the GD/D from the system and replace it with a different principle. As it has been said already, the GD/D describes the mapping between the local and global conceptual schemes. Without the mapping the system does not know where the data are located and how to query them.

Using the GD/D in the VANET environment is impossible because it requires knowledge of the whole system (global directory). In a VANET every node knows its immediate surroundings only. So querying of a distributed database is fairly limited in such environment. The only nodes which can be addressed to using queries are those in the immediate surroundings in the network. So the system naturally creates virtual clusters of nodes that can communicate with each other. The clusters might overlap, so each of the nodes of the cluster can communicate with another set of nodes.

The only possibility to introduce principles of distributed database systems into VANET environment lies in allowing to query data only from clusters containing the query node. That way we can replace GD/D with another principle – CD/D (Cluster Directory/Dictionary). But there is still question, how to store CD/D and how to distribute it throughout the database system. The possibilities are same as they were for storing GD/D. They were described in the subsection A. in section I of this paper.

Best possibility for VANET seems to be to store they own part of CD/D at each of network nodes. Other possibilities would be complicated to implement due to highly dynamic nature of VANET.

This is the way distributed database management system AD-DB is working. AD-DB was created as the result of PhD thesis at University of Žilina [2] by one of authors.

### IV. Query Processing in AD-DB

As we already said, it is impossible to keep CD/D as a whole and distribute it throughout the VANET. Instead of that, AD-DB is using broadcast messages for data communication and lets each data node to decide whether it has requested data or not by looking to its own part of CD/D.
AD-DB supports two methods of communication each based on slightly different principle:

- **Pull method** is application of pull mode of data communication into AD-DB database. It allows each node to query data from the cluster.
- **Push method** is application of push mode of data communication into AD-DB database. It allows to share own data to other nodes without any prior query.

**A. Pull method**

Pull method represents the standard method of query processing in classic distributed database systems. One of nodes sends query to the system and waits for the results.

The method could be used in such situations where a client does not have to update data periodically and it needs to query it once instead. One time search for nearby cinemas could be taken as an example of such a situation.

It is also possible to use the pull method as a mean for data replication but it is much more ineffective than using the push method [15].

The query principle is shown on Fig. 2. Communication is done in the following steps:

1. **Global query optimization.** It is important to optimize a query to minimize the size of resulting data.
2. **Sending a query.** Query node sends optimized query using broadcast message. That way all of the data nodes in cluster receive the query. The query node waits for the specified time.
3. **Query fragmentation.** Every data node which received the query fragments the query and searches for subqueries the node is able to execute.
4. **Local subquery optimization.** Data node optimizes each of found subqueries and prepares it for execution.
5. **Subquery execution.** Data node executes each of subqueries.
6. **Sending the result.** Data node sends back the resulting data together with identification of executed subquery using unicast message.
7. **Results evaluation.** After the specified time runs out, the query node evaluate all results received from data nodes and merges them to one complete result.

**B. Push method**

Taken that organization of the network structure is changing rapidly in VANET, it is clear that sometimes there is need for querying the same data repeatedly. Possibility of using push method of data communication in AD-DB can be handy in such situation.

That is also the reason why the push method is more effective to be used in data replication algorithms than the pull method [15].

Schematic principle of push method is shown on Fig. 3. Communication is done in the following steps:

1. **Local query optimization.** Data node optimizes query and prepares it for execution.
2. **Query execution.** Data node executes the optimized query.
3. **Sending the data.** Data node sends resulting data packed with the query through VANET as broadcast message.
4. **Results evaluation.** When query node receive the data, it analyzes attached query to determine whether it needs the data or not. If it needs the data, it forwards the data to user application to process it.
**Serialized query** as a part of response unique identifier. It is possible to use query as a part of unique identifier, because query processed by the database system is expected to be simple and short. If this assumption was not true, it is still possible to use value computed from a query by some hash function instead.

- **Query part** is the identifier of processed subquery.
- **Data** as a collection of the resulting objects.

Using the schema uuid and query pair as a unique identifier of a request has one advantage over using surrogate identification number. This way the response message format can be the same for the pull and the push methods of communication.

Important part of a response message is the query part identification. It represents a unique identifier of query part processed by a data node as a subquery. This identifier is needed by a query node to be able to merge all responses from all responding data nodes.

There are two possibilities how to use the same system of numbering for all query parts by the both query and data node:

- Inserting the identifier directly into serialized query. Process of identifier inserting is done directly by the query node after the global optimization.

  Example of query with identifiers (syntax of the query language used by AD-DB is published in multiple publications by authors [2][3][8]):

\[ (1) \bowtie (2) \text{projects}((\lambda x\text{name}=\text{KANGO}), (3)\text{employees}) \]

where (1) identifies the whole query as one part, (2) identifies collection of all projects with the name KANGO, and (3) identifies collection of all employees.

- Automatic numbering of all operations by theirs priority. Priority of an operation can not change as it is defined by the query language, so the numbering will be same on both query and data node. This system is preferred and it is used by AD-DB as it does transfer slightly smaller quantity of data between the query and data node.

Push method is using the processResponse message. It is sent by the data node in a form of broadcast message.

**VI. THE OSACP PROTOCOL**

OSACP (Object Structure Aware Communication Protocol) is an application protocol designed specifically to transfer structured data through VANET. It is designed as a part of PhD thesis at University of Žilina [9]. OSCP is using UDP transport protocol on top of IPv6 network protocol. Its design allows it to transfer any structured data through VANET and reconstruct it on the other side even if part of data was not transferred correctly [10][3].

Missing parts of the structure are replaced by special object UNKNOWN to indicate incomplete message. It is up to the user of the distributed database (person, or another application) to decide whether it can process the message or not.

**VII. CONCLUSION**

There is no known distributed database systems, that would be possible to operate in the VANET environment. There are few attempts to do so for MANET, but they are unusable for VANET.

The paper presented the communication system of the distributed database system AD-DB. The database system is designed to be used in VANET environment and so its basic principles had to be altered for such usage.

In the nearest future we would like to focus on enhancing query optimization algorithms, but there are many other areas which would be interesting to explore. For example, many of data in VANET are of highly temporal character, e.g. current weather, traffic flow speed, traffic obstacles, etc. It would be interesting to have possibility to query current state of those temporal data.

We have some accomplishments in this area even now. We have designed system to query visual objects recognized by vehicle cameras through VANET [11][12]. So the next logical step would be to integrate this system into distributed database system AD-DB.
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Abstract—This article presents results of designing a Content Delivery Network monitoring system for resource limited applications. CDN monitoring is important both for content providers (media companies) and administrators (Internet Service Providers). It is a challenging task since network traffic may generate huge volume of data which must be parsed and analyzed in real-time. This paper describes the design of a prototype system that uses a small resource footprint, scalable Big Data solution, which is motivated by real world use cases.

I. INTRODUCTION

DISTRIBUTED internet systems monitoring is already an important branch of industrial computer systems. Network data transfer, hardware state and many other aspects of distributed systems need to be constantly tracked in order to detect anomalies, prevent failures and measure hardware and software load. In this field Content Delivery Network (CDN) monitoring becomes a fast developing branch of telecommunication. Network caching is used in a variety of different contexts to provide cost savings due to decreased bandwidth consumption, but also to reduce network latency. Due to the techniques described in [1] that makes RAM/HDD resources ratio important especially for use cases in developing regions of the world.

CDN Monitoring requires detailed information, both statistical and sensor-reported to be available real-time and cover any given period of time while not loosing any detail. For example, if a malfunction is detected one may need to track it back behaviour up to the unlimited time point in order to find possible coincidences with other events. Therefore all relevant data concerning CDN operation must be stored in exact shape.

There are several highly efficient systems able to collect and store raw logs. Flume [2] for example is able to collect log lines, send them to a HDFS storage and generate reports on them. Hive [3] can evaluate SQL-like queries over large data volumes collected in Hadoop HDFS [4]. All these classical Big Data technologies require large hardware configurations while storing data inefficiently from the time series point of view. Much better approach is applied in OpenTSDB [5], a dedicated time series database running on Hbase [6]. It’s data model can be effectively tuned to achieve both very fast querying and limited hardware. This paper describes optimizations for a CDN monitoring system based on experiences of its deployment in one of the biggest telecommunication companies in Poland which operates commercial CDN services.

A. Limitations of Network Traffic Monitoring

The CDN monitoring becomes especially challenging in developing regions where storage footprint for monitoring is very limited. The situation at those regions is especially unfortunate since the transmission of data logs into public clouds or third party services cannot be performed for the reasons like cost, security and privacy.

This type of monitoring system may be useful in environments where the link bandwidth is a constrained resource e.g. the CDN nodes deployed at libraries, schools, remote communities, etc., basically all localizations where uplink bandwidth is limited.

Also, the security and privacy constraints are general in this scope e.g., most of ISPs are reluctant to deploy subset of CDN systems called Transparent Caching solutions primarily because of logging concerns in third party services.

The goal of this research was to develop CDN monitoring tool for usage in developing regions with limited resources. We present the system which provides the same level of flexibility of traditional heavy weight monitoring tools.

II. TIME SERIES DATABASE

From a theoretical point of view the system needs to store time series understood as a collection of observations made sequentially in time [7]. These discrete observations \( T \) are represented by pairs of a timestamp \( t_i \) and a numerical value \( v_i \) with the following assumptions:

- number of data points (timestamps and their values) in one time series is not limited,
- each time series is identified by a name which is often called a metric name,
- each time series can be additionally marked with a set of tags describing measurement details,
- observations may not be done in constant time intervals,
- storage should not limit time series to be piecewise constant or linear (see Fig.1).
A. Architecture

The general architecture of the system is composed of three components: data collection, data storage and querying engine. As in many other systems data are inserted by distributed data collectors, which may work directly on data sources and push data into the data storage. Usually data collection is a result of the ongoing measurement or monitoring processes (the operating system, databases and web servers or network devices: see OpenTSDB monitoring tools [8]). The system does not limit possible data which can be inserted and analyzed. The only requirement is that it must have a form of time series.

According to the existing taxonomies (like in FAME system [9]) measured values are of two types [10]:

- level values stay the same from one period to the next in the absence of activity. For example, inventory is a level value, because inventory stays the same if you neither buy nor sell.
- flow values are zero in the absence of activity. For example, energy expenses go to zero if there is no consumption.

This distinction turns out to be important when interpolating missing values and for time scale conversion. Our system is open for both solutions by inserting zeros when necessary during data collection time.

As we described in [11] our CDN monitoring system is built on OpenTSDB which uses HBase and HDFS as a data storage. OpenTSDB is responsible for storing data in two HBase tables: the first one contains main data compacted into one hour blocks, the second one keeps time series and tag IDs. OpenTSDB is also evaluating queries by getting proper data blocks from HBase and aggregating them into a time series according to the query semantics. Performance of all the system is influenced by all the three components: HDFS, HBase and OpenTSDB.

B. CDN Metrics and Metrics Querying

For the purposes of CDN monitoring the most important metrics from an operational point of view are:

- bandwidth – average number of bits per second transferred from the platform within a given time period [kbps, Mbps, Gbps]
- traffic – sum of bytes transferred in a given time period [kB, MB, GB]
- sessions – number of active sessions in a given time period
- unique clients – number of unique IP addresses
- url hits – number of content download events content from given URL addresses
- byte cache hit ratio – percent of data volume sent from the cache [%]

Additionally, all metrics must be further divided into the following dimensions:

- node name – CDN node name or IP which sends data to a client
- cluster group name – group of nodes logically grouped together
- http response code – HTTP code sent in response to a client request
- country ISO code – client’s geographical location
- AS code – Autonomous System code of a client’s Internet Service Provider
- CDN instance name – a logical grouping of nodes working in one or multiple CDNs
- provider name – name of a content provider
- origin server name – name of an origin server which contains the original data cached by a CDN
- url – url which is tracked by the system

We use the following metric naming schema: [infrastructure].[measurement].[aggregation] where:

- infrastructure indicates a system which is measured (in our case CDN instance, but could also be CPU),
- measurement indicates a name and type of the measurement being done (for example Mbps, MB, requests, etc.),
- aggregation describes the type of aggregation done during the data collection which results in one data point for a given time interval.

For example, one of the clients’ requests in Poland downloading the content from a hypothetical disco-tv could be stored as (a metric name, timestamp and value followed by a list of tags):

cdn.mbps.avg5min 2013-02-20-21:04:20 2.50
node=node01.waw.cdn-lab.pl group=waw02 httpcode=200
country=pl as=AS5617 cdn=lab provider=disco-tv
origin=share.disco.pl url=clip463421-doda

which means that within 5 minutes period the collector calculated average value of Mbps to be 2.5 for server named node01.waw.cdn-lab.pl in the cluster group waw02 for a client located in Poland in AS5617 downloading content from a provider named disco-tv originating from a server share.disco.pl with the use of CDN instance named lab and referencing url clip463421-doda.

This approach, characterized by defining all possible dimensions for each metric, enables very flexible querying of collected data. For example, one could ask for an average Mbps for given provider in Germany in a given time period or number of error codes returned for a given provider’s network (identified by AS number) when accessing certain CDN node by given URL. Please note, that all tag values combination defines one time series. Total number of time series stored for

![Fig. 1. Time series with constant (a) and variable (b) sampling, piecewise constant ($S_1$) and piecewise linear ($S_2$).](image-url)
A. Single Node Configuration Performance

Let us now analyse the performance of a single node configuration. We executed two types of queries:

- Aggregating all available time series for a given metric into a one time series in a given time window. For example:\footnote{In this paper we use an abstract query language with obvious semantics to express platform independent queries.} select sum:cdn.bandwidth.15min from 01.01.2012 to 31.12.2013
- Performing a selection of time series using tags before the aggregation and within a given time window. For example: select sum:cdn.bandwidth.15min from 01.01.2012 to 31.12.2013 where provider=disco-tv and country=de

Due to the CDN logs behaviour we used an equal sampling with 5 minutes time period therefore each day is described by $24 \times 12 = 288$ time points. Please note that the time series may not be continuous and therefore their number may vary throughout a queried time window. In Table. II we can see that an average time series processing speed for a query which is scanning all time series in given a time window is about 660k points per second. Since we scan all data, the number of points and time series is constantly increasing. The processing of 4 days data takes almost 40 seconds. Queries for the periods longer than 4 days failed due to an out of memory error. Similar situation appears for the filtered time series querying presented in Table III but we may observe that processing speed is much worse due to more complex data selection from the database. However, the number of processed points is much smaller allowing for better response times. Although it was possible to run queries covering even 16 days, the response time took 108 seconds, which is totally unacceptable from a user’s points of view.

B. Reduction of data complexity

One of the conclusions from the previous section is a need to reduce the number of time points and time series in the database. This can be achieved in two ways:

- by aggregating the points in time with downsampling, which can be called horizontal compaction
- by aggregating time series with grouping the tags for one metric, which can be called vertical compaction

Both solutions lead to a reduction of available information but may be acceptable if consulted with the user queries. For example, in a most typical example a user wants to get brief information about the system and would like to drill down if needed. Therefore both the detailed and coarse information

### Table I

<table>
<thead>
<tr>
<th>tag name</th>
<th>min values</th>
<th>real-life</th>
</tr>
</thead>
<tbody>
<tr>
<td>node</td>
<td>10</td>
<td>100</td>
</tr>
<tr>
<td>group</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>httpcode</td>
<td>5</td>
<td>12</td>
</tr>
<tr>
<td>country</td>
<td>1</td>
<td>90</td>
</tr>
<tr>
<td>as</td>
<td>1</td>
<td>30</td>
</tr>
<tr>
<td>cdn</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>provider</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>origin</td>
<td>1</td>
<td>20</td>
</tr>
<tr>
<td>url</td>
<td>10</td>
<td>50</td>
</tr>
<tr>
<td>total time series</td>
<td>2500</td>
<td>810 - 10^3</td>
</tr>
</tbody>
</table>

**Approximation of possible number of time series for one metric in minimal and real-life scenarios.**

one metric is then given by $v_1 \cdot v_2 \cdot \ldots \cdot v_l$, $i = 1 \ldots l$ where $l$ stands for the number of tags attached for a metric and $v_i$ is maximal number of distinct values possible for tag $i$. Let us analyse how many time series can be generated by an average metric and tags set. An approximation of minimal and real-life scenarios are given in Table I.

The real-life approximation was done using production data from one of the working average CDN systems. It assumes it is possible that accessing all URLs will be tracked with possibly all http response codes and hitting all possible nodes from each country. Since there might be some dependencies between the dimensions the real observed values may be smaller, however, the database must be prepared for the worst scenario which may appear for example during malfunction. Actually, anomalies are the most important from the analytical point of view. Therefore the system should be able to present data including all possible dimensions, and tag values ranges.

### C. Data Volumes

Another aspect of CDN monitoring is the estimation of data volumes which must be processed by the system in real-time. CDN traffic monitoring may be based on at least three information sources: CDN proprietary logs, Apache http logs and Syslog events. Due to the latest IETF standardization efforts \cite{12} and \cite{13} we may expect fourth information source of the logs from CDN interconnected systems. One request for content generates one line in the log entry (about 0.2 kB). One Smooth Streaming video generates up to 300 entries per 5 minutes (about 60 kB) 10k users watching 90 minutes smooth streaming video generates about 10GB of log data. In some cases log coalescing function may be used, however that techniques may reduce size of log by a factor of 10 in average. Another example is 100k users downloading a 1GB game with 5Mbps connection may generate up to 1GB of log data. These data need to be downloaded and analysed and cannot wait for batch processing at night or weekend days. CDN systems offering content worldwide may be equally loaded all the time in which case a monitoring system must collect and process data in real-time.

### III. Optimizations

It is a typical HBase performance design pattern to build clusters of at least 11 nodes. In more demanding environments

50 nodes is an average number. This approach would lead to building a monitoring infrastructure more expensive than the monitored CDN itself. Therefore the time series database must be deployed on a single node cluster with a pseudo-distributed configuration on one hand allowing for possible quick extensions in the future and generating sensible running costs on the other hand.
TABLE II
QUERYING AGGREGATING ALL TIME SERIES, DAYS: 1 . . . 4.
<table>
<thead>
<tr>
<th>queried days</th>
<th>proc. time</th>
<th>data points</th>
<th>periods</th>
<th>series</th>
<th>pts/sec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.9</td>
<td>2,255,293</td>
<td>288</td>
<td>7,726</td>
<td>767,342</td>
</tr>
<tr>
<td>2</td>
<td>13.2</td>
<td>9,497,624</td>
<td>576</td>
<td>16,488</td>
<td>719,516</td>
</tr>
<tr>
<td>3</td>
<td>28.5</td>
<td>17,137,873</td>
<td>864</td>
<td>19,835</td>
<td>601,328</td>
</tr>
<tr>
<td>4</td>
<td>38.1</td>
<td>25,099,032</td>
<td>1,152</td>
<td>21,787</td>
<td>658,767</td>
</tr>
</tbody>
</table>

TABLE III
QUERYING FILTERED TIME SERIES, DAYS: 1 . . . 16.
<table>
<thead>
<tr>
<th>queried days</th>
<th>proc. time</th>
<th>data points</th>
<th>periods</th>
<th>series</th>
<th>pts/sec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>793,907</td>
<td>288</td>
<td>7,726</td>
<td>132,317</td>
</tr>
<tr>
<td>2</td>
<td>8.4</td>
<td>1,295,810</td>
<td>576</td>
<td>2,249</td>
<td>154,263</td>
</tr>
<tr>
<td>3</td>
<td>14.1</td>
<td>2,284,509</td>
<td>864</td>
<td>2,644</td>
<td>162,021</td>
</tr>
<tr>
<td>4</td>
<td>20.6</td>
<td>3,250,740</td>
<td>1,152</td>
<td>2,821</td>
<td>157,802</td>
</tr>
<tr>
<td>16</td>
<td>108.9</td>
<td>12,479,745</td>
<td>4,608</td>
<td>2,708</td>
<td>114,598</td>
</tr>
</tbody>
</table>

should be kept in the system. In case of short time periods a user is interested in a detailed information, for the longer ones the details would not be visible anyway, therefore the coarse plots are just fine.

1) Downsampling Collectors: There are two possible ways to calculate the downsampled time series. The first one, the easiest, is to perform right down sampling during the data collection process. However, this would require to store aggregates for a long time according to the downsampling period (even one week or more). Keeping a collector’s state for a longer time may be dangerous in case of a server malfunction. In industrial prototype we propose solutions which are stateless, run frequently and returning results as quickly as possible. Therefore, we propose another way by implementing additional collectors which process data already stored in the database and send it back into another metrics after aggregation. The basic architecture of this solution is visible in Fig. 2 where the new collector is in grey colour. Obviously there should be one downsampling collector running for each downsampling time period. It is not working continuously but rather started every given time interval. For flexible querying it produces several metrics containing four different aggregations if sensible: minimum, maximum, sum and average of values for the sampled time period. Additionally to enable further average calculation it also counts a number of processed points and put the result into another metric called count. For some metrics (like Mbps) the summation downsampling does not make any sense and should be omitted.

2) Tags Grouping During Data Collection: During the prototype evaluation phase, we have observed that although a client could run queries containing any combination of tag values he is usually interested only in a subset of two or three tags. The queries concerned: geographical location; traffic per AS, http response code, origin server; and download speed. All time series need to be further divided per content providers. Therefore, instead of one metric with 9 tags, as it was described in II-B, we propose five metrics with six tags. In case of bandwidth metric (cdn.mbps) it could be:

- cdn.mbps-country with tags:
  node, group, cdn, provider, origin, country

Adding the vertical compaction optimization by aggregating time series during the data collection time has increased the log processing time for one CDN log covering data transfer for 5 minutes period from a single node by a factor of 3 from about 10 to 30 seconds. The log rotates every 5 minutes (300 seconds) so the time left can be used for processing log files even 10 times larger which will not be the case of a small or medium system.

The horizontal time compaction by the downsampling of the existing data and putting it back into the database as a new time series does not introduce any additional cost in an on-line log processing and does not need to be further studied here.

IV. RESULTS

Fig. 2. The basic architecture of a downsampling collector.

- cdn.mbps-group with tags:
  node, group, cdn, provider, origin, group

- cdn.mbps-network with tags:
  node, group, cdn, provider, origin, network

- cdn.mbps-speed with tags:
  node, group, cdn, provider, origin, speed-group

- cdn.mbps-httpcode with tags:
  node, group, cdn, provider, origin, httpcode

Obviously, a user cannot display for example http codes for given AS or country with the above metrics and tags. However, these detailed queries can be processed with the original unoptimized metrics since selecting many tags greatly reduces the number of queried time series. Furthermore the query gets sensible number of data points. The optimized metrics should be used for general queries aggregating many time series. This optimization is a kind of a pre-aggregation done for certain query types.

This vertical aggregation can be run as a post-processor alike in downsampling or during the data collection process. Due to the architecture presented in our previous publication [11] it is much simpler to build it as a MOLAP cube with a reduced number of dimensions.
TABLE IV
SPEED-UP FOR QUERIES ON OPTIMIZED TIME SERIES.

<table>
<thead>
<tr>
<th>days</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>speed-up total</td>
<td>3.2</td>
<td>11</td>
<td>17.8</td>
<td>16.5</td>
<td>12</td>
</tr>
<tr>
<td>speed-up filtered</td>
<td>12</td>
<td>12</td>
<td>11.75</td>
<td>15.8</td>
<td>13.4</td>
</tr>
</tbody>
</table>

The reduction of time series and tags describing one metric resulted in an outstanding improvement of the database querying performance (see Table IV and Figure 3). This effect was possible first by the reduction of Hbase tables lookups. When processing queries, OpenTSDB first looks for IDs of the time series in a meta table. The more time series and tags, the more expensive this initial query can be. Then, the second great speed up is achieved by reducing the complexity of the time series needed to be grouped and interpolated in order to get the final time series which answers the query.

The response times for the same queries, but working on remodelled time series, are around 15 times faster for the real-life monitoring platforms. For unoptimized system global query for more than 4 days could not be run due to out of memory error. The queries were run on time series without downsampling.

As the next step we plan to study the number of time series reduction allowing for arbitrary queries on an optimized series. This could be achieved by adding more metrics with reduced tag sets.

V. CONCLUSIONS

We presented the problem of a small and medium scale CDN monitoring system in a case of limited resources which does not allow for real Big Data storage cluster. The initial state could not be accepted by the industrial requirements since the short term queries were processed too slowly and longer term queries could not be evaluated at all. Adding more resources by inserting computational nodes or increasing size of memory was not possible due to budget constraints. A significant improvement was achieved by introducing optimizations of the time series stored in the system. All initial properties of the system including the real-time processing and a fine grained data store allowed for detailed queries.
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Abstract—One of the more important stages in the development of wireless networks was developing protocols, procedures and systems providing packet data transmission. Packet data transmission enables sending sets of measurement data and other information over long distances, and thus integrating with other available networks, for example the Internet. The aim of this article is to demonstrate the implementation of communication algorithms of the above networks as exemplified by communication with an automobile on-board network. The part of the article which deals specifically with the functionality of the discussed transmission types addresses the issues of remote control as exemplified by low-power executable devices.

I. INTRODUCTION

The first automotive microcontroller built by the Bosch company in 1979 was a 4-bit microprocessor microcontroller implemented in BMW 732 and BMW 633 Csi cars. Its function was solely to control ignition and fuel injection systems. From the time perspective it can be said that it was the first ECU system (Engine Control Unit) in the world –computer controlling and monitoring of engine operation.

Constant development of Information Technology (IT) and microprocessor evolution enabled further development of controlling and monitoring of automotive subsystems by introducing information buses. Fast and error-free data transmission to main controllers is possible thanks to digital communication buses installed in cars which on the basis of this information make further control decisions, e.g. correcting engine operation, ABS or EPS systems.). At present, the most popular bus used in the car industry is the Control Area Network (CAN). Its standard was made public in 1986 by Bosch and the first CAN controller (made by Intel) was made available in 1987.

The first implementation of the system took place in the mass-produced Model S of Mercedes-Benz.

Continuous efforts of designers to increase passenger safety and comfort have resulted in installation of several buses managing the work of on-board microcontrollers in modern cars, which control both operation and measurement systems. These buses create on-board information networks, such as LIN, K-Line, Flex-Ray or MOST (Fig.1).

Each of the aforementioned networks and buses controls different executable systems both while the vehicle is in motion and when it is stationary – for diagnostic purposes. (Fig.2)
packet data transmission. Figure 3 illustrates establishing connection between a MS (Mobile Station) and the Internet.

**Fig. 3 Packet data transmission over GPRS between a mobile station (MS) and the Internet [1a]**

The sequence of establishing a connection involves activating and connecting an MS to the GPRS network and then defining the MS’s PDP Context, including the assignment of an IP number. Then packets may be mutually exchanged, which enables the assignment of the sender’s and the receiver’s addresses to each connected user, both in the IP and the GPRS network. How the GSM/GPRS network operates is described in [3]. The model of remote controlling of a selected object over TCP/IP is shown in Fig.4.

**Fig. 4 Model of remote control over the TCP/IP protocol**

The end user (Client) controls the object via the GTP protocol (GPRS Tunneling Protocol) tunnelled by TCP/IP protocol. Data exchange between the controlled object and the Central Computer (Server) uses UART.

(Tunneling means establishing a connection between two different protocols by encapsulating one protocol in another. By means of tunneling a connection between distant hosts can be established, giving the impression of direct connection.)

III. AN EXAMPLE OF SELECTED OBJECT CONTROL

Figure 5 illustrates an example of object controlling over TCP/IP. This method of controlling was developed for purposes of laboratory teaching during lectures in Wireless Data Transmission Systems delivered by this paper's author to the Computer Science students.[5]

**Fig. 5 Diagram of a remotely controlled step motor**

Providing software for the above system involved the following stages:

- programming TCP/IP interface between a remote computer, the so-called Client Computer and the Central Control Computer - Server (initialized by the Client)
- designing and programming an interactive user interface, enabling the introduction of selected values of control parameters.
- developing programs in the microcontroller’s language for controlling a given object (i.e. the step motor).

The user’s (Client’s) interface is shown in Fig.6. The remote control program is run in two modes:

- **Client mode** and
- **Server mode**

**Fig. 6 User interface in the remote control system in Client mode**

Client runtime mode

There are two stages in this mode:

- establishing connection with the remote server by entering its IP number in the text field of the form (the top right corner of the interface) and choosing the option “Connect” from the system menu
handling the interactive form by means of which the user enters control parameters (keys 0-9, direction arrows, key ESC and Enter.)

The system was designed so that messages from the microcontroller 8051 could be displayed on the client’s desktop. These messages show both the state of the running control program and the parameters required for control purposes. They are displayed in the white field of the interface. (They also appear on the remote LCD of the microcontroller.)

Server runtime mode.

The Server’s aim is to handle communication between the Client and the microcontroller and concerns the transformation of the controller’s Assembler language to messages shown on the screen of the Client’s remote interface. Handling the Server requires defining the connection between the Server and the Client as well as the Server and the microcontroller.

Server - Controller DSM8051 communication

Communication between devices was set up to use the following control (counting from the Server). Transmission parameters were set to 1200 bauds (Theoretically - even for 57 600 bauds)

Microcontroller DSM8051

The DSM8051system [6] employs a Micromade 8-bit microcontroller . It is a programmable training controller equipped with both analogue and digital input/output ports, for connecting and handling peripheral devices.

The stepper motor controlling software, which controls the step motor in different ways, was developed on the basis of available systems. (about 10 various programs) (Fig.8). The software coded in microcontroller's assembler may be launched from the Client's remote desktop. User Interface for Client/Server mode was written in Microsoft Visual Studio 2010 Software.

Description of control program operation

There are three stages in the program:

- establishing connection between individual devices (Client, Server, Microcontroller)
- providing parameters to control the step motor from a remote control desktop
- carrying out the motor movement according to a preset set of characteristics.

Below there are examples of characteristics controlling the EDS 10 system.

System software has been presented as a UML diagram (use cases) below. (Fig. 9).
IV. CONCLUSIONS

The presented solution of remotely controlled communication with an executable system allows for:
- remote monitoring of an executable device — both continuous and on demand
- remote read-out of the system parameters — both continuous and on demand
- remote (e.g. cyclic) recording of measurement data in the microcontroller’s memory, from where the data can be read out at any moment (periodically or on operator’s demand).

Assuming that the server (Fig.5) symbolizes the on-board computer, there are many ways in which the described system can be used in a motor vehicle and they depend only on the designer’s creative imagination and automation systems (microcontroller’s) installed in the motor vehicle.

Connecting the Gateway (Fig.2), handling interbus communication to the on-board Computer (Server-Fig.5) instead of the executable device/EDS 10 enables the implementation of many telematic services in vehicles. Some of them are: BMW Assist or BMW Tracking ([3], [4]) and similar. Telematic BMW services are currently available in Austria, France, Germany, Great Britain and the United Arab Emirates.

Summing up, it should be stated that the main objective of the presented solution is long distance data transmission, which can be used in all fields of technology, e.g. telemetry, positioning or remote control.
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Abstract—This document describes how to use the Trusted Platform Module (TPM) in the method of secure transmission of data stored on the Flash RAM through insecure transport channel. In this method the sender of the file specifies the recipient and the recipient knows who is the sender of the file. The idea of a solution that uses symmetric and asymmetric encryption is described. The TPM is used to safely generate symmetric and asymmetric keys, and theirs the safe collection, storage and management in order to protect files during transfer. The way of organizing data in a cryptographic keystore for users authorized to use the system for the secure transmission of files stored in Flash RAM is described.

I. INTRODUCTION

In the era of widespread use of the Internet moving data from one location to another is a natural phenomenon. Data may be transferred with the use, for example, of HTTP protocol (files describing the presentation of websites in HTML) FTP protocol or others. Transferring a non-confidential data over the Internet is not born of trouble. The problem occurs when the transferred data are sensitive and can be made available only for selected recipients. Then securing the data transferred on the route between the sender and the recipient is necessary. For this purpose, in Internet TLS protocol (Transport Layer Security) at the application layer or IPSec protocol (Internet Protocol Security) at the network layer are commonly used. The applied solutions in this area use symmetric and asymmetric cryptography. In both approaches from the point of view of security, the most important task is authentication both sides communicating against each other. This can be achieved by using one of the following methods:

- password known for both sides (shared secret);
- manually exchange of public keys of both sides;
- using public key certificate (X.509).

Normally is used the last solution, which is the most comfortable, but requires the access to the Certification Authority.

Transfer data in the data processing systems of different classification levels is much more complicated problem [4]. In such systems, it is important not just who is the data recipient, but also whether the data recipient has adequate security clearance certification. Due to the legislation regarding of classified data processing very often it is not possible using a computer network to data transfer and building a mechanism for user authentication [12]. Then the transfer of sensitive data over insecure transport channels becomes a necessity. In such systems, the only way to safe data transfers is secured a removable media (i.e. Flash RAM or removable disk) connected to the system by USB interface [3].

This paper presents a solution to such preparation the data stored in Flash RAM so that storage medium can be used for secure transmission of the data [3]. In this solution a sender of the data (i.e., the creator of the protected media content) can be sure that the data will only be available for a designated recipient, and the recipient can be sure that the received data originates from the expected sender. The described mechanism uses both symmetric encryption algorithms and asymmetric. The presented solution uses a filter driver [1][5][6][9]. In this solution, it is assumed that in terms of operating system the data can be processed in two directions: from plain text form stored on your hard disk, to protected form on removable media (e.g. Flash RAM, hard drive) connected to the system via the USB bus and, conversely, from protected form on removable media to plain text form on the hard drive.

The process of securing exchange of data is transparent for the user except for moment at which the system will recognize new storage media Flash RAM connected to the station. Then, the user is forced to specify his preference of data encryption algorithms, origin of cryptographic keys and location of protected files. For this reason to implement the process securing data it is necessary using separate operating system modules (drivers) running on the system kernel mode [5][9][10]. Schematic diagram of developed solution is shown in Fig 1.

User have access to the described solution through the Control Applications (CApp). The basic elements of constructed system are cooperating with each other drivers: encryption driver [1][2][3] and driver supporting, which are compatible to the Windows Driver Model [5][9]. Both
elements work in operating system kernel mode and communicate with each other using the internal mechanisms of the operating system (in the figure these mechanisms are labeled as IRP (Input-Output Request Packet) [5][7][9][10]. The purpose of the encryption driver (EnD) is realization of the process of encryption / decryption data and determination a value of hash function for these data. The tasks of the Driver Supporting (DSu) are among other things, creation of signatures for protected data and intermediation in transmitting messages / commands between DSu and CApp. Both drivers cooperate with the Trusted Platform Module (TPM). The purpose of the TPM are a secure cryptographic key generation, storing them and sharing, and supporting cryptographic procedures. Management Console for Cryptographic Module (MCCM) is used to management of TPM and cryptographic keystore management. An important element of the system is a DLL library that provides the encryption functions.

II. THE PROCESS OF CREATING AND READING A PROTECTED FILE

In the process of creating a protected file on removable flash memory (that is creating an encrypted file and the signature of this file) and reading (decrypting) the file from the removable flash memory are necessary attributes of the user who created the protected file (this user will be called the sender) and user for whom the protected file was created (this user will be called the recipient). When a protected file is created the user logged into the system is the sender, and he specifies the file recipient using the CApp. When reading a protected file with using the CApp logged user plays the recipient role, a sender's attributes are read after successful decryption of signature of this file, using a private key of the logged on user. Permissible is a situation in which the logged user is simultaneously sender and the recipient of data.

The process of creating a protected file includes the step of encryption, and then creating a signature for that file. However during the process of reading a protected file in a first step the attributes needed for decrypting this file are obtained from the signature. In the second step the file is decrypted.

A. Creating a protected file

The process of writing the file, including file encryption and hash generation, is performed by the EnD. Operation of EnD has been presented in [1]. The diagram describing the process of writing the file is shown in Fig. 2. Dashed line in Fig. 2 indicates operations implemented by the EnD. During the process of file encryption is determined the value of the hash function to ensure the integrity of the file.

Determined value of the hash function, and the generated session key after completion of record are transferred to the DSu in order to generate a signature for the stored data. The process transferring the hash function value and the session key transferring is implemented using the system mechanisms marked in Fig. 2, as the IRP.

Fig. 1 Schematic diagram of securing data stored on removable media

Fig. 2 The process of writing data to removable flash memory
B. Determining the signature

For each of the protected file the signature is generated which containing the information needed to read of this file. Signature of the file contains the following fields:

SeK - random key to encrypt / decrypt the secure file;
HASH - value of hash function which is determined based on the content of protected file after encrypting this file;
H_ID - identifier of the algorithm used to generate the hash;
En_ID - identifier of the algorithm used to encrypting;
O_ID - identifier of the logged user (the sender) who initiated the operation of data write - this identifier is required to determine the public key of sender when the file is read;
TMS - time stamp of file creation - this value corresponds to the date of file creation.

The structure of signature is shown in Fig. 4, and process of signature creation proceeds according to the diagram is shown in Fig. 3.

![Fig. 3 The algorithm of signature generation for protected file](image)

C. Reading a protected file

The process of reading the file requires that the signature was read before and then decrypted. These activities are performed by the logged user (recipient of file) using CApp. The process starts with decrypting the signature file using the private key of the logged user, then reading time stamp and user identifier (O_ID) which assumed the role the sender creating a protected file. The time stamp protects the an encrypted file before moving it to another medium than that on which was originally written. Incompatibility of date and time stored in the time stamp and date and time, when the file was created, causes displaying the message and terminating the procedure of file reading. With compatibility of the parameters the next part of the signature is decrypted using the user public key which identifier (O_ID) has been read. The next steps of file decoding are schematically shown in Fig. 5.

![Fig. 4 The structure of signature secure file](image)

On the Fig. 5 operations performed by the EnD are marked using thick dashed line, and the operations performed by the DSu are marked using the thinner line (two dots dash).

During the read data the value of hash function (HASH_de) is determined. If the value HASH_de is different from the values obtained from the signature (HASH_sig) a message is displayed and the decrypted file, which was saved on hard disk, is being deleted [7].

![Fig. 5 The process of data reading from an external file](image)
III. THE CONCEPT OF USING TPM

Trusted Platform Module (TPM) is an implementation of a standard developed by the Trusted Computing Group [11]. This module is designed to support the cryptographic procedures and protocols that can be used for securing data [12]. Trusted Platform Module, software TrouSerSwin consistent with TSS¹ and OpenSSL² library is a full-featured encryption system that provides the following functions:

- generating an asymmetric key pair;
- secure storage of keys;
- generating an electronic signatures;
- encryption and decryption;
- implementation of an operation defined by the standard PKCS #11 cryptographic.

The TPM uses the mechanism of Root of Trust (RT) of secure data transmission in a computer system and is the basis to perform trusted cryptographic operations. This mechanism consists of the following components [8]:

- Root of Trust for Measurement (RTM) – uses Platform Configuration Registers (PCR) to record the state of a system;
- Root of Trust for Reporting (RTR) – uses PCR and RSA signatures to report the platform state to external parties in an unforgettable way;
- Root of Trust for Storage (RTS) – Uses PCR and RSA encryption to protect data and ensure that data can only be accessed if platform is in a known state.

The following algorithms are typically implemented in TPM: RSA, SHA-1, HMAC and AES³. In addition, each TPM chip stores a unique serial number and your RSA private key that is never available to read. TPM components are shown in Fig. 6.

The most important element of TPM is the cryptographic coprocessor. It performs the following actions:

- generating keys for asymmetric and symmetric cryptography using a Random Numbers Generator;
- encryption/decryption of data using the RSA algorithm;
- supporting of the integrity protection (SHA-1 Engine) and authentication (HMAC Engine).

The non-volatile memory of the module stores the asymmetric keys⁴: Endorsement Key (EK), Storage Root Key (SRK) and symmetric key NV_KEY. The EK key is usually generated during the production of the TPM and is used to decrypt the certificates for the other keys generated by the TPM. The SRK key is generated during the initialization of the TPM and is used as a master key to secure store of users’ keys. In the key store are stored a keys of users who can create protected files (file sender) and users who will be recipients of protected files. The RK key is used to import the public key of recipients protected files. The NV_KEY is designed to encrypt a data resource of users.

![TPM Component Architecture](image)

For secure storage of user data involved in the exchange of protected files, especially cryptographic keys for that users, in the system created two protected resources: cryptographic keystore and TPM users’ table.

A. Cryptographic keystore

The cryptographic keystore is designed to securely store, manage and share keys of all users involved in the exchange of protected files. These users include:

- local users who are on the station will be acted as the sender of uploaded files or recipient of received files;
- external users who are adequately recipient uploaded files and sender received files.

Keys for local users is generated by the TPM. The private key and public key of local users are stored in the cryptographic keystore. For each external user is kept only the public part of the key. The keys of external users are imported from other stations. Each key in the cryptographic keystore is identified by Universally Unique Identifier (UUID)⁵.

Cryptographic keystore has a hierarchical structure (Fig. 7). At the top of the hierarchy is placed Storage Root Key (SRK). That key is generated by the TPM during the initialization of the module and is always stored in the non-volatile memory of TPM. Public part of the SRK key is used to encrypt the keys present in the hierarchy below the SRK key. The SRK key is the predecessor of the following keys:

¹ TSS – Trusted Computing Group Software Stack – specification of the software that allows the implementation of applications based on the TPM. For Windows OS, it is a project “TrouSerSwin”, and in the case of Linux systems, it is possible to use the project “TrouSerS”.
² OpenSSL – OpenSource cross-platform library that contains the implementation of protocols and general-purpose cryptographic algorithms.
³ TPM uses a symmetric algorithm AES to protect the confidentiality of the session in which it participates following the recommendations of the TCG. However, symmetric encryption functions are not normally accessible outside the TPM.
⁴ The Endorsement Key (EK) and the Storage Root Key (SRK) are mandatory for TPM while the Roaming Key (RK) and NV_KEY are necessary for the implementation of security procedures for files on Flash RAM.
⁵ In the present solution as the UUID is used Globally Unique Identifier (GUID) of objects in Windows which is assigned to individual users.
Roaming Key (RK) - used in the procedure to import the public keys of external users;
Storage Key (SK) of local or external user - is used to encrypt the encryption keys used by individual users.

The safest place for storing cryptographic keys is non-volatile memory of the TPM, but due to the small size of the memory only the most important keys are stored there. Other keys are placed on your hard disk. The arrangement of keys is show in Fig. 7 to cryptographic keystore management is used the TrouSerSwin library with service TCSD\(^6\) which works according to recommendations of the Trusted Computing Group.

6 TCSD – software for management of TPM resources and support of local and remote requests. The software is part of TrouSerSwin software or TrouSerS software.

C. Cryptographic module

The cryptographic module is used to manage TPM users. This module consists of the following components:
- TPM;
- cryptographic keystore and a table of TPM users;
- TrouSerSwin library with service TCSD and OpenSSL library;
- Management Console for Cryptographic Module (MCCM).

Architecture of cryptographic module is shown in Fig. 8.

The management console can be operated in a cryptographic module configuration mode and in TPM user management mode. The following functions are available in cryptographic module configuration mode:
- login/logout – opening/closing session of the cryptographic module configuration (entering the password for the owner of the TPM is necessary to opening the session);
- reset TPM – cleaning of TPM, i.e. delete all data from the cryptographic keystore and from TPM users’ table;
- initiate TPM – creation of data structures for cryptographic keystore and for TPM users’ table, and in particular the following keys: SRK, RK and NV_KEY.

A screenshot of the management console in configuration mode is shown on Fig. 9.

The following functions are available in user management mode:
- Add user – add a local user;
- Remove user – remove the user together with his keys stored in the cryptographic keystore;
- Generate keys – generating the cryptographic keys for a local user;
- Remove keys – removal of previously generated cryptographic keys for the user;
- Initiate import – preparation of removable media to import external users data;
- Import users – import external users data;
- Export users – save the data of local user on previously prepared USB stick to transfer the data to another station.

A screenshot of the management console in user management mode is shown on Fig. 10.

The "Add user" is designed to select from among the users defined in the system users who will be able to transfer protected files. For each selected user the GUID is generated. Data for these users are placed in TPM users’ table.

The "Generate keys" is designed to generate the SK key and Legacy Key for local TPM user and put the keys in the keystore.

D. Export / import of user data

The procedure for preparing a protected file requires public key of the external user (file recipient). The source from which the keys are obtained, are stations where target user is a local user. The procedure for transfer of selected data about the local users of station ST2 to station ST1 includes the following activities (Fig. 11):

- transfer the public part of the RK key of ST1 station (e.g. via Flash RAM) - preparing a Flash RAM using the action "initiate import";
- preparing of a protected file that contains data about the local users of station ST2 using the action "Export users";
- providing the file and signature to the station ST1;
- decrypt user data, adding these data users (as an external users) to TPM users’ table, and keys of that users to the keystore using the action "Import users".

Transferred protected file contains data of only selected local users of station ST2. The data of each user include:
- display name of user;
- Globally Unique Identifier of User – USER_GUID;
- identifier of the user Legacy Key - USER_LEG_GUID;
- public part of the user Legacy Key.

The file containing the user data is encrypted using a symmetric key generated at the station ST2. For that file is prepared other file (signature) containing symmetric key used to encrypt that file and value of SHA1 hash function for that file. The file (signature) is encrypted using the previously supplied public part of the key RK ST1 station.

At the station ST1 the received file containing signature is decrypted using the private key RK of the station ST1. In the next step the integrity of the file is checked up, then the file is decrypted using the symmetric key contained in the signature file.

The new records are created in TPM users’ table basing on contents of received file. For each new external user in cryptographic keystore creates a hierarchy of keys containing the key SK and Legacy Key. The key SK is generated and will be identified by the sent user identifier USER_GUID. Lower in the hierarchy will be placed sent the Legacy Key.
The process of creating protected file requires first of all connection one or two (depending on where the file with the signature will be stored) removable Flash RAM memories to a computer through USB interface. The devices are automatically detected by EnD, which transmits information about them via the DSu to CApp.

Logged user (file sender) configures the parameters of the process of creating a protected file using CApp. These parameters are as the following:
- location of public key data recipient file ("Location of Public Key" field) – TPM is default (see Fig. 12), but it is possible provide the recipient public key from a disk (see Fig. 13);
- identifier for user (receiver) encrypted data ("Data Recipient" field) – one of the users whose keys are stored in the assets managed by the TPM;
- drive in which will be stored the protected file ("Data Drive" field);
- drive and path to the directory in which will be stored the file with the signature ("Signature Drive" field);
- identifier for the algorithm used to encrypt ("The encryption algorithm" field);
- identifier for the algorithm used to generate hash value for the protected file ("The Hash function algorithm" field).

The process of creating a file with the signature is started after the encryption process is finished and is, just as the encryption process, invisible to the user. When next file for the same recipient is being encrypted it does not need to change the configuration data unless the other parameters (that is the identifier of encryption algorithm or identifier of algorithm generating of hash value) will be changed. Always for the next file a new session key will be automatically generated.

The process of reading protected file requires connection to a computer through USB interface one or two (depending on where is stored the file with the signature) removable Flash RAM memories. The devices are automatically detected by EnD, which transmit information about them via the DSu to CApp. The logged user (recipient of the data) using CApp has to specify the drive on which is stored encrypted file and indicate the file with the signature corresponding to the encrypted file. He accomplishes this by selecting (see the Fig. 14):
- drive on which is stored the protected file ("Data Drive" field);
- drive and path to the directory on which is stored the file with the signature ("Signature Drive" field).

Other parameters required to decrypt the file are determined based on the signature. After initializing by the logged user the process of copying a file EnD sends to the DSu the name of the copied file and pauses the copy process to the moment when receives data required to decrypt the file (that is the identifier of encryption algorithm, session key and identifier of algorithm generating of hash value). Based on submitted by the EnD the name of encrypted file, DSu identifies a file containing the signature and performs
the process of signature decryption and reading the configuration data. Then performs the verification process read out TMS with the date and time of the creation of an encrypted file. In the case of inequality of these values message is displayed and the file reading process is interrupted. In the case of equality of those values other configuration data read from the signature are passed to \textit{End}, which resumes the process of decryption. During the process of decrypting the file the \textit{End} determines the value of a hash function for that file. After completion the process of copy \textit{End} transmit to \textit{DSu} determined value of the hash function for verification. If the designated hash value is not equal to the value read from the signature a message is displayed and the \textit{DSu} deletes the file which has just been decrypted.

\section*{II. Conclusion}

This paper presents a method for securing data on removable Flash RAM used to transfer sensitive data over insecure channels of transmission, such as a courier, traditional mail system and so on.

The developed method ensures the integrity and confidentiality of protected file. File sender (i.e., the creator of the protected content) is to ensure that the data will be available only to the specified recipient. The recipient can be sure that the resulting data are derived from the appropriate sender. Protecting the original file consists in preparing two files. The first one contains the encrypted contents of the original file (symmetric algorithm is here used). The second file is the signature for the encrypted file and contains the encryption key and the hash function value for encrypted file. The second file is encrypted using asymmetric cryptography. This approach ensures the safe transfer of the encryption key between stakeholders.

Both parties involved in transferring such protected data are forced to safely generate asymmetric keys and the safe theirs collection, storage and management. Particularly important is the proper procedure to generate symmetric key. For this purpose, the TPM has been used. This module supports (by using the hardware) many activities related to securing data on removable media and provides secure management of cryptographic keys.

From the safety point of view the most sensitive point of presented system for protecting the files transferred using removable Flash RAM is the procedure for export / import keys of external users. Particularly sensitive operation is "manual" transfer of a public key of station to which the data of users should be imported. The presented method is intended for use in an environment where it is not possible to use a computer network for data transfer. Such restrictions may apply in case of data transferring between systems, which belong to different security domains (i.e. with different levels of classification)[2][4][12]. For this reason, it is not possible to use public key infrastructure (PKI) and Certificate Authority (CA). On the other hand organizational requirements for how to process data in such systems and how to use the removable media give a guarantee for safe transfer of the public key by the described procedure of export/import data. It should be noted that in cases where there are no obstacles to the use of computer networks in the presented procedure of export / import data is possible to use PKI and CA.
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Abstract—The aim of this paper is to present a prototype LocNet API programming interface for indoor positioning systems and a prototype LocFusion API interface enabling joint use of terminal positioning data from mobile operator's GMLC and the LocNet API. The use of data from complementary information sources can improve the accuracy of user terminal positioning in large buildings, where coverage of satellite systems is weak.
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I. INTRODUCTION

The ability to determine the geographical position of a wireless terminal allows telecom operators to implement new Location Based Services (LBS) [1], [2], [3], [4]. Mobile operators can provide their subscribers with a variety of information related to their actual geographic location, e.g. the nearby points of interest such as ATMs, hotels, restaurants, gas stations, traffic information, etc.

Terminal localization techniques used in contemporary mobile communications networks vary in accuracy offered, implementation complexity and cost. The simplest positioning methods, such as Cell-ID or received signal strength (RSS) based, are usually easy to implement in existing networks and do not require any modifications to the user terminals. The accuracy offered by these methods strongly depends on the size of the cells as well as on radio wave propagation conditions. In typical scenarios, the positioning accuracy varies from a few hundreds to tens of meters. Much better positioning accuracy may be achieved with the use of satellite positioning systems, such as the popular GPS. Satellite systems allow to determine user location with an accuracy of up to a few meters. However, the use of satellite receivers for accurate positioning of mobile terminals in indoor environment or in densely built up city centers is difficult or impossible. Thus, due to the weak coverage, satellite systems are not useful in areas with a large concentration of users (i.e. where such services are needed) [5]. These limitations of contemporary positioning systems contribute to the search for alternative high accuracy and availability methods suitable for complex environments.

One of the possibilities to increase accuracy of positioning in indoor areas is to use dedicated local positioning systems [6] along with contemporary Gateway Mobile Location Centre (GMLC) service. An attempt to integrate local indoor positioning systems with UMTS network architecture was described in [7]. The authors proposed integration of local indoor positioning networks (Assistant Location Networks) directly into core network.

In this paper we present a prototype LocFusion API. This programming interface allows joint use of information obtained from the GMLC of the network operator and from an indoor positioning system. In the prototype implementation, the access to the GMLC data is provided by Orange Labs Poland with the use of TerminalLocation API Telco 2.0 interface [8]. The information from local positioning systems is available through the proposed LocNet API interface.

The remainder of this article is organized as follows:

• Section II presents the basic concept and principles of operation of LocNet API prototype. LocNet API allows to access the results returned by local indoor positioning systems extending the range of satellite based localization services.

• The architecture, the operation, and the implementation of LocFusion API prototype are described in section III. LocFusion API allows joint use of location information from the operator’s GMLC and the LocNet API.

• Section IV provides possible usage scenarios for LocFusion API.

• Section V summarizes the paper.

II. LOCNET API

LocNet API is a universal programming interface used to communicate with compatible local indoor positioning systems. The interface retrieves the coordinates (x, y, z) describing the user’s location inside the building along with supplementary position related information, e.g. description of the zone of the building, floor number etc. The interface specifies only communication protocol and does not impose implementation of any particular positioning methods and algorithms. Thus, the LocNet API can be used with many different classes of positioning systems.

The prototype implementations of LocNet API described in the paper were tested with two different positioning systems: LocNet indoor positioning and tracking system developed and maintained by Lodz University of Technology [9], [10], and LocNet-PW terminal positioning system developed by Warsaw...
University of Technology and Orange Labs Poland. Both systems used throughout the tests employ GSM and/or Wi-Fi received signal strength (RSS) measurements [11] to estimate the actual position of the terminal [12]. However, the two systems employ various classes of positioning algorithms and are implemented with the use of different server technologies.

To enable interaction between local positioning servers and LocNet API, the servers should be capable to accept LocNet API compatible requests and return positioning results in LocNet API compatible data format.

LocNet API application server is responsible for registration and management of local positioning servers providing terminal location information. This is achieved with the use of a database storing information on LocNet locations (i.e., sites where local positioning systems are available) and corresponding configuration parameters.

LocNet API application servers also triggers GSM/Wi-Fi RSS measurements required to estimate actual terminal position. To achieve that, the server communicates with user terminals. To support the RSS measurements, a dedicated LocNet Android application was developed. The application designed for Android based mobile devices performs GSM/UMTS/Wi-Fi signal strength measurements and passes the results back to the server. After successful initialization, LocNet Android application runs in the background. The application can be activated with the use of SMS message sent by LocNet API. After activation, the application starts the measurement procedure and sends the results back to the LocNet API. RSS measurement results are sent in JSON format.

### III. LOCFSION API

The main goal of the LocFusion API interface is to allow joint use of terminal location data from different, complementary sources [13]. LocFusion API permits co-operation with local indoor positioning systems through LocNet API and with the GSM/UMTS network Gateway Mobile Location Centre (GMLC) via RESTful API exposed by PLMN operator. The possibility of common use of the location information from different sources makes it possible to determine more accurate information on the probable location of the user terminal.

LocFusion API enables to determine the user’s location information in one of the two modes. Basic operation mode involves determining the user’s location based on the results of the received signal strength measurements collected at a single point of the building. The other mode involves the possibility of determining the position of the terminal based on a sequence of signal strength measurements collected along the path describing the movement of the user [14].

LocFusion API interface makes it possible to easily incorporate additional sources of positioning information, such as RFID, dedicated WLAN systems using other communication protocols (ZigBee, 6LoWPAN), inertial sensors, etc.

#### A. API Architecture

The system is composed of three main modules: local positioning networks coupled with local positioning server, dedicated application server that manages all local positioning networks and exposes their features via web-based API, and main application server that manages all of the elements and communicates with the user. A database of sites where wireless local positioning networks are deployed is managed and supervised by LocNet API application server. The server also provides indoor positioning data for the API. An important part of the prototype system is Telco 2.0 Web Gateway that is used to incorporate external GMLC into the system. The architecture of the proposed solution is presented in Fig. 1.

Main application server is also responsible for managing security policy of the LocFusion system, especially for user authorization and maintaining legal affairs of estimating user’s position in PLMN.

#### B. Software Architecture

LocFusion API has a modular software architecture. Every module can be developed separately and independently of each other until interfaces interoperability is kept. Moreover, at functional level LocFusion software is layer-organized as shown in Fig. 2.

Modular software architecture permits to expose certain positioning modes over the northbound interface. For prototype implementation three different API modes have been
implemented:

1) Single position estimation:
   - With remote call address (callback) – in this mode request identifier is returned immediately while entire terminal position is passed to provided callback address as soon as it is available.
   - At single HTTP transaction – in this mode HTTP response is sent to the user directly with estimated position. Server response contains only position estimator, request identifier is not passed to the end-user.

2) Multiple position estimation:
   - With remote call address (callback) – in this mode request identifier is returned immediately while entire terminal position is passed to provided callback address as soon as it is available. Terminal position is estimated periodically, the period between each two estimations is provided within request along with the total number of position estimations.

In each mode at least two parameters have to be provided in order to perform user positioning: valid authorization key (API-key) and phone number. Each API-key is then verified in Security Policy Module against phone number to verify whether positioning permission has been granted by the user. In particular, terminal can be localized only if user granted permission for MSISDN to be localized.

C. LocFusion Query Processing And Aggregation Algorithm

In many positioning system applications developers and designers focus on accurate positioning in means of estimating absolute geographical location of the end user. This approach is the most convenient way to mark position in outdoor scenarios, hence it is easy to integrate with GIS systems.

On the other hand, indoor positioning does not rely on absolute location identifiers since in-building descriptors (e.g. “office room 312” or “conference room”) can be more convenient to utilize. Moreover, when 3D positioning is considered accurate and reliable altitude identification is necessary. When considering outdoor positioning absolute altitude above the sea level is the most popular. For indoor positioning the most applicable altitude identification could be floor index.
Therefore, possible use scenarios include but are not limited to monitoring and navigating the elderly or disabled people indoor, services allowing parents to localize their child, monitoring the trace of the employees (e.g. couriers or security guards).

The ability to determine reliable user position inside building makes it possible to aid elderly or visually impaired people in navigating inside public buildings like offices, hospitals or shopping centers. In this case LocFusion API might serve as reliable and accurate network-based user location source. Moreover provided context-related information might be used directly to inform users on their current location.

There are already developed applications that use positioning capabilities of the mobile network (offered by GMLC) to help parents in finding their child. These services offer rough location estimation and thus do not make possible to find a child for example inside big shopping center. In this case LocFusion API might provide both: rough location outside building (as accurate as the one offered by GMLC) and accurate context-related position inside the building. It is worth to mention that returned results include description of the building area (like “left wing corridor”, “3rd floor”) which makes them easy to use in finding people indoor.

LocFusion API makes it possible to send periodic position updates to the remote service and thus allows to implement a variety of tracking and monitoring LBS directly on the basis of the API. Possible use of the API includes monitoring and tracking of the employees that should follow a desired trace like couriers, security guards etc. It is also possible to use LocFusion API for Machine-To-Machine (M2M) applications, mainly for tracking of important and precious equipment (machines, electronic devices etc.) coupled with GSM module.

V. Summary

This article presented the prototype Application Programming interfaces that allows joint use of the dedicated indoor positioning system and GMLC in order to improve accuracy and usability of the location information. Modular system architecture and detailed description of the key components has been provided as well as detailed summary of developed query processing algorithms. The article also provides description of the possible use of LocFusion API.

Future works on the API includes evaluation of API performance in both computing and network usage aspects. It is also planned to undertake experiments to analyze positioning error when LocFusion API is used for tracking services.
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Abstract—The paper presents a set of mobile applications aiding the visually impaired in using the public transport. A user equipped with a modern smartphone with mobile data transmission and positioning capabilities can access location related context information. Keeping up the connection with dedicated system servers gives the user access to additional services, e.g. enables the use of passenger information system and provides access to services facilitating the navigation in urban areas. The paper describes an overall architecture of the system for guidance and public transport assistance of the visually impaired. Then, the details of the applications developed for Android based smartphones are presented. The applications are mainly focused on aiding in urban navigation and provide various ways of accessing data from public transport passenger information system.
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I. INTRODUCTION

According to the World Health Organization there were more than 285 million visually impaired living in the world in 2012 [1]. Even moderate vision impairment may strongly affect their everyday activities and often leads to social exclusion. Inability to sense the surrounding environment, poor orientation and navigation capabilities, difficulties in accessing textual information in a limited mobility of the blind and the visually impaired [2]. Travelling becomes especially challenging in urban areas. Lack of good spatial orientation makes difficult to find a safe path among obstacles, and to locate and identify points of interest (POI) like bus stops or pedestrian crossings. Inability to access textual information like street name, public transport timetables, numbers of vehicles gives rise to additional difficulties. Recently, a number of electronic travel aids (ETA) addressing the needs of the visually impaired have been developed. The devices are used to overcome difficulties associated with everyday activities, i.e. problems with spatial and geographical orientation, navigation, accessing visual information. Electronic systems aid the visually impaired in mobility and in accessing various public services. One of the applications of the electronic aids is to facilitate access to public transport services. Precise information on user location can be used to retrieve position related data from public transport passenger information systems, e.g. bus or tram arrival times, information on routes, temporary changes to the timetables, etc. A number of electronic systems aiding the visually impaired in urban travelling involve various beaconing techniques to identify landmarks like bus or tram stops, entrances to public buildings, etc. [3][4][5][6][7]. Transmitters installed in the landmarks send signals uniquely identifying the place. System information can then be decoded with the use of a dedicated handheld receiver and presented to the user as voice messages. Another approach to guidance of the blind involves the use of dedicated user terminals equipped with GPS receiver, GSM transceiver and inertial sensors [8][9]. With the growth of popularity of advanced mobile phone terminals, more and more smartphone applications aiding the visually impaired in navigation and travelling appear on the market [10][11][12]. Some of them, like OnTheBus project [10], address also the problem of public transport accessibility. Significant number of various ETAs have been developed so far trying to solve different mobility difficulties. However, many of the assistive devices and applications address only selected aspects of the mobility problems, and hence have not gained wider acceptance of their target group of users so far. Therefore, there is still a pursuing need to develop complex solutions aiding the visually impaired in mobility as well as aiding other groups of users in travelling in urban environment.

II. SYSTEM FOR GUIDANCE AND PUBLIC TRANSPORT ASSISTANCE

The architecture of the proposed system for guidance and public transport assistance of visually impaired is shown in Fig. 1. The system consists of several subsystems: a mobile user terminal, a network of radio beacons, and application servers. The mobile user terminal can either be a dedicated electronic device or an Android based smartphone. Dedicated terminals, equipped with GSM/UMTS transceivers, GPS receivers, inertial sensors and a camera are used to obtain precise user location information, to provide communication channel to remote assistant of the user, and to present voice messages to the user. The Android smartphone based version of the terminal in general plays the same role, however, its functionality can be easily modified by installing additional applications. In the next section of the article we present a...
set of mobile phone applications aiding in urban navigation and public transport accessibility. The network of low power and low range radio transmitters is used to provide precise information on actual location of the user and to facilitate access to position related data, e.g. a timetable of vehicles arriving at the bus or tram stop [13]. The servers of the system store public transport passenger information data and points of interest databases, as well as expose services enabling communications between all of the system components.

A. Passenger Information System

Currently a lot of cities operate real-time public transport management systems (PTMS). Such systems help transport company to increase the efficiency of running vehicles, reduce travel times and/or improve the punctuality, especially when PTMS is integrated with traffic lights management system. Very often PTMSs include passenger information subsystem (PIS) providing information about estimated arrivals and/or departure times as well as travel times. Usually such data are displayed on dedicated signs located within bus stops. However such approach is very useful for almost all passengers it is completely useless for blind and semi blind people for obvious reasons. Similar system is operated in Lodz, Poland by municipal transportation company MPK. Lodz is mid-size city in central Poland of the area 300 km\(^2\) with more than 700000 inhabitants. MPK operates about 200 trams and 400 buses serving almost 100 routes. Trams and buses fleet is managed by RAPID system delivered by Sigtec, Australia integrated with adaptive traffic system SCATS developed by Road and Maritime Services in Sydney. Currently RAPID controls 14 passenger information signs located on tram stops, in 2013 next 16 signs will be added. Vehicle localization in MPK system is made by on-board GPS receivers. Vehicles send data to the server in 20 seconds intervals. Position messages are also sent when the vehicle enters or exits stops and intersections. This allows the server to estimate travel times and send predicted departure times to stop signs. In case of traffic problems passengers can also see appropriate messages. Unfortunately blind people due to the nature of their disabilities cannot be informed about, vehicles approaching or awaiting at the stops, vehicle delays and temporary changes in route paths introduced in response to serious traffic problems. Visually impaired people may also found problems with stops localization, especially when they do not know city topology or stops were moved to temporary locations due to street construction works. Blind aid system designed in Institute of Electronics is connected with MPK system through VPN tunnel and receives in real time all major information: current timetables, route paths, vehicles allocations, trips cancellations, detours, run-ins and run-outs. The system also incorporates radio tags placed on stops, points of interests as well as vehicles. There are running two services for travel aiding: trip planner and trip assistant. The aim of the trip planner is to find optimal from blind people point of view route from point A to point B. Trip planner optimizes travel time as well as walking distance necessary to reach the destination. Starting and ending trip points may be described as geographic coordinates and/or points of interest including public transport stops. Travel start time interval must also be described. For guided people convenience trip planner allows for maximum one vehicle exchange. Vehicle kind (tram, bus or both) may also be specified. Regardless the form of describing start and end points of the travel trip planner locates up to 10 nearest stops. Even if direct trips were found the system also searches for trips with one exchange. This allows to find several trips serviced with different routes and select the best one for the guided person. In the case where no trips were found system increases default values for the maximum distance between change stops and searches for start and end stops within greater radius. As a result following data for each trip are obtained: trip identifier, route number, direction, vehicle identifier and type (tram or bus), estimated arrive times for first and last stops, distance between starting point and start stop and the distance between ending point and end stop.

Arrive times are calculated by averaging travel times between consecutive stops for given route, type of the day and time of the day. As the type of the day working days, Saturdays and holidays are distinguished. The whole day is divided for 2 hours intervals, so separate calculations are performed for peak and off-peak hours. Trip assistant starts working when the passenger begins journey approaching starting stop. Awaiting passenger may be informed about estimated arrive time of the desired vehicle. Next, when passenger entered the vehicle, he/she may be informed about remaining stops to the destination or the exchange stop as well as about remaining time of the travel.

III. MOBILE APPLICATIONS FOR THE VISUALLY IMPAIRED

To present the information from the public transport Passenger Information System to the users, a set of mobile phone applications was developed. POI Explorer and Public...
Transport Explorer applications dedicated for Android based smartphones are used to aid the visually impaired users in urban navigation and travelling. Two other applications use NFC and USSD technologies to access the data. The NFC application can be used with any NFC enabled device. Taking into account low market penetration of NFC capable phones, also USSD messaging was implemented as an option available to almost all the range of mobile phones.

A. Smartphone Based Urban Navigation iij POI Explorer and Public Transport Explorer

Blind users usually use iOS or Android based mobile phones. The reason for that is that both the systems have built-in text to speech modules: Voice Over [14] and TalkBack for iOS and Android respectively. Availability of such system modules allows developers to create their own applications using standard GUI elements which can be easily presented to the visually impaired users. Most of smartphones are equipped with touch screens and have gesture-based screen readers, for example a single tap causes a button’s description to be read, requiring a double tap to activate the button’s original function. Such an interaction with a smartphone requires the use of both hands and may be especially uncomfortable for blind users who are at the same time using a white cane. That is why we proposed a dedicated electronic device, equipped with Bluetooth module and keyboard which can be used to control selected functions of mobile applications [15]. Moreover, it can be used to read data from a network of radio beacons indicating various points of interest [13], and to pass this information to the phone. Depending on the beacon type, application can present the user information on entering some area, on vehicles approaching a stop, etc. We developed two applications POI Explorer [16] and Public Transport Explorer aiding the visually impaired in travelling with public transport. They are dedicated for the most popular mobile platform: Android. First one uses points of interests to the navigation purposes. They are stored on remote MySQL/PHP server, which allows to keep the database update. Moreover, such a solution allows to provide a universal API for other platforms. To exchange the data between the server and mobile phones XML language was used. Users can also add additional personalized information to the points (text notes, voice records) to enrich the database. POIs are organized into categories and subcategories, which allows to find necessary information easily. After logging in it is possible to add user’s private data (paths or points of interests).

Users are navigated along the predefined paths or to the selected point (e.g. selected bus stop) using distance and direction information. Because the electronic device is equipped with an electronic compass, mobile phone can be kept in a pocket and the user can use the device for the orientation purposes. Keyboard allows to select application functions. Text to speech module is used to read messages. Additional feedback is provided by the vibration engine. POI Explorer can be also used without the device, in this case TalkBack screen reader is used for sonification of messages. The POI database can be managed using web application. Such solution is dedicated for sighted persons (for example someone from visually impaired person family) and allows to plan path or to manage private POIs.

Public Transport Explorer application uses data served by passenger information system. Users can get timetables, current position of the selected vehicle, they can also plan their travel. As the passenger information system relies on actual GPS based positions of the public transport vehicles, the data presented to the user are up-to-date. It especially important if the user is inside the vehicle, where GPS signal can be very weak. This feature is also of a great value when the stops are moved to new, temporary locations, or when the routes or timetables of public transport vehicles temporarily change. As can be noticed, the graphical user interfaces of POI Explorer and Public Transport Explorer use large, high contrast characters aiding users with moderate visual impairment. System requirements of our applications allow to run them on low cost devices. Both applications have been consulted with the blind users from the Polish Association of the Blind.

B. NFC Enabled Passenger Information System Access

Near Field Communication (NFC) is designed to allow short-distance data exchange. It supports data exchange in two modes: passive mode, where only one device generates electromagnetic field (carrier) while the other device only modulates it. Moreover, modulating device might use power from electromagnetic field generated by another one, thus making one of the devices a transponder. The other mode is an active mode, where both devices generate EM fields alternately. Developed NFC enabled Passenger Information System makes use of the passive NFC tags. The tags are placed close to timetable boards at the bus or tram stops. Every tag stores a code that uniquely identifies a stop and redirects the user to a dynamically generated web page presenting the most up-to-date information on the bus or tram arrival times. The advantage of the electronic timetable is the use of real time data from passenger information system, therefore the web
hardly accessible to the visually impaired. Poor spatial orientation and inability to access textual information makes difficult to locate and identify bus or tram stops and to read public transport timetables or numbers of vehicles arriving at the stops. The system described in the paper is a part of a solution aiming at assisting the visually impaired in travelling with public transport. The passenger information system provides actual data on routes and timetables of the vehicles while proposed mobile applications makes that information accessible to the users equipped only with ordinary mobile phones.
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Abstract—The paper is devoted to consideration of an innovative access network dedicated to B2B (Business To Business) applications. We present a network design based on passive optical LAN architecture utilizing proven GPON technology. The major advantage of the solution is an introduction of SDN paradigm to PON networking. Thanks to such approach network configuration can be easily adapted to business customers’ demands and needs that can change dynamically. The proposed solution provides a high level of service flexibility and supports sophisticated methods allowing user traffic forwarding in effective way within the considered architecture.

I. INTRODUCTION

In recent years Internet traffic is skyrocketing (traffic growth is exponential) as users are consuming more and more Internet services (e.g. video or cloud based solutions). The problem is often highlighted by telecommunications providers but high growth is also observed by organizations like enterprises, universities, governmental entities. Thus many institutions have to adapt and bolster their traditional IT and network infrastructure in order to handle that phenomenon.

In this chapter the overview of legacy campus networks, typically used by institutions, is given. Also LAN (and WAN access) solutions provided to business customers are described.

A. Office networks overview

Nowadays access to Internet is prevalent among companies. Moreover many enterprises have own intranet. In order to provide connectivity to different devices likes PC, laptops or tablets in-building network infrastructure is needed. It can be composed of a single modem/router but also tens of devices and substantial amount of transmission media (optical fibers, twisted pair cables etc.). In case of big organizations all those components form a campus network–computer network interconnecting LANs (Local Area Networks) within a limited geographical area. The infrastructure is usually owned by campus owner / tenant e.g. enterprise, university, hospital.

Early LANs were large flat networks with peer to peer Layer 2 (L2) communication based on Ethernet [4]. It was a simple approach but with network growth ultimately led to disruptions (e.g. due to broadcast storms). Over the time Layer 3 (L3) has been introduced dividing campus network into smaller segments (allowing avoiding such problems). Additionally numbers of different solutions like VLANs (Virtual LANs [5]), RSTP (Rapid Spanning Tree Protocol [6]) or IP subnets have been developed making campus networks easier to maintain and manage.

Also the topology evolved towards more hierarchical and structured design. 4-tier network architecture (see Fig. 1) has become common ([8], [10]). In that approach access layer provides connectivity to end devices with copper twisted pairs (usually UTP CAT. 5 – Unshielded Twisted Pair Category 5, nowadays CAT. 6 cables are gaining popularity). Fast Ethernet or Gigabit Ethernet (100BASE-TX or 1000BASE-T [4]) are typically used. Access layer contains multiple L2 switches. They are located nearby users, e.g. in communication closets on each floor of the building. At the next level additional switches aggregate traffic for each building (concentrating multiple access layer switches) Interconnection between access layer switches and building aggregation switches can be provided with copper cables, or with fibers. Building aggregation switches are connected to...
campus aggregation and distribution switches which then connect to router (being a gateway to external networks). As a transmission medium for interconnecting building aggregation with campus aggregation segments fiber optic cables are often used due to higher bandwidth requirements (i.e. 10 GbE interfaces) and distance.

Tiered network design gives flexibility in terms of supporting numerous functions and end devices (for example growth of client population can be accommodated by adding access layer switches, but that approach is costly). The logical division for different layers does not need to be done with physical tiers; access and aggregation can be provided on the same equipment. It can be especially useful in case of smaller campus simplifying management of reduced number of devices [9].

Important to note is fact that legacy Ethernet-based campus networks have significant drawbacks. Maximum length of copper Ethernet cables is limited to 100 meters. In fact 4-tier topology with switches on each floor is an answer to that limitation. Ethernet LAN requires a cable connection to every single user port. This means significant number of access layer switches and wires (copper cables) and at the end results in high costs. High-frequency signals (used for Fast and Gigabit Ethernet) require more sophisticated copper cable constructions which are physically larger than for lower frequencies (necessary to avoid signal disturbances). In consequence the space required for racks, communication closets is large. Crucial amount of heat is produced, power consumption is high. Management of high number of active devices is not easy.

For those reasons legacy Ethernet LAN is not always the best answer for campus network requirements. That is why an important issue is to find a more effective approach for office networks infrastructure.

B. Scenarios for B2B services

B2B (Business to Business) telecommunications services’ landscape is diverse. It includes services like Internet access, POTS (Plain Old Telephony Service), VoIP (Voice over IP), dedicated links, VPN (Virtual Private Network), etc. One can distinguish large (Enterprise), medium (SME – Small and Medium Enterprises) and small (SOHO – Small Office Home Office) market segments. However service overlapping (the same services) is possible, but often there are special offers for different segments.

Services’ requirements largely depend on type of customer. Big entity owning campus network (and considerable number of network equipment) has other needs than company with small branches scattered around the country (and with lack of its own interconnection) and than small company located in single office building.

For entity with campus network usually telecommunications operator provides its services to location where campus edge router is placed, further propagation is the responsibility of the entity itself (compare Fig. 1). In the second case (several branches) it is important to provide interconnection among branches.

For office building, in which many companies are located, there are two most common infrastructure scenarios (see Fig. 2). First one is based on existing copper CAT. 3 cables which reach customers’ desk / office and can be reused by telcos. Modem or router is the termination point of the services (Fig. 2 Scenario A).

In the second scenario office building has infrastructure based on active Ethernet LAN with copper cables CAT. 5 (Fig. 2 Scenario B). Telecommunications operators need to provide its interconnecting cables up to building’s technology room. Separation of services / between different operators can be provided on logical level e.g. by means of VLANs.

For both scenarios the only responsibility of telco is to somehow access business customers. Herein, one could think of a new role for operators targeting office buildings environment: what added values are possible to be identified
if telcos take the responsibility of building and administrating the entire in-building office network?

II. OPTICAL LAN

Optical LAN is a new approach for office networks infrastructure and an answer to limitations of legacy Ethernet LANs. All-fiber LAN interconnecting existing Ethernet end devices allows reducing costs and making the network more reliable.

Proposed solution is based on GPON (Gigabit Passive Optical Network) [1]. It is standardized, well known and widely adopted telecommunications access technology, used by many operators worldwide. GPON uses point-to-multipoint topology and employ fiber optics as a transmission medium. As a real passive solution – no active equipment is used in-between GPON Access Node: OLT (Optical Line Termination) and line termination at customer side: ONT (Optical Network Termination). In campus network based on Optical LAN number of active equipment is significantly reduced comparing to traditional LAN scenario. From OLT GPON port a single strand of fiber goes out to a passive optical splitter(s) which splits the signal onto fibers terminating at up to 64 (or even 128) ONTs (see Fig. 3). All the fibers, splitters connected to one GPON port on OLT form a GPON tree. ONT device terminates GPON transmission and provides 10/100/1000-BaseT Ethernet connectivity to desktop equipment such as PC computers, laptops, voice over IP phones, and video phones using regular copper patchcords (or by 802.11 WiFi). ONT can be located on customer’s desk (ONT per desk) or in office closet (ONT per office). Those two options are called respectively: Fiber-to-the-Desktop (FTTD) or a Fiber-to-the-Communications (FTTC) room. High flexibility of Optical LAN solution allows reusing existing copper infrastructure in buildings (for example GPON access is terminated on ONT located in the floor communication closet, from where existing copper cables are used up to customer’s desk, see Fig. 3 – Floor #2).

Thanks to fiber optics-based transmission Optical LAN is a long reach access solution – maximum reach is equal to 20 km in a standard mode. It is a tremendous improvement comparing to traditional copper Ethernet (100 m.). It allows placing OLT in distant locations, giving high flexibility in network design (in case of campus network OLT no longer need to be installed in the same building in which customers reside).

GPON technology assures 2.488 Gbps of downstream bandwidth and 1.244 Gbps of upstream bandwidth. Bandwidth is shared among customers connected to the same GPON tree. Advanced GPON QoS mechanisms assure appropriate bandwidth distribution among many users and different applications.

Fig. 3 Office building infrastructure based on Optical LAN

Optical LAN solutions are present in portfolio of several vendors (e.g. Motorola [11], Tellabs [12], Zhone [13]). According to vendors estimations introducing of Optical LAN will reduce power consumption by up to 65%, space requirements by up to 90%, capital costs related to network elements by up to 74% [13]. Optical LAN is seen as a new paradigm in campus networking allowing optimization of investments and at the same time improving overall efficiency of the network.

III. A NOVEL APPROACH TO B2B

In this chapter we formulate three postulates, which are, from our perspective, crucial for deploying future proof access networks for business applications:

1. Applying Optical LAN concept

Currently Optical LAN vendors target big entities with large campus networks. In typical deployment Optical LAN is used by only one organization – the owner and the administrator of the campus network. Office buildings with many tenants, each of them having its own LAN network (at least up to some point) are not yet addressed.

In this paper we propose a solution to that deficiency. It is based on concept known from telecommunications world where many customers are connected to the same Access Node (different users served on the same equipment). In our proposition enterprises no longer need to operate any active network equipment or to build networks itself. LAN becomes a service, provided in similar fashion as e.g. Internet access. LAN service provider is responsible for service creation, administration and adjustment according to needs of customers (enterprises using LAN). That also means that network infrastructure is built for offices by LAN service provider. In fact such network is similar to GPON access networks used by telecommunications operators to provide services to its customers. For B2B scenario different customers are also served by the same GPON OLT unit.
2. A new role for telecommunications operators

Telecommunications operators are well positioned to play the role of Optical LAN service providers. Usually they have necessary experience with GPON technology, operational resources and existing access network. Telcos are able to deploy optical fiber LAN in office buildings and to provide flexibility in management, service creation and administration.

Such approach has many advantages in terms of optimal usage of network resources. Single OLT can be used for several buildings, even if they are located in distant areas (due to long reach offered by GPON technology which capabilities in terms of maximum physical reach are not fully used in current optical LAN implementations). Also interconnection of distant branches becomes easier (in specific cases they can be served by the same OLT). Additionally a new type of services can be introduced called Office LAN services: e.g. on-demand LAN connections between companies located in the same building, access to in-building monitoring system, etc.

This novel approach also creates a new business model for telecommunications companies who become Optical LAN operator (builder and administrator). This opportunity to find new B2B market seems to be a good argument in convincing telco players to work on such solutions.

3. Business-user-oriented access network design

Another assumption for the presented approach is that it is based on user-oriented access network design. Service portfolio dedicated to business customers is typically more complex than the one for residential users. For business applications customized services need to be taken into account. Moreover, customer demands can change dynamically over short periods of time. That is why a challenge for networks deployed in business environments is to provide a high level of service flexibility and to forward user traffic in effective way. To meet those requirements we present in this paper an access network architecture based on SDN (Software-Defined Networking) paradigm which assumes data plane and control plane abstractions separation ([17]). Thanks to such approach network devices become programmable units. In practice it means that network configuration can be easily adapted to the fast-changing needs.

IV. SDN-BASED GPON SOLUTION FOR BUSINESS APPLICATIONS

In order to introduce SDN paradigm to GPONs area one can propose different methods to accomplish that. One of the possible ways would be to develop a brand new protocol allowing GPON devices to become programmable units. Such approach is supposed to be an appropriate one for designing an optimal logical architecture of OLT and ONT in the scope of data processing and forwarding. However, development of generic SDN-based protocol for GPON would require a lot of standardization efforts and probably it would take a few years to obtain a solution being ready for deployment. Moreover, it would be limited to GPON technology and thus it could not be applied for other network types and applications.

In this paper we present another approach. We propose a solution based on OpenFlow ([16]) which is the most widely deployed SDN-based protocol. OpenFlow Switch architecture consists of at least three parts ([15]) – see Fig. 4:

- Flow Table(s) – a structure within switch implementation with an associated actions with each flow entry; the Flow Tables define the ways of how the traffic flows have to be processed by the switch
- Controller – an external unit running a remote control process that manages the switch via the OpenFlow protocol; the Controller can add, remove and update flow entries from the Flow Table(s)
- Secure Channel (also called OpenFlow Channel) – a channel which enables a communication (i.e. sending packets and commands) between the Controller and the switch

For a more detailed description of OpenFlow-specific logical components and functions please refer to [15].

OpenFlow was originally designed for L2/L3 switches (or routers) equipped with native Ethernet-based physical interfaces. That is why it is important to notice that it is useless to implement pure OpenFlow in GPON OLTs and ONTs. The reason for that is simple: although GPON effectively carries Ethernet frames, in practice it operates at Layer 1 (according the OSI model) with its own dedicated framing and GEM (GPON Encapsulation Method) protocol used for encapsulation higher-layer Protocol Data Units (e.g. Ethernet frames) into GTC (GPON Transmission Convergence) layer. The current specification of OpenFlow protocol does not support such kind of non-Ethernet-based physical interfaces. That is why some additional GPON-related functions have to be introduced to OpenFlow.

A. SDN-based protocol for GPON

A single logical connection within the GPON system is called GEM Port and it is identified by GEM Port-ID. A GEM Port can be considered as a channel within GTC layer and is capable to transport one or more traffic flows. In the
upstream direction GPON system also utilizes T-CONTs (Transmission Containers) corresponding to allocated timeslots within TDMA multiplexing existing in GPON. Each T-CONT represents a group of logical connections (GEM Ports) that appear as a single entity for the purpose of upstream bandwidth assignment on the PON (see Fig. 5 – GPON-specific traffic entities identifiers are pointed in brackets).

Fig. 5 Upstream multiplexing in GPON system

Each T-CONT can be seen as an instance of upstream queue with a certain bandwidth profile (a set of bandwidth parameters). The bandwidth assignment model applied in GPON system effectively introduces a strict priority hierarchy of the assigned bandwidth components ([2]):

- fixed bandwidth: with highest priority
- assured bandwidth
- non-assured bandwidth
- best-effort bandwidth: with lowest priority

Five T-CONT types are defined by [2]. Depending on the traffic type (latency-sensitive traffic, data transmission, etc.) the most appropriate T-CONT type should be selected to carry considered traffic flows.

Upstream user traffic (Ethernet frames) is encapsulated into GEM Ports and then into T-CONTs. Each GPON ONT uses its own set of T-CONTs and GEM ports, a unique one within a GPON tree which ONT belongs to. A single GEM Port can be encapsulated into only one T-CONT, however a single T-CONT may encapsulate multiple GEM ports. In downstream direction only GEM Ports are used to carry traffic flows since no TDMA multiplexing exists there and thus the notion of T-CONT is not relevant for GPON downstream transmission. For a more detailed explanation please refer to [2].

One of the key aspects of GPON-based network applications is to ensure effective traffic forwarding on the GTC layer. In order to do that it is important to define appropriate rules (consistent and unambiguous ones) allowing to map traffic flows incoming from users to appropriate GEM Ports. In most of commercial implementations mapping rules “built-in” GPON ONTs are mono-criterion- i.e. mapping is based on only one of the following criteria like: VLAN ID (Virtual LAN identifier), p-bit ([5]) or UNI (user port number on ONT). For some cases also double-criterion combinations of aforementioned parameters are available (e.g. VLAN ID + UNI) for the mapping purpose. Since GPON was originally designed for B2C (Business to Customer) market segment for which only Triple-Play (Internet, ToIP and IPTV) services are considered such approach was sufficient. For business applications where not only service portfolio is more complex but also customized services are taken into account, much more sophisticated methods (i.e. mapping rules) are required in order to ensure effective traffic forwarding through the system ([14]). In most scenarios currently deployed GPON ONT with limited set of hardcoded mapping and forwarding functions would not be able to address such needs. In such cases software upgrade is needed but it leads to higher operational costs - especially if business customer demands changes dynamically and it is possible that new set of functions is required. For such a scenario multiple software upgrades have to be taken into account.

The solution for the issue is SDN-based protocol for GPON allowing OLT and ONT to become programmable units. In this paper we propose OpenFlow-based solution. As mentioned before the current specification of OpenFlow protocol does not support GPON natively. That is why our vision is to introduce GPON-related functions to the specification in order to develop a protocol extension which we called OpenFlowPLUS.

The main assumption for the OpenFlowPLUS is that it inherits all the functionality, architecture and capabilities of original OpenFlow. The essential improvement is an introduction of GPON-related functions to the protocol in terms of traffic forwarding in order to make the solution relevant also for GPON technology.

According to OpenFlow Switch architectural assumptions each device (OLT, ONT) within considered GPON tree contains Flow Table(s) and communicates over a Secure Channel with remote Controller via OpenFlowPLUS protocol (see Fig. 6).

For that purpose OLT and ONTs are supposed to have IP address configured. Since Controller and OLT are assumed to be connected to IP/Ethernet network they can establish L3 connection. ONTs are accessible by Controller only via OLT. One could take advantage of that and for the purpose of OpenFlowPLUS messages exchange between ONTs and Controller make use of GPON-specific mechanisms defined by [3]. In such a scenario protocol messages are transported through the PON via a dedicated OMCI (ONT Management and Control Interface) channel towards OLT and then they are sent directly to the Controller using OLT’s Secure Channel. Obviously, employing OMCI by OpenFlowPLUS for some new applications does not mean that the protocol takes the control over entire GPON system. All functions which are out of the scope of traffic mapping and forwarding
(e.g. ONT discovery and provisioning-related functions, Dynamic Bandwidth Allocation mechanism, optical layer supervision, alarms and performance monitoring etc.) are assumed to be realized in traditional way, i.e. in line with recommendations defined in [2] and [3]. That is why an optimal approach seems to be adding OpenFlowPLUS controller as a functional module to the standard EMS (Element Management System) managing the system.

![Fig. 6 OpenFlowPLUS–based GPON solution overview](image)

As mentioned before the idea of OpenFlowsPLUS is to provide GPON-related functions to the protocol in terms of traffic mapping and forwarding. Similarly to original OpenFlow, OpenFlowPLUS is assumed to use Flow Table(s) which perform packet lookups, modification and forwarding. Each Flow Table contains multiple flow entries. Each flow entry contains:

- match fields – to match against packets; match fields include packet header fields (e.g. VLAN ID, MPLS label, IP destination address, TCP source port, etc.), an ingress port and metadata that pass information between tables; flow entries match packets in priority order, with the first matching entry in each table being used ([15])
- counters – which can be maintained for each port, table, flow, etc.
- instructions – operations which are executed when a packet matches a flow entry

Instructions define the ways of how single action is processed. Actions represent operations of packet modification or forwarding to the specified port. Actions are grouped by different action types, for instance pop action type (e.g. pop VLAN header action), set action type (e.g. set MPLS traffic class action), etc. Instructions executed during OpenFlowPLUS pipeline processing can either add appropriate actions to the current action set (a set of actions that are accumulated when the packet is processed by the tables and that are executed after exiting the processing pipeline by the packet), or force some actions to be applied immediately. OpenFlowPLUS defines new actions which are relevant to GPON technology. The considered functions are presented in Table I.

<table>
<thead>
<tr>
<th>GPON unit</th>
<th>Action type /Action</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>ONT, OLT</td>
<td>gpon: Map to GEM Port</td>
<td>introduction of a new action to the original OpenFlow action set function: mapping Ethernet frames to particular GEM Port instance</td>
</tr>
<tr>
<td>ONT</td>
<td>gpon: Map to T-CONT</td>
<td>introduction of a new action to the original OpenFlow action set function: mapping GEM Ports to particular T-CONT instance</td>
</tr>
<tr>
<td>ONT, OLT</td>
<td>output</td>
<td>action modification when executed for GPON interfaces new function: GTC framing before forwarding the packet on the GPON port</td>
</tr>
</tbody>
</table>

OpenFlowPLUS introduces a brand new action type called gpon related to GPON-specific mapping methods. The considered action type provides two actions: Map to GEM Port action which represents an operation of mapping Ethernet frames to particular GEM Port instance and Map to T-CONT action which represents an operation of mapping GEM Ports to particular T-CONT instance. Additionally the new functionality for original OpenFlow output action is supposed to be supported: when a packet is destined to be forwarded to the GPON port, GTC framing is performed for the packet before exiting the interface. The aforementioned protocol improvements are the main GPON-related forwarding and mapping functions provided by OpenFlowPLUS.

B. Use case

In this section we present a possible application for SDN-based GPON concept which is proposed in the paper. The following assumptions are made for the considered use case:

- the solution is dedicated to business customers who reside in office buildings
- operator acts not only as a service provider but is responsible also for administration of in-building network
- in-building network is based on Optical LAN solution
- different service types can be offered: Internet access, Metro Ethernet (corporate connections), cloud computing-based services, office LAN services; the considered traffic flows are listed in Table II
- access network architecture is based on OpenFlowPLUS GPON solution (see Fig. 7)
TABLE II.
SERVICES AND TRAFFIC FLOWS OVERVIEW

<table>
<thead>
<tr>
<th>Flow ID</th>
<th>Traffic flow/service</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>F#1</td>
<td>Internet Access: HTTP, FTP, etc.</td>
<td>standard Internet services</td>
</tr>
<tr>
<td>F#2</td>
<td>Internet Access: web-based application hosting</td>
<td>connections from Internet are established using HTTPS (SSL + HTTP) protocol (TCP port 443)</td>
</tr>
<tr>
<td>F#3</td>
<td>Internet Access: remote access to intelligent installation system controller</td>
<td>connections from Internet to intelligent installation system controller physically located in the office are based on KNXnet/IP protocol (port 3671); IP address of the controller: IP@1.3</td>
</tr>
<tr>
<td>F#4</td>
<td>Metro Ethernet: connections to remote company branch</td>
<td>remote company branch is supposed to use <a href="mailto:IP@2.X">IP@2.X</a> address pool;</td>
</tr>
<tr>
<td>F#5</td>
<td>ToIP (telephony over IP)</td>
<td>IP phones used in the office are assumed to mark IP ToS field with DSCP “EF” value; IP address of ToIP platform: IP@4.1</td>
</tr>
<tr>
<td>F#6</td>
<td>Office LAN: on-demand connections to different companies located in the same building</td>
<td>connections allowed for a designated sub-pools of addresses from <a href="mailto:IP@1.X">IP@1.X</a> and IP@priv (office) and <a href="mailto:IP@3.X">IP@3.X</a> (different company office)</td>
</tr>
<tr>
<td>F#7</td>
<td>Office LAN: access to in-building monitoring systems</td>
<td>in-building monitoring system server is assumed to be connected to a dedicated ONT with IP address: IP@5.1</td>
</tr>
<tr>
<td>F#8</td>
<td>Cloud computing: remote storage, backups</td>
<td>IP address of cloud computing server: IP@6.1</td>
</tr>
</tbody>
</table>

Each office in the building is connected to the optical network via ONT. Copper cables terminated with RJ-45 sockets are deployed in office rooms. Each user device (PC, IP phone, application server, etc.) is connected to one of multiple Ethernet LAN ports which ONT is equipped with (see Fig. 8). ONT aggregates the entire traffic incoming from user terminals (this traffic contains no VLAN tags) and provides the functionality of L3 gateway. Public IPv4 addresses are assigned to ONT (IP@1.1) and to some selected user devices: web-based application server – IP@1.2 and intelligent installation system controller – IP@1.3. For other devices private addressing is used (IP@priv). ONT is assumed to act as an internal DHCP server for that purpose. Any kind of additional CPE (Customer Premise Equipment) is not required in the considered network.

Thanks to applying OpenFlowPLUS sophisticated mapping rules are supported in order to ensure effective traffic forwarding through the GPON. As an example we show how flow entries match fields with corresponding instructions can be defined within ONT Flow Table for traffic flows transmitted in upstream direction (see Table III).

Based on the user traffic to GPON-specific instances mapping methods (using limited set of parameters like VLAN ID, pbit, UNI) which are currently supported in typical commercial implementations it would be very difficult or even impossible to follow the traffic forwarding model presented in considered use case. For instance, in traditional approach it would be impossible to map traffic flows F#1 and F#3 to different GEM Ports if they originated from the same end-device. The proposed solution is very flexible and convenient from customer perspective. Since OpenFlowPLUS-based GPON is a programmable system its configuration can be easily adapted to support new services and business needs when they appear.

Presented access network model supports also openness for alternative operators what is typically required by country-specific regulations. Each customer served by another operator connects a dedicated CPE to the ONT which is configured as a bridge that passes assigned VLAN(s) through the system up to the first alternative operator’s switch or router (see “office #2” in Fig. 7).

V. CONCLUSION

In the paper we presented a novel approach to deploy optical access networks addressed to B2B market segment where we defined a new role for telcos. The major advantage of our solution is its flexibility thanks to introduction of SDN paradigm to GPON-based networking. We believe our work
can be considered as a conceptual framework for further analysis and solution development.

### Table III

**Match Fields and Instructions for Flows Incoming to ONT**

<table>
<thead>
<tr>
<th>Match fields of flow entries (in priority order)</th>
<th>Matched flow</th>
<th>Instructions</th>
</tr>
</thead>
<tbody>
<tr>
<td>IPv4 dst = IP@4.1 AND IPv4 ToS bits = EF</td>
<td>F#5</td>
<td>Apply-Actions { Map to GEM Port: 1 Map to T-CONT: 1 (type 1)}</td>
</tr>
<tr>
<td>IPv4 dst = <a href="mailto:IP@2.X">IP@2.X</a></td>
<td>F#4</td>
<td>Apply-Actions { Push VLAN header Set VLAN ID: 1001 Set VLAN priority: 3 Map to GEM Port: 2 Map to T-CONT: 2 (type 2)}</td>
</tr>
<tr>
<td>IPv4 dst = <a href="mailto:IP@3.X">IP@3.X</a></td>
<td>F#6</td>
<td>Apply-Actions { Push VLAN header Set VLAN ID: 301 Set VLAN priority: 3 Map to GEM Port: 3 Map to T-CONT: 3 (type 2)}</td>
</tr>
<tr>
<td>IPv4 src = IP@1.2 AND TCP src port = 443</td>
<td>F#2</td>
<td>Apply-Actions { Set IPv4 ToS bits = CS2 Map to GEM Port: 4 Map to T-CONT: 4 (type 3)}</td>
</tr>
<tr>
<td>IPv4 src = IP@1.3 AND TCP src port = 3671</td>
<td>F#3</td>
<td>Apply-Actions { Set IPv4 ToS bits = CS1 Map to GEM Port: 5 Map to T-CONT: 4 (type 3)}</td>
</tr>
<tr>
<td>IPv4 dst = IP@5.1</td>
<td>F#7</td>
<td>Apply-Actions { Push VLAN header Set VLAN ID: 200 Set VLAN priority: 1 Map to GEM Port: 6 Map to T-CONT: 5 (type 2)}</td>
</tr>
<tr>
<td>IPv4 dst = IP@6.1</td>
<td>F#8</td>
<td>Apply-Actions { Set IPv4 ToS bits = CS2 Map to GEM Port: 7 Map to T-CONT: 6 (type 2)}</td>
</tr>
<tr>
<td>IPv4 dst != <a href="mailto:IP@1.X">IP@1.X</a>, <a href="mailto:IP@2.X">IP@2.X</a>, <a href="mailto:IP@3.X">IP@3.X</a>, IP@4.1, IP@5.1, IP@6.1</td>
<td>F#1</td>
<td>Apply-Actions { Set IPv4 ToS bits = none Map to GEM Port: 8 Map to T-CONT: 4 (type 3)}</td>
</tr>
</tbody>
</table>

**Fig. 8 OpenFlowPLUS-based ONT logical scheme**

---
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Abstract—The fact that users struggle to keep up with all their (textual) passwords is no secret. Thus, one could argue that the textual password needs to be replaced. One alternative is graphical authentication. A wide range of graphical mechanisms have been proposed in the research literature. Yet, the industry has not embraced these alternatives. We use nowadays (textual) passwords several times a day to mediate access to protected resources and to ensure that accountability is facilitated. Consequently, the main aspect of interest to decision-makers is the strength of an authentication mechanism to resist intrusion attempts. Yet, researchers proposing alternative mechanisms have primarily focused on the users’ need for superior usability while the strength of the mechanisms often remains unknown to the decision makers. In this paper we describe a range of graphical authentication mechanisms and consider how much strength they exhibit, in comparison to the textual password. As basic criteria for this comparison, we use the standard guessability, observability and recordability metrics proposed by De Angeli et al. in 2005. The intention of this paper is to provide a better understanding of the potential for graphical mechanisms to be equal to, or superior to, the password in terms of meeting its most basic requirement namely resisting intrusion attempts.

I. INTRODUCTION

ONE OF the most basic, everyday tasks of computer usage is authentication. Every user will, sooner or later, have to authenticate themselves. Their ability to do this effectively will impact on their ability to do their daily jobs and on their personal lives. The failure of the mechanism to resist intrusions will potentially have an impact on the user personally (e.g., in terms of ID theft or financial losses) or in professional environments on the organisation he or she works for.

Nowadays, the most widely used authentication mechanism is the textual password. However, it is well known, that most users are frustrated by their experiences with these traditional passwords in general [1]. Even if they want to behave securely, they often do not understand what constitutes a “secure” password since guidelines for the creation of secure passwords are seldom adequate [2]. Even with good guidelines in place, human nature will lead users to prefer the path of least resistance e.g. choosing weak passwords, writing them down, storing them in plain text on their mobile phones or reusing them [3], [4]. This is understandable considering the findings of Ives, Walsh and Schneider [5]: users are expected to recall an average of 15 different passwords on a daily basis. Due to human cognitive limitations, four or five is normally the maximum a typical user can handle [3].

Password managers can help users to manage an unlimited number of passwords. However, they constitute a single point of failure and systems cannot be easily accessed from a device that does not have the manager installed. Thus, password managers are no substitution for a secure and usable authentication solution [6]. The same holds for single sign on solutions.

To address the human inability to deal with large amounts of passwords, a new type of authentication system was conceived. The graphical password, first proposed by Blonder [7], required the person to verify their identity by clicking on positions within a picture. This is called a locimetric system. Other common types are searchmetric (pick a picture from a grid of images) and drawmetric (draw your secret) [8]. The most important motivator behind the use of a graphical authentication mechanism is that their memorability is superior to that of textual passwords. In the first place, there is what is called a “picture superiority effect”, as described by Paivio [9]. Paivio explained that pictures were encoded using a dual mechanism. So, a password, being textual has only one route whereby the human can reach it. If that route decays, and is forgotten, the password cannot be accessed. If the memory item is visual, there will potentially be multiple routes to access it, and the decay of one access route does not render the item unreachable.

Numerous studies regarding the usability of graphical authentication schemes have been conducted. Yet, many of these sweep security concerns aside or deal with them in a desultory fashion [10]. However, very few graphical mechanisms are used in practice. Notable exceptions are the Windows 8 picture password and the Android lock-screen pattern. A number of reasons could be advanced. In this paper we will consider the elephant in the room: do these mechanisms provide the basic requirement namely resisting intrusion attempts at an equal or higher level than textual passwords do? In order to answer this question, we need to be clear about exactly what variation of the amorphous password we consider, since this impacts the resulting security-level. Hence, we consider textual passwords with a length of at least 8 characters and which are used in a system with a three-times-lockout technique.

We will use the different categories of attacks proposed by De Angeli, Coventry, Johnson and Renaud [11] in 2005 as a starting point. In each case the mechanism will be compared to textual passwords. The remainder of this paper is structured as follows. First, we present the three types of attacks we
use to evaluate whether the same security level as textual passwords are provided, and show how the most common attacks fit into this framework. Next, we describe the general ideas behind the different classes of graphical authentication mechanisms. Then, we report on efforts that have been made to strengthen these mechanisms. We then compare the security properties of graphical authentication schemes to the security offered by textual passwords. Finally, we summarise, discuss and conclude.

II. VULNERABILITIES

To evaluate the security of different authentication mechanisms, the resistance against certain attacks is reviewed. Table I classifies the set of attacks proposed in [12] into the evaluation categories which we use throughout this paper, namely Guessability, Observability, Recordability, and Memorability; which are explained in the following paragraphs.

<table>
<thead>
<tr>
<th>Vulnerability</th>
<th>Attack Type</th>
<th>Tool</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guessability</td>
<td>Brute Force Attack</td>
<td>Offline</td>
</tr>
<tr>
<td></td>
<td>Dictionary Attack</td>
<td>On &amp; Offline</td>
</tr>
<tr>
<td>Observability</td>
<td>Shoulder Surfing</td>
<td>Human Observer</td>
</tr>
<tr>
<td></td>
<td>Spyware</td>
<td>Technology</td>
</tr>
<tr>
<td>Recordability</td>
<td>Social Engineering</td>
<td>Deception</td>
</tr>
<tr>
<td></td>
<td>Theft</td>
<td>Unsecured Record</td>
</tr>
<tr>
<td>Memorability</td>
<td>Forgetting</td>
<td>Coping Techniques</td>
</tr>
</tbody>
</table>

Guessability: Brute force and dictionary attacks are the two types that have to be considered in this category. For dictionary attacks to be possible, passwords have to be predictable so that an attacker can create a dictionary with the most widely used passwords. Obviously having personal knowledge about the user can make it even more predictable. These attacks can in particular be carried out if the database or password file is obtained (without in our setting the account will be blocked after three trials). In this case the attacker can perform an offline attack to test all possible combinations of the password-space and thus has no limitations regarding aspects like a lockout policy etc. One way to resist this kind of attack is to impose password strength requirements when a password is chosen. Another way is for the system to issue strong passwords. This ensures that passwords are unpredictable and that all possible elements of the password space are evenly likely to occur. To be resistant against offline attacks, the password space has to be sufficiently large, where values of $2^{20}$ to $2^{28}$ seem to be commonly used on the Internet [13]. To be secure, the password space should be greater than $2^{80}$, which is the lowest security strength NIST allows for government applications [14].

Observability: Observing the user while authenticating can be performed either by a human (shoulder surfing), by a human with technical equipment (filming the action of authentication) or using technical means (e.g. spyware). The goal is to collect information that allows an attacker to reproduce the authentication with an as high as possible probability. Shoulder surfing is performed by observing the user while he is authenticating himself with the given implementation. Lately, the ubiquity of mobile phones means that a camera could be used to capture the user’s authentication secret without their knowledge. Spyware or malware in general can be installed on the user’s system by the attacker. It can monitor input peripherals or obtain screenshots during authentication.

Resisting this kind of attack is challenging. One can resist this to a certain extent by making it necessary for an attacker to capture multiple authentication attempts before they obtain the full authentication secret [15].

Recordability: Attacks exploiting the recordability of an authentication mechanism are always performed through the human factor. The first way a password can leak to an adversary is that the user records their password in some way and it is then stolen (theft). The second way is for the person to be fooled into disclosing their secret to another person (social engineering). Social engineering includes all attacks, which do not target the system as such, but the user.

Both attacks rely on the relative ease with which a user can record his/her authentication secret. An implementation is resistant if it is hard for the secret to be recorded or disclosed. In the era of ubiquitous mobile phones with built-in cameras it is very difficult to resist this kind of vulnerability.

Memorability: While this is not an attack type, it can be a vulnerability if attackers exploit the consequences of a user’s coping strategies [3]; e.g. writing down has an impact on observability as someone might not observe the user authenticating but the note with the information about the password. Similar re-usage has an impact on the dictionary attack. Note, with respect to memorability it is important to consider also situations where one might only authenticate once in a while, like once in a semester for students to register or once in a year to file a tax return.

III. GRAPHICAL AUTHENTICATION

In general, graphical authentication works like any other knowledge-based authentication mechanism. The user has to verify knowledge of a secret he or she shares with the system. Contrary to the abstract nature of textual passwords, graphical authentication relies on visual memory. In both cases he or she has to access that secret in stored memory. Memory can be accessed in three ways, as described below, using the password as an example in each case to explain approaches for each way.

Recall: Information is extracted from memory when requested. This is the paradigm adopted by the traditional textual password authentication. Recall is a cognitively difficult task. Therefore, users tend to resort to coping strategies. Graphical passwords that rely on this kind of memory are the drawmetric based schemes like Android screen unlock and the searchmetric grIDsure [16].

Cued-Recall: Information is extracted from memory when cued. One can also ask for a password framed as a response task, similar to Zviran & Haga’s associative passwords [17]. In their scheme users provide a number of associations
at enrolment which they are prompted for at authentication. Most of the graphical authentication schemes relying on this memory are locometric, but exceptions such as the drawmetric BDAS exist [18].

Recognition: Information is presented and the individual is able to identify the correct item. One could conceivably display a number of passwords on the screen and ask a user to identify theirs, but this scheme is so obviously weak that it has not been trialled. Many graphical authentication mechanisms do rely on this mechanism, since it is the least cognitively demanding and particularly suitable for use with images. These are the searchmetric mechanisms. They display a succession of challenge sets, with one “target” image and a number of distractor images. The user identifies the target image in each challenge set by clicking on it.

The following sections provide examples of graphical authentication mechanisms that rely on each of these memory types. The sections are intended to be illustrative and examples of mechanisms have been chosen because they were the first of their kind. The inclusion of a particular mechanism does not suggest that it is in any way superior to others which are not mentioned. There is, unfortunately, no room for an exhaustive review of all mechanisms.

A. Recall

Draw-a-secret or DAS, proposed by [19], is a recall-based graphical authentication mechanism. The approach expects an individual to draw their authentication secret to access an application. These should be more memorable than passwords because they rely on visual, lexical and kinaesthetic memory [8]. DAS does not rely on drawings from a semantic perspective but on the underlying grid sectors.

Thorpe and van Oorschott [20] postulated that symmetrical graphical secrets are a real concern, as symmetrical drawings have superior recall. They argue that an attacker could craft a dictionary of symmetrical secrets and use it to compromise DAS which would take only 6 days to crack if the password is symmetrical. Nali and Thorpe conducted an informal user-study with 16 individuals to determine if user-generated DAS secrets exhibited any patterns [21]. Their participants’ drawings did exhibit patterns: 45% created symmetrical drawings, 56% of the drawings were centred and 80% of the drawings used fewer than 3 strokes. The authors argue if these results are symptomatic of a larger user-base, then DAS has a much smaller, practical password-space.

The latest drawmetric mechanism is the common Android lock-screen pattern authentication. Such pattern based authentication mechanisms are also vulnerable to attacks based on observations of smudges on the device touchscreen [22].

Another recall-based approach is gridDSure, an authentication scheme that relies on knowledge of a secret pattern [16]. It requires an individual to create a sequenced pattern on a 5x5 grid. The user is presented the same 5x5 grid during authentication, except each one of the 25 cells contains a random value between 0 and 9. The values are randomly generated for each authentication attempt and are not unique to a cell. The secret pattern, generated by the user, is applied to the grid to generate the authentication secret, i.e. a 4-digit PIN. Bond identified some severe security flaws in this scheme [23]. He was able to identify the user’s secret using only two forged authentication grids.

B. Cued-Recall

There is some concern that users forget their drawings with recall-based mechanisms such as DAS, or at least the stroke order [24]. To address this, Dunphy and Yan proposed a grid superimposed over a background image Background DAS (BDAS) to act as a cueing mechanism to improve memorability. Unfortunately users still created weak passwords [18].

Building on the ideas of Blonder, Wiedenbeck [25] proposed a mechanism called PassPoints. In PassPoints the user is expected to select five click points on an image. The sequence of click points is the authentication secret. Each position has a small tolerance radius as perfect replication is not expected. The password-space of PassPoints is vast, even with the addition of the tolerance radius, as a single image can contain a large amount of possible click points. The image can be selected from a library or provided by the user, the only requirement being that the image is complex enough to inspire users and protect the secret.

The apparent strength of the PassPoints approach is the large theoretical password-space afforded by the pixel-rich images. Thorpe and Van Oorschott argue the practical password space of PassPoints is reduced because of ‘hot-spots’, i.e. popular click points, as well as patterns within secret generation [26]. They investigated both human-based attacks and automated attacks. They investigated two highly-detailed images for popular positions. They discovered that 5 points in both images proved popular with individuals, between 24-31% for the first image and 20-24% for the second. Similarly, Dirik, Memon and Birget [27] developed a model that they claim can identify popular regions for points. They cautiously report that they were able to extract 70 - 80% of points. Furthermore, Thorpe and Van Oorschott [26] also suggest that predictable patterns exist in sequence selection.

C. Recognition

Dhamija and Perrig [1] propose Déjà Vu, a recognition-based graphical authentication mechanism. Each image is abstract in nature and the collection is generated using a mathematical formula, the output depends on an initial seed. The beauty of this design is that the actual images do not need to be stored, just the small initial seed. Déjà Vu performed well against competing recall-based approaches such as passwords and PINs. Indeed, Dhamija and Perrig reported that more individuals were unable to recall their username than were unable to recognise the images within their secret sets. Individuals using Déjà Vu felt that it was overall easier to use but at the expense of time and security. However, they reported an interesting insight in regards to the image-type used in Déjà Vu. When using semantic images, i.e. photographic scenes, some individuals selected the same images. One specific image
was selected by 9 out of 20 individuals. Furthermore, these images are far easier to explain and describe, thus, as a consequence an individual’s secret set of images is easier to convey to someone else. For example, the aforementioned popular semantic image contained the Golden Gate bridge. Conversely, abstract images rarely overlapped and descriptions of them rarely, if ever, matched. In theory this strengthened the practical password space of the approach as there was no real pattern or popular images. Naturally, further investigation will be required but Dhamija and Perrig highlight the impact the image type can have on the memorability of images.

PassFaces is one of the few commercial graphical authentication mechanisms. The authentication approach assigns an individual a collection of faces as their authentication secret. The user is then presented a series of challenge stages that are each comprised of a nine image grid. In each grid the user has to identify one image from his or her password (target) among eight distractors. One property which might severely impact guessability (offline attacks) of searchmetric schemes, is that they usually need to store some password information in the clear [28].

IV. STRENGTHENING THE GRAPHICAL PASSWORD

A couple of improvements and also combinations of different approaches have been proposed in order to overcome weaknesses with respect to one or several of the vulnerabilities mentioned in Section II. These are proposed and discussed in this section.

A. Guessability Resistance

Cued-Recall: PassPoints authentication exhibits popular positions or hot-spots which are problematical in terms of guessability. Chiasson, van Oorschot and Biddle [29] propose Cued Click Points or CCP. The approach is a variation on PassPoints, in the sense that an individual selects a position from an image. However, the main difference is that an individual is required to repeat this action over several images. Therefore, the secret is a sequence of click points selected from a series of images with one click point on each image. The images are intended as cues.

There are concerns about the predictability of CCP, primarily those inherited from PassPoints, such as popular click points. Chiasson, Forget, Biddle and van Oorschot tackle this specific problem with Persuasive Cued Click Points or PCCP [30]. This approach uses CCP with the addition of a persuasive viewport. During the registration phase a viewport is randomly positioned over the image. The viewport is emphasised by reducing the brightness of the rest of the image. The individual is only allowed to select a click point from within the viewport, which they can shuffle if they do not like the position. Their lab-based experiments showed that the viewport is successful in reducing hot-spots and increases the spread of click points and their web-based trials were equally positive [30]. However, a more longitudinal evaluation is required to confirm whether the findings are replicated in the wild.

Recognition: Graphical authentication relying on recognition requires people to use images. There are three ways of associating people with images: (1) let them supply the images themselves, or (2) allow them to choose from a range of images or (3) assign images randomly to them. Unfortunately, the first two options can cause severe security concerns. If users are allowed to supply their own images they tend to choose predictable images [31]. The same holds, if users select their images from a set of supplied ones. As long as users have a choice they will behave predictably. Davis, Monrose and Reiter [32] discovered that individuals make predictable choices when they are required to select images for use in graphical authentication utilising facial images. Individuals are influenced by attraction, race and familiarity [33]. Even with everyday representational images, humans tend to make predictable choices [34]. To minimise guessability, images should be assigned to users randomly. In this case the theoretical and the practical password-space are the same.

B. Observation-Resistance

The first reaction to graphical authentication is often that it will be too easy for a human observer to gain knowledge of the authentication secret. Thus, a variety of attempts have been made to make it more difficult for observers to do this. Essentially, variants focusing on the observation resistance have been proposed for all three approaches to graphical authentication.

Recall: A DAS secret is easily exposed to onlookers. If an attacker is able to observe entry of a DAS secret, he or she may be able to authenticate using the same drawing (this holds for the cued-recall BDAS as well). Lin, Dunphy, Olivier and Yan proposed Qualitative DAS (QDAS) to tackle the problem of observation [35]. Chakrabarti, Landon and Singhal argued that rotating the canvas which the user draws on could improve the resiliency of DAS to observation [36]. Yet, neither of these has been tested in the wild so only lab-based results about the impact of the scheme on ease of observation have been reported.

Cued-Recall: While originally intended to be used with recognition-based authentication systems, the approach of Dunphy, Heiner and Asokan proposed in [15] can easily be translated to the CCP and the PCCP scheme. They propose to use a portfolio of target images of which only a different random subset is needed for the authentication process each time. Likewise CCP and PCCP could be implemented using a click point portfolio with only a random subset of the images (and the according click point) being needed to authenticate. To the authors’ knowledge this has not yet been attempted, but might prove an interesting subject for future research.

Recognition: A range of observation resilient systems have been proposed. Dunphy, Heiner and Asokan [15] tested redundancy with users of a searchmetric system with 8 distractors and one target image. Each user had a portfolio of 6 images, of which only 4 were used at each authentication attempt. Attackers needed 7.5 observations, on average, in order to be able to reconstruct the password.
TABLE II
COMPARISON OF GRAPHICAL PASSWORD SCHEMES TO TEXTUAL PASSWORDS. G=GUESSABILITY, O=OBSERVABILITY, R=RECORDABILITY, M=MEMORABILITY, ?=NO DATA AVAILABLE.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Guessability</th>
<th>Observability</th>
<th>Recordability</th>
<th>Memorability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recall</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QDAS [35]</td>
<td>G ↑</td>
<td>O ↑</td>
<td>R ↑</td>
<td>M ↑</td>
</tr>
<tr>
<td>BDAS [18]</td>
<td>G ↓</td>
<td>O ↑</td>
<td>R =</td>
<td>M ?</td>
</tr>
<tr>
<td>Cued-recall</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PassPoints [37]</td>
<td>G = [26], [38]</td>
<td>O ↑</td>
<td>R = [39]</td>
<td>M ↑ [40], [61], [41]</td>
</tr>
<tr>
<td>Recognition</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Passfaces (system issued passwords)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Wiedenbeck [46] proposes an authentication approach, framed as a game with a cognitive trapdoor, that relies on users generating a convex hull. The cognitive trapdoor is knowledge of 5 icons or pass-icons. The game comprises of a series of challenges, in each challenge the user needs to click within a specific region to ‘win’. The specific region is revealed by uncovering a convex hull. During authentication, the user is presented a canvas containing several icons, including at least 3 pass-icons. The user is required to envisage the convex hull spanned by the pass-icons and needs to click within the convex hull to complete the challenge. Regardless of whether users click within the correct region or not, they progress to the next challenge when they click on the canvas. Wiedenbeck states that authentication times for the proposed Convex Hull Click approach are lengthy, they are the necessary expense of increased resilience to observation. Moreover, the author argues that energy has been spent to delight and excite the profession that this is an inherent vulnerability of their most touted strengths was the fact that they can and will write down their passwords when the burden of indirection which means that casual observation is less readable than passwords. This was naïve, in hindsight. The ubiquity of mobile phones with cameras makes it trivial to record anyone doing anything, including using the mouse to enter the graphical password. Even without the use of additional electronic gadgets incorporating cameras, the computer user can record the graphical password easily using the ever-available screenshot facility. Storing such an image on the hard drive or printing it out is equivalent to an unencrypted textfile or the infamous post-it for the textual password.

V. COMPARISON

Before providing the comparison and discussing it, we discuss some of the requirements of textual passwords relevant for the comparison.

A. Some information about textual passwords

The following information has been considered for the comparison in the next subsection.

Guessability: The susceptibility of textual passwords to guessing attacks has been shown again [2] and again [48]. User-chosen textual passwords are not uniformly distributed in the password space. Malone and Maher showed that Zipf’s Law is a relatively good model for password distributions [49]. Consequently, adversaries can easily create a dictionary of the most commonly used passwords. Weir, Aggarwal, Collins and Stern used such dictionaries to conduct an analysis of large sets of revealed textual passwords [2]. They were able to crack at least about one fifth of 8 character passwords in those sets and only slightly less of the passwords with a length of 9 and 10 characters.

Observability: As described above in Section II it is important to differentiate between human and technical observers. Using technical means it is possible to reconstruct textual passwords from video footage or even from the sound of the keyboard input [50]. Human observers have to rely on visual input. Tari, Ozok and Holden [51] discovered that when users type long and obscure passwords, entry is more easily prevented by a user to be “secure” might actually backfire. Even so, most users are fairly confident that observers cannot guess their password with any degree of accuracy [52] even though such confidence is probably misplaced.

Recordability: Passwords are trivial to record and users can and will write down their passwords when the burden of recovering a lost password is too high [53]. Security professionals realise that this is an inherent vulnerability of
textual passwords, so they deal with it by instructing people not to take this action. However, their instructions are mostly ignored [3].

B. Overview of the comparison

Table II presents a comparison between the textual password and some graphical authentication schemes. To give a better idea of how secure an authentication scheme is, we introduce the following four levels.

1) A scheme is considered equal to textual passwords in our setting (\(\equiv\)), when it offers roughly the same resistance to common attacks as does the password.
2) A scheme is considered worse than textual passwords in our setting (\(\subset\)), when it offers even less resistance to common attacks than the password.
3) A scheme is considered better than textual passwords in our setting (\(\supset\)), when it is better than the password in this particular respect.
4) A scheme might not allow a rating (\(\not\equiv\)) if no data regarding the aspect is available or the available data does only allow a very rough estimation instead of a real assessment (e.g. very small sample).

These levels are based on the literature which often reports findings that are extremely difficult to compare, so the comparison should not be considered definitive, but rather based on an understanding of whether the approach is prone to show vulnerabilities. Moreover, it becomes apparent that there are many aspects that do not allow a rating due to missing data or data that only allows a very rough estimation instead of a real assessment.

In terms of guessability, graphical mechanisms generally can be as strong as textual passwords in practise are. Most schemes have a variable password space and can therefore easily be adopted to be resistant to pure brute force attacks. This, however, requires special configurations to strengthen them, which have not yet been tested in the wild. Dictionary attacks remain a severe concern for many schemes, but examples such as PCCP show that guiding the user during password choice using persuasive technology can mediate this issue. Recognition-based schemes in which the password is issued by the system can even avoid this problem entirely. Observability is a problem across the board and attempts to introduce redundancy or indirectness into the process tend to increase authentication times unacceptably (e.g. up to 180 seconds [54]). However, it must be acknowledged that comparisons between textual passwords and graphical schemes regarding the vulnerability to shoulder surfing are hard to find, even among those schemes specifically designed to be observation resistant. It could be that they are equally resistant or even better as sometimes appraised by their proponents, but in the absence of hard data we cannot judge. Also, whether the approach of Dunphy, Heiner and Asokan can be successfully applied to a wider range of schemes than initially proposed might be an interesting topic for future research. In terms of recordability there does not seem to be much difference between graphical and textual passwords. Recognition-based secrets are mostly more memorable, but the other types can display the same memorability as textual passwords.

C. Discussion

The previous section has shown that many of the proposed graphical authentication schemes exhibit advantages and disadvantages in one area or another. Most have advantages regarding their memorability. This is no surprise, as the intention behind graphical passwords was to relieve users of the cognitive burdens of textual passwords.

The predictability of the users’ drawings and the complete recreation of the secret during authentication in the drawmetric approaches (both recall and cued-recall based) cause severe concern and it is unclear or open for future research whether they perform good enough with respect to their memorability if the system would set the drawing for the user. However, the iterative processes the locometric approaches (i.e. the remaining cued-recall based approaches) and the searchmetric/recognitation-based approaches have gone through has resulted in a more robust set of mechanisms with respect to guessability. For example, PCCP is very guessability resistant in particular compared to the textual passwords in our setting. The same holds for recognition-based schemes with system issued passwords.

While, the focus of graphical password research was on improving memorability they raised new usability issues: It is clear from the literature that it takes at least as long [6] for users to authenticate using these mechanisms and mostly even longer [30], [55], [1]. Thus, depending on how regularly one needs to authenticate some of the graphical alternatives might not be an alternative although security wise at least as secure as textual passwords. At creation time this makes them inconvenient but also extends the window for observation. Whether the timings achieved by systems more resilient to observation or predictability are acceptable might be up for debate, as the difference decreases the longer the period between two logins with the same password [1].

However, when considering the time it takes to login one should also consider the time and effort it takes to reset passwords. Thus, if it is much less often needed to replace a secret for a particular type of graphical password due to its superior memorability, a longer login time might become acceptable. The resulting benefits in time expenditure and convenience might well be worth the offset. To make a decision here it is very important to have detailed knowledge about the situation and application for which an alternative is considered.

Graphical authentication has its strengths and its weaknesses. Where authentication timings are of the essence other solutions might be a better choice. However, when retention times are high (consider e.g. a task that has to be carried out a few times a year), graphical passwords, with their superior memorability, can mediate.

Another important aspect is that one can never look at authentication in isolation. The context of deployment has to be considered. Different devices impose different constraints...
on the authentication process. The two most prominent are desktop computers and mobile devices such as smartphones or tablets. Desktop computers and laptops normally offer high resolution screens and diverse input devices. The variety of techniques that can be applied is thus larger. For recognition-based schemes, however, the available data suggest, that the chosen bitstrength has a severe influence on the efficiency of the systems. Traditionally, mobile devices offer fewer resources such as smaller screens and especially a limited physical keyboard (if at all). Hence, keyboard-based solutions are mostly infeasible in the mobile environment. The most important factor here is eavesdropping through shoulder-surfing, as usage of such devices often occurs in public places [15]. As on mobile devices PIN-equivalent security is the de facto standard, recognition-based authentication schemes using shoulder-surfing resistant variants, as e.g. proposed by Dunphy, Heiner and Asokan, come to mind. They offer an alternative to textual passwords comprising both, high usability and security equal to the PINs they ought to replace.

VI. CONCLUSION

The base question behind this work was whether graphical authentication can be as strong as textual authentication. Based on our analysis the answer must be: “it can be, if you design it properly.” So, what constitutes a proper design? Regarding the three metrics guessability, observability and recordability the following three considerations can serve as a first quick assessment:

1. Unguided user choice translates to predictable choice. A resistant scheme should specifically encourage or even better force users to choose random passwords or have the system issue passwords.
2. Obfuscation techniques, such as the asterisks routinely used to obscure textual password entry or portfolio-based approaches are examples of observation resistance.
3. The scheme should generate secrets that are hard to describe or record.

These three considerations should serve only as a starting point for an evaluation. In some situations not all of the three aspects above might be important. For example, the ubiquitous textual password does not conform to statement (3). Whether a scheme is appropriate for a certain situation depends on the context of use, the risk associated with the asset the authentication mechanism controls access to, the time constraints, the device being used and the frequency of use. If the mechanism is low risk and used infrequently, graphical authentication might well be better than textual authentication.

Graphical schemes have the potential to be as secure as textual systems. Yet, the jungle of diverse graphical authentication schemes easily explains decision-makers’ reluctance to adopt graphical authentication. They are rightly sceptical about the strengths of the mechanisms and also still in a one-authenticator-for-everything mindset. If we want this mindset to change, we, as researchers, will have to provide a way for decision makers to start deploying a wider range of mechanisms, in a more nuanced and discriminating fashion than a one-size-fits-all password. What we should be striving for is more diversity of authentication mechanism usage, deploying the wide variety of mechanisms that have been trialled in situations where we can match them to the risk mitigation requirement and deployment context. This way, users would finally benefit from superior memorability of available alternatives and organisations from less secret reuse across systems.

Therefore, we want to encourage the research community to try and fill the gaps in the knowledge about the promising graphical authentication schemes already in existence, rather than proposing even more. Unification of testing methodologies and comparability of approaches should be the goal. This can facilitate decisions to integrate one of the schemes in a particular application or environment and could give insights important not only for the domain of graphical authentication, but for authentication as a whole.
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Abstract—Location based services (LBS) are considered very relevant for the users of mobile networks. All local events and facts related to area nearby seem to be more important that others which happen in remote places. Localization data is used in all types of services: weather, traffic, tourist info, etc. One of its most important (and regulated by law) applications is providing persons location in case of emergency.

This paper presents results of field tests related to assessment of accuracy of two most commonly used localization methods: Cell-Id and W3C Geolocalization. The tests were conducted in the form of test drives along some of the most important roads in Poland. Position of the test vehicle obtained using analyzed methods was logged and compared to localization obtained from the Global Positioning System (GPS).

Data collected during test drives was processed and statistical information about localization accuracy was calculated. Results obtained for different methods were compared and conclusions about localization quality are provided.

The paper also describes test environment and data model which were used during work being reported.

I. INTRODUCTION

Recent surge in number of smartphones used worldwide causes increased interest in development of applications dedicated for advanced mobile phones. There are many types of applications available which can be either bought or downloaded for free. Depending on user’s current needs he or she can select from company’s application shop (e.g. Google Play, Samsung Apps, iTunes) what suits him best. Typically, after having used application for some time user is expected to assess the application and share his/her opinion for the benefit of its developers and future users.

Smartphones are considered to be personal devices which are almost always carried by their owners and used in all kinds of places and situations. This means that portability is one of their key features and all services and content which are based on their localization are more relevant than generally available, non-localization dependent, information.

Valuable and popular services are available not only in the form of applications. To provide a complete offer, application developer very often prepares a version which can be used in a web browser run on a mobile phone. Such services are typically written using HTML5 and Javascript which gives great flexibility in preparing user interface which can be very similar to interface prepared for native application.

This paper focuses on assessment of localization algorithms available to developers of browser based services.

II. LOCALIZATION METHODS

There are different sources of device localization available for the application and service developers. The best accuracy can be obtained using positioning systems based on signals emitted by satellites (e.g. GPS, GLONASS, Galileo) [10], [4]. However, it is not always possible to use this method of localization (due to lack of satellite signal, limitations of device battery capacity or simply lack of required signal receiver in the device). In such cases localization can be obtained from a cellular network or through algorithms provided by operating system vendor.

A. W3C Gelocalization API

This API [9] was proposed by World Wide Web Consortium (W3C) [2] as the uniform way to access mobile device location from the Web browser. It is currently implemented in all popular browsers. The API defines programmatical access to localization data. Taking available information as input data, dedicated algorithms are able to calculate position of the mobile device and asses accuracy of such calculations. The most commonly used data sources include: Wi-Fi connection parameters, device’s IP address used for mobile communication, list of sensed GSM/CDMA cells, radio communication signal strength.

Location providers continuously collect data from mobile devices being used worldwide and improve quality of localization accuracy. However, because they do not control configuration of the infrastructure which is used for mobile communication, any major change in it may cause drop in the quality of information obtained through the API.

B. Cell-Id based localization

Localization based on Cell-Id is one of the most commonly methods used by land mobile networks. Its popularity comes from the fact that it relies on the mechanisms already in place which are required for basic voice and data communication.

Implementation of Cell-Id localization requires relatively low investment in network infrastructure. Usually, deployment of a Gateway Mobile Location Center (GMLC) is the key part of projects aiming to launch such capabilities in the mobile network.

In this method, a geographical location (a pair of coordinates) is assigned to every cell in the network. Location error
depends on the size of a cell and can vary from tens of meters to ca. 20-30 kilometers.

Localization accuracy is related to the size of the cell which serves the mobile device. Previous work [5], [8], [12], [11] showed that cell sizes depend on the type of the area. Smaller cells are found in city centers which is in accordance with network capacity requirements. In the rural areas, bigger cell sizes are used to ensure network coverage.

Other, more accurate, localization methods are also available: Time of Arrival, Enhanced Observed Time Difference [7], [6]. They rely on information coming from more than one network towers (base station). Using information about signal strength and/or time parameters of communication between the device and the base station, it is possible to calculate user location with smaller error. This, however, requires additional infrastructure which is not available in many networks.

### III. DATA MODEL

Let a *localization* of an object be defined as a pair $p = (x, y) \in \mathbb{R}^2$, where $x$ and $y$ are called *coordinates* of object’s location. Distance between two objects will be denoted as $d: \mathbb{R}^2 \times \mathbb{R}^2 \rightarrow \mathbb{R}^+ \cup \{0\}$.

Many different coordinate systems are used worldwide. Humanity since centuries needed the ways to represent parts of the Earth surface (modeled as an ellipsoid) as a subsets of a plane (the maps). Nowadays, the projection which is used in GPS (known as WGS84) is a de facto standard in the Internet. In WGS84 *geographic* coordinates i.e. latitude and longitude of a point are provided. Because of that, in order to avoid systematic error in calculations of the objects’ distance, coordinates have to be translated to a Cartesian coordinate system. PUWG2000 which is a Polish standard of geodetic coordinates was used during calculations reported in this paper.

Let localization event $l$ be a triple $l = (t, p, a)$, where $t \in \mathbb{R}^+ \cup \{0\}$ is a timestamp of the event, $p$ is object’s location at time $t$ and $a \in \mathbb{R}^+$ is a measure of localization accuracy.

Let $L = \{l_1, l_2, \ldots, l_N\}$ denote localization event stream defined as a finite sequence of N localization events ordered according to timestamp values.

$L$ models information about object’s location at some points in time. Based on $L$ it is possible to estimate object’s location $p'(t, L)$ at any point in time. During calculation of $p'(t, L)$ it is assumed that:

- the object was located at $p_1$ for all $t < t_1$, 
- for $t_k, t_{k+1} \in (t_1, t_N)$ the object was moving with constant velocity along line segment $p_k\vec{p}_{k+1}$, 
- the object was located at $p_N$ for all $t > t_N$.

During the tests the following localization data was collected:

- $L^{GPS}_{Vista}$, vehicle track logged by GPS device (Garmin eTrex Vista),
- $L^{Orange}$, geolocation using Cell-Id in Orange Polska,
- $L^{iPhone}$, sequence of localization events of iPhone device,
- $L^{Android}$, W3C Geolocation API events obtained for Android device.

The goal of the test was to compare different localization methods. The basic measure of localization quality is a localization error $e \in \mathbb{R}^+ \cup \{0\}$. It is defined as the distance between point being a result of analyzed localization method and a point $p^{GPS} = p'(t, L^{GPS})$ i.e. object’s localization according to GPS receiver.

Let $E = \{e_1, e_2, \ldots, e_N\}$ be a localization error stream defined as a finite sequence of localization errors. For each $L$ a localization error stream can be calculated, providing that a reference localization event stream $L^{GPS}$ is available.

In order to compare different localization methods, the basic statistics were calculated for $E^{Orange}$, $E^{iPhone}$, $E^{Android}$ which denote localization error streams calculated for $L^{Orange}$, $L^{iPhone}$, $L^{Android}$ respectively. The results of these calculations are presented in the following sections of this report.

### IV. TEST ENVIRONMENT CONFIGURATION

The tests were performed in the form of test-drives during which localization of the vehicle was monitored using methods which were to be compared. Additionally a GPS receiver was put onboard of the test vehicle. It was used for logging of the vehicle location with maximum available accuracy and frequency.

During the tests the following devices were used: iPhone 3GS (iOS), ZTE SanFrancisco (Android), and Garmin eTrex Vista GPS receiver. Smartphones were equipped with subscription of Orange Polska mobile network.

The Fig. 1 shows main components of the test environment and main communication channels between them. iPhone and Android smartphones communicate with W3C API servers to receive device localization. When localization is calculated and returned to the device it sends a request to log it in the test application. Devices’ localization is concurrently monitored by mobile network through Gateway Mobile Location Centre (GMLC). Position of the vehicle is logged by GPS device.

For the purpose of the test a dedicated web page was designed, developed, and exposed in the Internet. Its role was to trigger calls to W3C Geolocation API on any device which opened it in the Web browser. Result of the localization API calls was logged in a database which was located on a Web server.

### V. TEST RESULTS

The test drive took place in January 2013. Its route is shown in Fig. 2. The tests covered some of the most popular roads in Poland. Test drive started in Warsaw and then proceeded through Czestochowa, Krakow, Nowy Targ, Kielce, Radom and ended in Warsaw.

#### A. Maps

After completion of the test-drive, data were processed and visualized using open source Quantum GIS [3] software. Sample maps showing data collected during tests-drives are presented in the Fig. 3, Fig. 4, and Fig. 5.

Places which are results of localization procedures are marked with dots. Dashed line segments connect locations obtained through different methods and actual device’s position.
Fig. 1. Test data collection environment

Fig. 2. Test drive routes

Fig. 3. iPhone location events in Cracow area

Fig. 4. Cell-Id (Orange Polska) localization events

Fig. 5. Android localizations near Piotrkow Trybunalski
Circles represent accuracy of localization as returned by W3C Geolocation API.

From the analysis of graphical data it can be concluded that in most of the cases W3C API localization is much more accurate than one based on Cell-Id. However, for some events W3C API localization error (examples can be seen in Fig. 3), is several times higher and is comparable to localization errors found in Cell-Id method.

B. Localization error distribution

In Fig. 6 location error density for Cell-Id is shown in the form of a normalized histogram. The maximum number 5.6% of location events fall in to the bin representing range (0.6km, 0.7km) of error value.

Similar histograms visualizing data related to W3C API implemented in iPhone and Android mobile phones are shown in Fig. 7 and Fig. 8.

The bins with maximum percentage of events are: (0.2km, 0.3km) for Android phone and (0.0km, 0.1km) for iPhone. They account for 14.2% and 20.4% of localization events respectively.

C. Comparison

Localization quality of analyzed methods is compared on chart in Fig. 9 and Fig. 10. It presents cumulative distribution of localization error for all localization methods. It can be noted that for the range from 0m until about the median, iPhone localization is much better than other two. Taking into account about 90% of measurements Cell-Id localization is worse than other two. However, when all results are analyzed, the maximum error values significantly are smaller in case of Cell-Id than in methods based on W3C API.

Summary of basic statistical information is presented in
Table I. Taking into account average error value and standard deviation, Cell-Id seems to be the best localization method. However, there is big discrepancy in values of the first, second, and third quartiles in favor of W3C API methods.

VI. CONCLUSIONS

The set of tests showed that both W3C Geolocation API and Cell-Id methods are very good sources of location information for application developers. The quality of the W3C API implementations is very impressive, keeping in mind that API providers do not have any a priori information about spatial configuration of GSM and Wi-Fi networks.

Tests were performed with a kind of black box approach. Probably some results could be explained if geolocation algorithms used by Android and iPhone APIs were known.
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Abstract—The paper presents an idea of a context-aware application, which collects context data from many different sources, stores them in a dedicated database and makes use of it to support flexible scenarios for end users. Using open APIs it integrates different types of context information provided by: Unified Communication system, APIs exposed by communication service providers and information from Machine to Machine (M2M) framework. Methods for recording and unifying different types of context data are proposed and their performance is compared with results for the most popular database structures. A context-aware contact list application for a mobile phone user is presented as an example illustrating the main ideas of the paper.

I. INTRODUCTION

Nowadays, value of information about context of communication is growing and having more impact on next generation of context aware services. Companies such as Google, Twitter or Facebook which are in possession of large databases which contain mostly context information [1] became major players in the ICT market. Information about users and their activities is the base of social networks’ owners’ business model and has started to be monetized, e.g. mainly in personalized focused advertising.

Availability and usage of precise context information has a very big potential for enterprises and constitutes a catalyst for innovative ICT systems and applications [2]. From a mobile phone user’s point of view, participation in social networks implies a change of a lifestyle. People want to “stay in touch” which means that they have to be reachable via phone independently of their location. Most of the businessmen (but not only) can’t imagine working without multiple phone numbers: a personal number to contact family, an office phone number to contact co-workers and a business number to communicate with customers.

The idea of easy contact for business users is one of the principles of Unified Communications services – a very popular communication trend in enterprise area. Typically it is implemented with:

- One number service – functionality allows the user to define and manage preferred communication devices via voice and video. Despite of using different terminals, subscriber is identified by one universal telephone number.
- Integrated application – single application supporting in a unified way many different communication channels: voice, video, e-mail, voice mail, Instant Messaging and web collaboration.

Efficient usage of Unified Communication systems and their features requires interaction with the end system user. Usually a user has to pay attention to and consciously set his or her status in UC application (ready, out of office, on holiday etc.), set and activate auto response in corporate e-mail system or set an active phone (office phone, mobile phone, softphone etc.).

From the end user perspective, these processes preferably should be automated to ease him/her of manual setting of an active phone. All information required for Unified Communication system can be acquired by sensors or software components taking advantage of context information.

The idea of automatic information exchange between devices and sensors is similar to the smart home automation concept, and M2M systems are a very promising source of context information e.g. for potential commercial systems.

The main aim of this paper is propose method to store in one database context information characterized of various data structure from different mentioned above sources (UC, Telco and M2M systems).
II. BACKGROUND

A. Existing solutions

Many context-aware computing paradigms have been developed in the recent years. For example, Cisco context-aware Healthcare solution, which is a tool for monitoring and simplifying business operations in hospitals [3]. However the most popular context-aware solution is currently the Google Ads Gadget, which displays context based personalized commercials to users browsing a specific website [4].

Cisco solution [3] uses RFID [5] (Radio Frequency Identification) technology for real time tracking of patients, medical personnel and hospital assets, what is crucial for providing the best quality health care services and optimization of workflow and medical staff management. The uniqueness of the approach stems from the fact that Cisco health care solution treats equipment and machines, such as X-ray or wheelchairs, as objects which are considered as the source of the context information. Context aware systems also bring new features into the survey conducting area [6], [7], [8], [9]. In this field, gathering context data and taking advantage of data collected by mobile devices, such as smart phones or tablets, allows developers to invent useful mechanisms which in turn allow to specify the exact target group of a survey. A solution presented in A survey on context-aware systems [6] uses a variety of many flexible sources, including widgets, wireless sensors and middleware infrastructure, which is somewhat similar to the mechanism presented in this paper.

B. Unified Communication

Unified Communication [10], [11] systems constitute an important element of private communication networks dedicated to enterprises. Many vendors (e.g.: Avaya, Cisco, IBM, Microsoft, Oracle and Siemens) offer comprehensive UC solutions. An example of such system developed by Siemens Enterprise Communications is OpenScape UC application.

UC system offers many features, e.g. standardization of communications services, support for user mobility, communication medium neutrality and support for any type of equipment (type of terminal). Possibility of virtualization of resources and services and their exposition by using LAN, WAN or Internet networks is of utmost importance for business users. Openscape UC (Fig. 1.) offers VoIP (Voice over IP) services (implemented in the OpenScape Voice subsystem), video communication between employees (OpenScape Video) and integration of e-mail and voice in a single message box (OpenScape Messaging). Integration of external applications and systems with OpenScape system is possible due to availability of Application Programming Interfaces (APIs), implemented in the UC system. Its APIs are exposed as Web Services and are offered using a Service-oriented architecture model (SOA) and SOAP Protocol (Simple Object Application Protocol). By taking advantage of UC open APIs, external developers can create their own specific application and UC system extensions described in [11] and [12].

C. Telco 2.0

Telco 2.0 [13] is an idea based on exposition of Communication Service Providers APIs for external developers and third party companies on the Web. From the technical point of view, telecom operator’s APIs are exposed using a dedicated entity – a Service Delivery Platform (SDP). An SDP is located between the operating network and the Web. Its southbound interfaces are connected to the operating network and integrate it with enablers offering telecommunications capabilities (e.g.: SMS, MMS, USSD, voice call, etc.). The northbound interface exposes open APIs as Web Services on the Web. The SDP is also connected to an Operations Support Systems responsible for: maintenance, inventory, provisioning and fault management as well as Business Support Systems (responsible for order handling, billing, payments etc.). There are two ways of exposing Telco 2.0 APIs – either via SOAP [15] interfaces or by using REST architectural style [14]. Telecommunications service delivery platforms (SDP) usually allow access to their capabilities in the service-oriented architecture (Parlay X specification [16]) or resource oriented Web Services (RESTful) model compliant with the OneAPI specification [17]. By using open Telco 2.0 APIs, it is possible to develop new applications and services merging IT and the Internet world with telecommunication area [12], [18], [19].

D. M2M approach

The Machine to machine (M2M) concept refers to technologies that allow both the wireless and wireline systems to communicate with other devices with the same capabilities. M2M uses devices, such as e.g. sensors or meters, to capture events or current state indicators (temperature, inventory level, etc.), which are then relayed via a network (wireless, wireline or hybrid) to an application (software
program), that translates them into meaningful information (for example, items need to be restocked) [20]. Such communication was originally implemented using a remote network of machines which relayed information back to a central hub for analysis, which would then be rerouted into a system like a personal computer.

III. SYSTEM ARCHITECTURE

Our solution integrates three systems as a context data source (Fig 2). The first data source is the Unified Communication system. Using the SDK (Software Development Kit) provided by Siemens, it is possible to implement a service which captures events reflecting subscriber’s activity, e.g. phone status and change of user status. The Openscape UC API enables implementation of the click to call feature as a dedicated button at the website. Web Services exposed by Communication Service Provider in the Telco 2.0 model allow collecting context data from mobile phones (e.g. using terminal status and terminal location APIs). The third source of the context information are events generated by M2M devices. This last area is a comprehensive source, which can send information of all type (presence, alarms, user activities etc.).

This chapter presents the main modules comprising the system collecting context information from different sources.

A. Database

The database is the most important part of our solution. It plays the role of the data repository collecting context records from three mentioned above sources. The database has to be: scalable, easy to access and fast. Meeting these requirements is easy in case of small databases but must be relaxed in case of large systems handling thousands of records.

The implemented MySQL database uses a relational data model and specifies four main entities (Fig 3.):

- **User** – entity stores information about the user: login information for OpenScape management portal, name, surname, Openscape VoIP terminal and mobile terminal numbers as well as the home address.
- **Locations** – entity stores known addresses of the user for example home address and work address.
- **Context_data** – stores context information: timestamp and context data set which is JSON form of context information (for example latitude and longitude).
- **Context_type** (Fig 4.) – a table which contains information about the context data source.
- **Param_type** – a table which assists in detection of the type of parameters coded in context data set (JSON).

The presented database schema guarantees to be scalable – e.g. there is no need to add new table when the system is integrated with a new context information source in the future. Data sets are easy to access because of the usage of JSON [21] format, which is supported by many programming environments.

![Fig 2. Architecture of system](image)

![Fig 3. ER diagram of database](image)

![Fig 4. Context type entity](image)
B. Location module

The location module is responsible for collection of information about a mobile phone’s geolocation. The location data is collected using terminal location API calls, based on those exposed in the Web by Orange using a dedicated Service Delivery Platform (SDP). The response received from Terminal Location API contains approximated latitude and longitude of the mobile terminal. The location information is stored in the database using pooling method. The measurements are repeated every minute. Unfortunately, the pooling method is not very efficient in terms of performance, but currently there aren’t any other methods available for small developers and external companies that could be exposed on the Web by Communication Service Provider in the Telco 2.0 model.

C. OpenScape integration module

Siemens provides a high level Software Development Kit for programmers, which allows implementing a method responsible for integration with a UC system. Its main role considered here is implementation of a method, which captures events in relation to the change of media (terminal) status or user status in UC system. There are three possible states of media status: 0. UNKNOWN (when the observing user is not authorized to see the recipient status) 1. AVAILABLE (when there is no call on the phone line) and 2. UNAVAILABLE (when the user is already busy in a call). The events, like e.g. change of the status are captured and stored in the database with a timestamp and an appropriate JSON value.

The second parameter correlated with the user activity by the presence of API is the user status. There are 6 possible states of user status: 1 - Do not disturb 2 - Be right back 3 - Unavailable 4 - Busy 5 - In meeting 10 – Available. This parameter is stored in the database – when an event (triggered by the change of the status) appears. The user status information is stored (in the JSON format) with a timestamp in the database.

Another method implemented in this module is the click to call feature. This method requires user login and password information to recognize an active phone from which the call originated.

D. M2M module

This application was implemented in Windows Service form which starts with the user’s login and ends with the system user’s logout. The module collects information about the user logged on to the workstation. The name of the user is sent to the main system and is stored in the database, using timestamp in JSON format.

E. Module Website

Module Website – the graphical user interface was created using ASP.NET framework. The module contains 4 subpages: login.aspx, contactlist.aspx, adduser.aspx and about.aspx. Only a successfully authorized user is able to use the portal. This module implements login and password; the ones required by portal are the login and password from OpenScape UC system. If the logged user is also the administrator, he or she is able to manage the system’s administration panel, e.g. add or remove users to the system, (Fig. 4) define work address and home address.

![Fig. 4. Module Website - add user form](image)

To add a user, all fields are required, with the condition of setting a correct login and password (same as OpenScape UC). The ending user application of the website is contactlist.aspx which contains all contacts, context data and the click to call button (Fig. 5.).

![Fig. 5. Context-aware contact list application](image)

F. Context-aware contact list application

The contact list application contains user information, such as: name, surname, mobile terminal number and OpenScape UC number (VoIP office phone). The database also contains location information, such as the user’s home address and work address. The application based on the context data can recognize the actual location of the user (using Telco 2.0 and UC data) and can present more specific context data e.g. if the user is at work, it shows the average time spent in the office (M2M based information). The application can even suggest the number of users recommended to contact them. The website also has
a “call” button which allows dialing the recommended phone number using the OpenScape UC system.

IV. SIMPLE CONTEXT BASED DECISION ALGORITHM

This chapter, based on the contact list application features, presents a simple context-based decision algorithm. The first column of this application (Fig. 5) contains contact data, such as the name and surname from the database. The next column: “Most likely user context” is a field based on information acquired from the Telco 2.0 location API.

The application uses Google Map API to recognize the home address and work address based on geolocation (longitude and latitude), which is recognized by using the distance between the user’s current location (the latest database record) – and simultaneously between the current location and home location. If the distances calculated above are less than 1000 m, the algorithm determines that the user is at the defined location (work or home).

The next column – “More accurate user context” - contains information from data collected by the M2M application. If the user is already logged on to the workstation, the algorithm decides that the user is in office and vice versa: if the user is not logged on to the system, the result is interpreted as “out of office”.

The column “Average time spent in office” is based on data received from the M2M application. The application measures the time from the timestamp between login and logout, and calculates an average value.

The last column - “Phone numbers” contains all phone numbers defined for a specific user. If the phone number is underlined in red – the number is not recommended to dial, when it is in green – the number is recommended for use.

There are several conditions that must be met for the number to be underlined in red: for the context information from OpenScape UC – AggregatedMediaStatus attribute must have value Unavailable; userStatus – In Meeting, Unavailable, Busy or Do not disturb; however, if AggregatedMediaStatus is Available but the user is out of office, the number will also be underlined in red.

Finally, by clicking the “call” button, the user can dial the number which is underlined in green. When all numbers are highlighted in green, the number allocated to Openscape system has higher priority.

V. INFORMATION INTEGRITY AND SECURITY

A. Context Conflicts

There is a possibility that pieces of the context information which are received from different sources may be inconsistent or conflicting. Situation like this can happen when the subscribed user by mistake leaves his mobile phone at home. In this case M2M module has discovered user as logged in and present in his office however Telco 2.0 module is indicating that the user is at home.

It is extremely important to deal with this kind of situations properly because any inconsistency has impact on reliability of the presented solution. For example in the scenario described above, a source which can authenticate user is selected as the stronger one and other conflicting information will be ignored (however the user will be informed that there is something wrong with his devices).

In order to be able to use M2M module, the user has to be logged in to his computer by providing a correct password or plugging a USB token with a certificate.

Submitted solution is efficient enough but can be improved by using semantic algorithms.

B. Information Security

As it is described in the previous chapters presented system deals with sensitive data and implementation of methods preventing data loss is of utmost importance.

There are several mechanisms to perform such tasks both at the application side and at the server side. A list of basic requirements to provide security for this kind of environment is as follows.

Application:

• enforce users to use strong passwords (Upper-case letters, special signs, numbers),
• enforce users to change their passwords every 30 days,
• user roles which give the certain user possibility to perform only allowed operations.

Server:

• up to date antivirus software,
• configured firewall,
• database calls can be made only from the specific IP addresses (website).

In Context-aware contact list application requirements for strong passwords and regular change of password is possible to achieve only if administrator of OpenScape system implement such policy in OpenScape panel (password for application and OpenScape is the same).

Application is immune to the most common SQL-injection and Cross Site Scripting (XSS) attacks.

VI. MEASUREMENTS

A. Performance tests result

In order to verify the SQL database structure presented in chapter III, some performance tests had been run. The proposed database scheme was compared with a classical database structure based on 5 independent tables (user, gsmlocationcontext, openscapeaggmediacontext, openscapestatuscontext, m2mcontext) and filled with context information.
The first test presents time needed to load all the context datasets to the memory. In order to get all the information about a specific user, 4 SELECT statements were executed, whereas getting all the possible information in the presented solution required only one SELECT statement. The results are presented in Table 1.

### Table 1. SQL Query Response Time (4 Context Sources)

<table>
<thead>
<tr>
<th>Context-aware Contactlist Database</th>
<th>Standard Context Database</th>
</tr>
</thead>
<tbody>
<tr>
<td>Table length [bytes]</td>
<td>SELECT duration [s]</td>
</tr>
<tr>
<td>500</td>
<td>0.00541125</td>
</tr>
<tr>
<td>1000</td>
<td>0.0101115</td>
</tr>
<tr>
<td>1500</td>
<td>0.01409725</td>
</tr>
<tr>
<td>2000</td>
<td>0.0230885</td>
</tr>
<tr>
<td>2500</td>
<td>0.02743775</td>
</tr>
</tbody>
</table>

Fig. 6. SQL query response time. (4 context sources)

In the next test, the performance of a database based on the information from only one context source was measured. The SQL queries used during the test are presented in Tables 4 and 5 respectively.

### Table 4. SQL Query Executed for the Proposed DB Scheme (1 Context Source)

SELECT * from contextdata where user_id = 1 and contexttype = 1

### Table 5. SQL Query Executed for the Standard Solution (1 Context Source)

SELECT * from gsmlocation where user_id = 1

The results of the measurement are presented in Table 6.

### Table 6. SQL Query Execution Time (1 Context Data Source)

<table>
<thead>
<tr>
<th>Context-aware Contactlist Database</th>
<th>Standard Context Database</th>
</tr>
</thead>
<tbody>
<tr>
<td>Table length [bytes]</td>
<td>SELECT duration [s]</td>
</tr>
<tr>
<td>500</td>
<td>0.011354</td>
</tr>
<tr>
<td>1000</td>
<td>0.020775</td>
</tr>
<tr>
<td>1500</td>
<td>0.02485975</td>
</tr>
<tr>
<td>2000</td>
<td>0.0322245</td>
</tr>
<tr>
<td>2500</td>
<td>0.04947975</td>
</tr>
</tbody>
</table>

Using the proposed context notation in the JSON format results in the execution time of SQL SELECT function which is shorter than in case of the standard notation. It should be emphasized that in the presented solution, the table has always 4 columns and this value is independent from the number of parameters represented in the context information (context data source).

The results presented above show dependency of the execution time on the table length. The proposed database structure is more efficient because it decreases the number of SQL Select statements. The execution of one SELECT statement is faster than the execution of four SQL Select statements.
B. Functionality test results

Figures 8 and 9 present the results of the functional tests. The maps present the location of selected points where the service was invoked, and show the location received by using the Telco 2.0 location API as well as the potential location based on the user’s activities in the UC system.

**Blue arrow** - real location of the user.
**Green arrow** - location based on the information from UC system.
**Red arrow** - location based on the mobile network.

For the presentation of the test results, Google maps application was employed. Figure 8 shows the case in which the user forgot to change his or her UC status, and left the office. Based on the mobile terminal location services, the presented context aware system can, in this case, change the status of the user in the UC system automatically. Figure 9 presents the approximate range within which the user is considered to be in his or her office.

When the user passes the border line highlighted in green, he or she can be recognized by the context application as being out of office.

VII. SUMMARY

The architecture of the context aware application presented in the paper features easy access to the context data sets stored in the database. The context information is stored using the JSON format, which is very popular in the IT world.

The main challenge was development of the structure of the database which had to meet many criteria described in the system architecture (chapter II). Further work on the described system should be focused on the usage of NoSQL databases as a data repository.

The presented solution is, first of all, flexible, ready and easy to extend. The most important aspect is the possibility to add another source of context just by inserting a record into the database with a new context data definition.

The functional test results presented in chapter IV show the location error in mobile networks using Terminal Location API and their impact on the context aware application functionality. This error can be minimized using more accurate location algorithms by communication service providers or the implementation of other location methods e.g. based on GPS.

The prototype of the context aware application has been developed under the Orange Labs Open Middleware 2.0 Community program [22] as a part of Grzegorz Siewruk’s B.Sc. Thesis.
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Abstract — The following paper presents Mobile Payment System. The system is a prototype of an innovative method of paying for services using the mobile phone. The method is quite straightforward, basically the user wanting to access some online service supplies his/her cellular phone number to the web form and receives a token via USSD message (Unstructured Supplementary Service Data). Then, introducing the token into the web form gives the user an access to the desired content. At this exact moment the charging is done. The due amount of money is simply added to the monthly bill, in case of postpaid phones, or subtracted from available credits, in case of prepaid mobile phones. The functionality of sending USSD messages from the system to the subscriber mobile phone was achieved by using Telco 2.0 Web Services provided by Orange Labs.

I. INTRODUCTION

As it is observed, nowadays in the global web there are more and more paid services. There are a numerous portals which require registration fees, an access to some scientific articles is restricted until it is paid for. There is of course possibility of buying ticket for a concert or other cultural event and a lot of other services not mentioned here. Some of the services have a great number of users and other not so many. Also as it is commonly known, everybody wants get the access in the shortest time and the easiest way possible. The need therefore arises: quick, easy mobile payment method with no scalability problems.

A. Existing solutions

At the moment there already exist some payment methods like [11]:
- premium-rated SMS
- credit cards
- pay-pal (and alike systems)

Unfortunately each of described above system has some limitations. Premium-rated SMS requires a huge number of users per month to be cost-effective. The problem with credit cards is such that not everybody has one, another is that for some people it may seem risky to send sensitive credit card data over the internet which will discourage them from using this method. Pay-pal and pay-pal-like systems require registration and uses dedicated account which is time consuming and can act like a discouraging factor.

B. Migration from Telco 1.0 to Telco 2.0

Telco 1.0 is about value-added services (VAS) [1] which are all services that are beyond voice calls or fax transmissions. They, as the name indicates, add value to the standard services. Historically, SMS, MMS or data access were considered VAS, however nowadays they are standard services. In that approach only the operator could create new added telecommunication services. The reason for that was the fact that such services used intelligent network platforms (telecommunication platform with centralized management), which were accessible only by the operator. Since a few years migration from Telco 1.0 to Telco 2.0 [2][2] can be observed.

In Telco 2.0, an additional layer in the Intelligent Network Platform architecture has been created. It has been added to make a creation of other VAS possible by parties other than the operator alone. In practice, the operator offers an access to the basic telecommunication functionalities (like sending and receiving USSD, SMS, MMS messages, managing phone calls, locating terminals etc.) in form of easy to use web services. The communication with those services is possible using the SOAP and REST [3][3] protocols. The conceptual difference between Telco 1.0 and Telco 2.0 approaches is
visualized in the Fig.1. The architecture of the Telco 2.0 solution is presented in Fig. 2.

![Telco 1.0 vs. Telco 2.0 concepts](image)

**Fig 1. Telco 1.0 vs. Telco 2.0 concepts[7][7]**

![Telco Web Services architecture](image)

**Fig 2. Telco Web Services architecture [10][10]**

C. Profits of using Telco 2.0 to solve the presented problem

The great advantage of Telco 2.0 is its the range of usage. It is not restricted to the users of smartphones only but it is accessible by all mobile phone users within coverage area which is over 95% of the inhabitants of Republic of Poland. It implies that the service can be launched from any location covered by the radio access network of the native mobile telecommunication operator. During recent years there were developed a number of applications based on operators networks assets. Some examples are described in literature [6][6], [7][7], [8][8], [9][9], [10][10].

II. THE PAYMENT SYSTEM

Mobile Payment System is a prototype of an innovative method of paying for services using the mobile phone. The system presented in this paper addresses all the arisen needs: it is fast, easy and has no scalability problems. Implemented solution of the method is just a prototype that should be treated as a proof of concept rather than ready to deploy product. System functionalities are limited to granting access to specific URLs. Apart from that the management panels has been implemented in form of web application.

![The schematic of service usage](image)

**Fig 3. The schematic of service usage[7]**

The method is fairly simple, the user wanting to view restricted content supplies his/her cellular phone number to the web form and receives a token via USSD message. Then, introducing the token into the web form gives the user an access to the desired content. Also at this moment the charging is done. The due amount of money is added to the monthly bill, in case of post paid phones, or subtracted from available credits, in case of pre-paid mobile phones. This is, of course, just the main idea of how the system works. The system itself is more complex. It contains also user account creation, generation and transmitting the account password to the client via SMS, storing the history of subscription, administration panel (managing of ‘non-admin’ users). Also, the service is protected from unauthorized use thanks to basic authentication mechanism. The functionality of sending SMS and USSD messages from the system to the subscriber mobile phone was achieved by using Telco 2.0 Web Services provided by Orange Labs. These are ready to use services that provide above mentioned functionalities. The whole system was implemented in .NET technology using C# programming language. Entity Framework was used to facilitate all necessary database operations, technology for database is MySQL. The communication with Web Services is
possible with SOAP protocol. The implementation of user interface uses ASP.NET MVC 3 Framework.

III. SYSTEM ARCHITECTURE

A. Functional schematic of the solution

The functionality of the solution is presented in Fig. 4.

![Fig. 4 Functional Schematic of the solution](image)

The end user makes HTTP GET request to Content Provider System if the user is not authorized to view the content SOAP request is made to Payment System where the user is charged. Response is sent to the end user through Content Provider System.

B. Used Telco 2.0 interfaces

The system is based on the functionalities offered by mobile phone networks. SMS API, USSD API and GetOperator API have been used. GetOperator API is used to check if the number provided by the user belongs to Orange operator. SMS API and USSD API provide a possibility to send a message and check the status of the message. SMS API is used in the system to send the generated password to the user. USSD API is used to send generated access token to the user's mobile phone and send notification about charging.

C. Structural architecture of Mobile Payment System

The solution presented in this paper consists of 2 separated systems: Payment System simulating payments and Content System providing resources.

The Payment System (Telco) is responsible for exposing SOAP Web Service providing Payment API functionality. It consists of three parts based on the performed functions shown in Fig 5.

![Fig 5. Structure of developed Payment System](image)

- End User – communicates with the system via UTRAN/GERAN access network using mobile phone or SOAP web service.

- Payment System – the logic of the system consists of two applications. First one is the application implementing Web Service and the other is Web application which provides the user interface for database administration. The communication between the system and database is done using Entity Framework. The database stores information about accounts, transactions and web service users. The application uses Telco 2.0 interfaces to send passwords to the user's mobile phones.

- GSM/UMTS Operator – enables the communication with the developed system through exposed Telco 2.0 interfaces.

The second module - content system is responsible for providing paid content to the end user. It consists of three parts based on performed functions shown in Fig. 6.

![Fig 6. Structure of developed Content System](image)

- End User – communicates with the system via UTRAN/GERAN access network using mobile phone or Web Browser.

- Content Provider System – the logic of the system is implemented as a web application, which provides the user interface for the Content Provider application. The communication between the system and database is done with use of Entity Framework. The database stores information about users, URLs and subscriptions. The application uses Telco 2.0 interfaces to send token to the user wanting to access chosen URL.

- GSM/UMTS Operator – enables communication with the developed system through exposed Telco 2.0 interfaces.
D. Class Diagrams
Presented solution was developed in Model-View Controller (MVC) style. It consists of Controller, Model, ORM and Helper classes. All interesting classes are presented below. Views are simple dynamically generated HTML. Classes in the system:

- **Controller classes** – responsible for handling HTTP requests. GET and POST requests are mapped to appropriate method called action from the class. Diagram is presented in Fig. 7, 8
- **Model classes** – represents the data objects send within system. Each class consists of properties and the setter/getter methods for each.
- **ORM classes** – represents the database tables mapped into C# objects. Entities are generated by Entity Framework.
- **Helper classes** – are responsible for database operations, handling AJAX, sending response to mobile phone end user. Presented in Fig. 9, 10
IV. USER INTERFACE

The Mobile Payment System was developed using C# programming language and ASP.NET MVC 3 framework. The system has a simple, intuitive web interface. JavaScript was used to create the user interface, Microsoft Internet Information Server was used as an application container. Some interesting views, that user may find in the system, are presented below. Implemented solution supports both types of resources: local and external.

List of URLs

- wp.pl
- onet.pl
- mini.pw.edu.pl
- google.pl
- allegro.pl
- localhost:8080/ContentProvider/Resources/house.jpg
- localhost:8080/ContentProvider/Resources/koala.jpg
- localhost:8080/ContentProvider/Resources/penguins.jpg

Fig 11. List of supported resources

Presented in Fig. 11 shows the list of supported resources. It can be easily extended by administrator through appropriate web form. User can check the list of his/her subscriptions Fig. 12.

List of subscriptions

<table>
<thead>
<tr>
<th>URL</th>
<th>Expiration Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>google.pl</td>
<td>2013-05-12 10:59:55</td>
</tr>
</tbody>
</table>

Fig. 12 List of subscriptions

Web application allows to check the transactions made through the system. The exemplary transactions list is presented in Fig 13.

List of user transactions

<table>
<thead>
<tr>
<th>ID</th>
<th>Amount</th>
<th>Reference Code</th>
<th>State</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2,3</td>
<td>767765-88827-4792-a03f-d8b39cc19c34</td>
<td>CHARGED</td>
<td>2013-01-01 13:21:59</td>
</tr>
<tr>
<td>2</td>
<td>2,3</td>
<td>683736-5007-1691-80f1-26b7658bb9b0</td>
<td>REFUNDED</td>
<td>2013-01-07 13:26:49</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0b608f-885b-439b-99ed-afcb77f9c9c</td>
<td>REFUNDED</td>
<td>2013-01-07 13:37:39</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>78e756-9b4f-4de0-9989-1a08d8d6e2e2</td>
<td>REFUNDED</td>
<td>2013-01-07 15:47:30</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>5b8950-2b90-4d8b-3419-2e6f4f128a1</td>
<td>REFUNDED</td>
<td>2013-01-07 15:50:04</td>
</tr>
</tbody>
</table>

Fig. 13. User transactions

V. CHALLENGES

The system that has been developed is just a prototype. The most important part of it is the Payment service. Due to the prototype version, the service provides only the basic functionality and has been secured merely with HTTP Basic Authentication without SSL. Such a solution, in fact, is not secure at all. Hence, in future, the thing of utmost importance will be upgrading the security level of the system. Since the service is responsible for financial operations it must be protected by a top-level security system. The functionalities might also be extended. The current version allows only to: charge account, refund account, check transaction status and get transactions list. The possible directions of development are to extend an existing reservation or release a reservation. Payment service is an XML Web Service supporting exclusively...
SOAP protocol. Hence, another enhancement could be handling RESTful architecture style with JSON data serialization support. The advantage of REST protocol is that it is very lightweight and uses normal HTTP methods instead of heavy XML format. Both parts of the system: Telco and Content Provider have very simple user interfaces, designed just to present the system capabilities. This is however, another possibility of enhancement. At last, the mobile version of the system may be created as well.

VI. CONCLUSION

Presented in this paper the prototype of the innovative Mobile Payment System shows the possibility of usage of telecommunication open APIs in very wide mobile payment area. The main goal of presented research was to create the payment service and simulate it using Internet. All requirements were considered when designing system's architecture. The created user interface is simplistic and should be treated rather as a proof-of-concept. Tests showed, that all functional requirements are satisfied. The End User tests and Orange Labs experts comments provoked some changes that made the system more user-friendly.

Prototype of the System service was developed under the program Open Middleware 2.0 Community [5] as a part of Piotr Trusiewicz and Maciej Witan B.Sc, thesis.
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Abstract—The main objective of this paper is proposition simple, easy to implementation and low cost solution dedicated for parking lots reservation. The presented application uses Unstructured Supplementary Service Data (USSD) as an communication channel between driver and parking system. USSD communication proposed in this paper is more efficient and comfortable for the end user in comparison with SMS used in many existing parking solutions. System is integrated with communication service provider infrastructure using Service Delivery Platform exposed APIs for telecommunication network in Internet. Application can be launched on every phone and does not require Internet access on mobile phone side.

I. INTRODUCTION

The parking place is costly and sometimes very limited resource in the cities. Every day thousands of car drivers spend a lot of the time to find an empty parking space. The result of this situation is the air pollution in urban areas, increasing traffic congestion and frustration of drivers. In large cities the traffic generated by drivers searching free parking places can achieve about 40 % of total traffic [1]. In order to solve this problem, the implementation of dedicated reservation based parking system in cities for managing parking places is mandatory.

A. Existing solutions

In last years many researchers proposed architecture of advanced parking systems supporting citizen in free parking spaces allocation. In this chapter are described some of them.

The first solution is Smart Parking Reservation System proposed by researches from University Teknologi PETRONAS in Malaysia [2]. Using this system car driver can reserve parking lot using Short Message Services (SMS). SMS messages are read and interpreted by GSM modem installed in micro-RTU (Remote Terminal Unit). Micro-RTU also sends to the car driver information about reserved lot number and password which is dedicated for opening barrier gate.

Another solution Automated Parking Slot Allocation System [3] proposes using RFID technology for allocation free parking slot. In this system the driver is informed about free parking place using SMS communication channel. The driver can use this channel to reserve his parking slot as well.

Another solution SmartParking described in [4] is dedicated for NOTICE. It is a secure and privacy-aware architecture for the notification of traffic incidents. In this system car driver uses dedicated mobile application for PDAs, smartphones, vehicle display and laptops which can read the information from SmartParking based on Internet access (data) to the system.

Smart Parking System developed by University of Nebraska-Lincoln [5] uses Internet (by Wi-Fi or GSM) for communication with end user using Web Application.

Another solution, Wireless Mobile-based Shopping Mall Car Parking System (WMCPS) [6] uses SMS for interaction with the driver. End user of the system can request for reservation car parking spaces using their mobile phone. WMCPS have got implemented GSM modem for integration with mobile network.

B. Description of the problem

Presented above parking systems uses dedicated hardware (modems) for communication with end users. This solution generates additional costs (hardware) and can be not effective in large scale usage (due to performance issues of GSM/UMTS modems). Proposed and implemented SMS communication results need to send an SMS with the specific content and potential mistakes in SMS content results errors in application usage. Another solution for car drivers dedicated or web application for mobile devices uses data connection and generates costs for user. This paper proposes usage of another communication channel available in mobile network - Unstructured Supplementary Service Data and provides an alternative to existing solutions.
C. Telecommunication APIs and Service Delivery Platforms

In last few years we can observe the process of opening communication service provider networks for external developers. For many years the network operators were closed to external companies and programmers and only operator was able to develop innovative telecommunication services.

Telecom operators seeing changes in Internet and competing with Internet companies (Over The Top – OTT players) such as Google, Facebook or Skype, were implementing business models based on API (Application Programming Interfaces) exposure.

Using API telecommunication service providers can expose large sets of functionalities in Internet for external developers. Telecommunication functions such as call management, SMS and MMS communication, USSD, payment or locating terminals can be offered third parties as Web Services. Based of them is possible to create new innovative applications connected Internet assets, telecommunication area and IT functionalities such as [7], [8], [9]. From technical point of view – presented above enablers are exposed in Internet using dedicated system- Service Delivery Platform (SDP). SDP is additional layer between Internet and communication network. South interfaces of SDP are connected with network elements such as SMS Center, MMS Center or GMLC (Gateway Mobile Location Centre) using binary telecommunication protocols based on Signaling No 7 stack (SS7). North interfaces are connected to the Internet and expose APIs using SOA model or RESTful architectural style. The architecture of the API exposition using SDP is presented in Fig. 1.

Web services were implemented in SDP were standardized using two models: Parlay X specification [10] defined by ETSI and the Parlay Group - based on Service Oriented Architecture [11] and SOAP protocol [12]. Second standard OneAPI [13] was defined by GSMA and the newest version of this specification is based on Representational State Transfer architectural style (RESTful) [14] de facto standard in Web 2.0 and Social Media world.

II. THE PARKING RESERVATION SYSTEM

The Parking Reservation System is an application prototype based on API for operator’s network. Presented in this paper system is dedicated for supporting and managing parking places reservation process. The system allows to make reservation or if reservation has been made to cancel it. Application recognizes two types of end users. One is the end mobile user - making the request, the other one is parking security - handling the request using Web based user interface. The mobile users can store in their mobile phone address book two records. The first record is responsible for parking reservation and contains *665*0015*0# USSD request, the second address book position cancel reservation and is coded as *665*0015*1#. To make or cancel reservation the end user must call stored in book number (USSD code) and therefore send specific USSD request.

![Parking system mobile end user interface](image-url)
In current version system recognizes only these two described above USSD messages. The request from mobile user in web application is presented to the person responsible for parking place reservation. To handle the request the parking security user selects in web application free parking lot and sends mobile user response using one of the method: USSD or SMS. In a similar way (using another USSD code) is realized parking place reservation cancelation. In case of no free parking places the parking security user can send to the mobile user dedicated message predefined in application (Fig. 3).

III. SYSTEM ARCHITECTURE

A. Functionality of the solution

Using their mobile phone mobile end users sends USSD request to the system. The parking system notifies parking security end user in web application using AJAX request. In the next step the parking security end user using web application (Fig. 4.) sends response to the system and application forward it to the mobile phone end user through appropriate SDP’s Web Service. The functionality of the system is shown in Fig.4 and Fig 5.

B. Used API interfaces

The Parking System functionality is based on API provided by the cellular phone networks. The system is invoked with the USSD request. The response can be send using two methods: USSD or SMS message. Both functionalities are realized by Orange Service Delivery Platform using Web Services implemented in RESTful architectural style as Receive USSD, Send SMS and Send USSD APIs.

C. Structural architecture of Parking System

The Parking System service consists of three main functional parts based on the performed functions shown in Fig. 5.

- **End Users** – there are two types of end users: one communicates with the parking system using mobile phone through UTRAN/GERAN (mobile end user) and the second (parking security end user), which using Web Application maintains parking resources.

- **Parking System** – the application logic implemented as a Web Application, running on a server. System data is stored in XML files. Data consists of USSD requests, system end users and parking resources data. The system is using telecommunication APIs exposed by Orange for communication between end users.

- **GSM/UMTS Operator** – enables communication with the Parking System through exposed APIs interfaces.

D. Class Diagrams

Presented solution was developed in Model-View Controller (MVC) style. It consists of Controller, Model and Helper classes. All classes are presented in Fig. 6 and Fig 7. Views are simple dynamically generated HTML. The project consists of following classes:

- **Controller classes** – responsible for handling HTTP requests. GET and POST requests are mapped to appropriate method called action from the class. Diagram is presented in Fig. 6.

- **Model classes** – represents the data objects send within system. Each class consists of properties and the setter/getter methods for each.

- **Helper classes** – are responsible for parsing XML data, handling AJAX, sending response to mobile phone end user and are presented in Fig. 7.
IV. USER INTERFACE

The Parking system was developed using C# programming language and ASP.NET MVC 3 framework. The system has a simple, intuitive web interface. The user (parking security end user) logged in to the system, on the main page can see the map of the parking, three tabs on the right (home, make reservation, cancel reservation) and request notification messages on the bottom. On the map reserved parking places are marked with a car pictures. Home page of application is presented in Fig. 8.

Application supports two types of notification messages. One for making reservation and second for canceling. Both types of notification are presented in Fig. 9.

To make or cancel reservation the parking security end user has to select the appropriate tab and fill up the form and select communication type (USSD or SMS). The forms are shown in Fig. 10 and Fig. 11.
After performing the operations the person responsible for parking place management is redirected to the home page with parking map.

AJAX, JSON, JavaScript technologies were used to create the user interface, Microsoft Internet Information Server was used as an application container.

V. CHALLENGES

The presented in this paper application has some possible future enhancements. It is possible to add new communication channel via SMS for parking place reservation. In the further development of the system it is also possible to create a mobile application dedicated for smartphones. One of the future challenges will be function of navigation to the reserved parking place. This functionality requires a precise localization API (e.g. based on GPS or Wi-Fi) or usage of specific and expansive hardware (e.g. sensors) [3], [4], [5] and implementation of algorithms for parking management strategies [5], [6]. Another enhancement concerns on the functionality of the Parking System. The current system version supports only two mobile end user actions: make reservation and cancel them. There are few more options available such as: check reservation status, change status, extend reservation time, make reservation for some time in future, etc. Potentially interesting idea is automation of system functionality: allowing end user to triggers the application with a USSD or SMS channel without interaction with parking guardian. Based on this the system could automatically reserve the place, recognize the car or end user mobile phone and navigate the user to the reserved place. Parking navigation system would be very helpful, when the mobile end user wants to find the car on the parking.

VI. CONCLUSION

Presented in this paper the prototype of the Parking Reservation System is low cost and effective solution. Because system is based on web application can be hosted in cloud computing environment and offered potential (companies, security agencies) as a service. Because no specific hardware requirements system can be used by everyone and need only mobile phone (smartphone are not necessary) for mobile end user and computer with Internet access for security end user. The implementation telecommunication APIs: Receive USSD, Send SMS and Send USSD in Web Services allowed creating application using standard programming tools in very short time. Using this system car driver can reserve a parking slot on the fly in very easy way by pressing call button on their mobile phone.

Prototype of Parking reservation System was developed under the program Open Middleware 2.0 Community by Orange Labs [15].
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Abstract—The paper describes architecture of a prototype networked student information delivery system. Main system functionalities include interactive access to lecture room timetables and group messaging. The system exploits modern mobile technologies to allow flexible usage scenarios. The use of open APIs of telecommunications service delivery platforms in combination with e-mail messaging provides diverse ways of system information delivery. The perceived application scenario of the system is to provide ubiquitous access to up-to-date lecture room timetables and reliable ways of notifying the affected users about changes.

Index Terms—student information systems, web services, mobile applications

I. INTRODUCTION

NOWADAYS, universities worldwide offer a variety of complex campus services addressed to different groups of users: academics, administration staff, and students. Among the information systems facilitating the management of these services we can find systems supporting various fields related to the educations process, like student information database systems [1], [2], [3], [4], systems facilitating students and staff mobility and general cooperation between education institutions [5], [6], [7], learning management systems [8], and many more.

In this paper we propose a system enabling ubiquitous access to up-to-date lecture room timetables and reliable ways of notifying the affected users about unexpected changes. The proposed system exploits modern mobile technologies (mobile phones, tablets) to allow flexible usage scenarios. The use of open APIs of telecommunications service delivery platforms [9] provides reliable and fast way of delivery of system messages to the users.

The remainder of the paper is organized as follows. Section II presents overall architecture of the prototype system and provides details on the system modules. Section III describes user system interactions as well as user interfaces of the system modules. Section IV summarizes the paper.

II. SYSTEM ARCHITECTURE

Proposed system has a distributed heterogeneous network architecture. In particular the complex solution might be divided in two independent but yet complementary branches. The first one consists of modern interactive lecture room timetable delivery platform that provides the users with the most actual timetables for the auditoriums. The other part of the solution consists of group messaging platform utilizing telecommunications open APIs [9] to deliver messages to the mobile phones.

Both parts were developed separately with the use of different open source and proprietary technologies. The joint use of interactive timetables and group messaging offers possibility to notify system users on the temporary timetable modifications. Moreover, the ability to provide user with additional information makes it possible to offer group messaging in order to improve the communications between students and academic teachers.

The remainder of the section provides detailed description of the aforementioned system modules.

A. Interactive Lecture Room Timetable Delivery Subsystem

As mentioned before in many universities among the world contemporary printed schedule boards are still in use. This way of information delivery has strong advantages among which low usage cost and effectiveness of delivery are the most important. On the other hand, the possibility of live interaction with printed timetables is impossible. Thus, any unusual situations and events require manual updates of the timetables and in urgent cases engagement of additional communication channels to pass the notification of the changes to affected groups of students and academics.

Electronic boards can present information in a similar way to the printed ones but additionally may offer an interaction channel to provide the possibility of on-line data modifications. That was the main idea that led us to design and implement the timetable delivery subsystem.

Proposed system architecture consists of four main elements as presented in Fig. 1. Central application server is responsible for controlling input data, in particular it provides timetable conflicts resolver. It is also responsible for preparing data for each lecture room display. It is also the only element that interacts with incorporated Relational Database Management System (RDBMS). Database server is used to store all the timetable data.

The management of the system is also possible with independent WebGUI service that allows authorized users to enter timetable data for supported lecture rooms. It includes state-of-the-art calendar interface which permits to define events of
different kinds, in particular single-time and periodic events are supported. The last part consists of interactive displays to be mounted at entrances to the lecture rooms.

As the result of conducted market research it was decided to use modern Android OS based tablet devices as the interactive displays. Therefore, dedicated application for Android operating system was developed. The main goal of the application is to display schedule timetable in convenient and accessible way. It is designed to be constantly active and refresh the data for up-to-date timetable delivering. Moreover, after each user interaction application returns to it default state (i.e. displays the timetable for current week).

As extensive user-timetable interaction is expected, it was also decided to develop dedicated pointing device to navigate over schedule application in order to reduce the use of touch screen of the device. The prototype device uses Bluetooth protocol to communicate with tablet device and is equipped with seven buttons. Four of them are used as the four-directional joystick, two are used to change the week view and the last one allows to display additional subject related information in a new window.

B. Student Massive Messaging Subsystem (SMMS)

The ability to send notification to a group of students is the main feature exposed by Student Massive Messaging Subsystem (SMMS). Contemporary messaging services at the university usually use university electronic mail systems as the only way to contact students. However secure and reliable, the effectiveness of information delivery is strongly affected by the necessity of user initiated mailbox checking in order to retrieve new messages. This might be insufficient in the case of unusual changes to timetable caused for example by lecture room equipment failures.

Aforementioned limitations might be omitted by incorporating the use of mobile phones and Public Land Mobile Network (PLMN) messaging services like Short Message Service (SMS) and Unstructured Supplementary Service Data (USSD). In particular these protocols are the most suitable for sending short messages that should be delivered shortly and reliably. Therefore, the proposed service involves SMS and USSD messaging services exposed by Telco 2.0 APIs of Service Delivery Platform WebGateway. The overall SMMS system architecture is presented in Fig. 2.

The main application server exposes a set of SOAP-based stateless web services that allows the following actions:

- It allows to send notifications on exceptional changes in the timetable (i.e. caused by equipment failure or important special event) to previously assigned users (both students and academics),
- It simplifies the communication between academics and groups of students by allowing academic teachers to send short notifications to selected groups of students registered in the system,
- It provides fast and reliable communication channel between university administration and students which improves the quality of administration services.
- It allows end users to sign-in for receiving the messages on selected topic. The user might sign-in in three ways: by sending a USSD code, SMS message or using Web Interface (which communicates with the main server).

This part of system was developed with the use of Windows Communication Foundation (WCF) technology. SOAP protocol was implemented in the northbound interface of the service, although RESTful web services are planned to be developed for final revision of the software.

User interacts with the system using web-based GUI offered by Web Interface server. This web portal was developed in PHP and communicates with SOAP web services from application server. The tool set also allows to manage database of users and news groups. Sensitive data, in particular user personal data and passwords are processed in accordance to widely accepted rules. Fraud detection mechanisms were also considered to prevent unauthorized use of users e-mail addresses and mobile phone numbers. In particular, verification
mechanisms are invoked every time the user wants to join the system or messaging group.

All the internal data, as well as user account information are stored in incorporated RDBMS which is accessible for both the application and WebGUI servers.

III. USER SYSTEM INTERACTION

Despite the capabilities of the developed solution user interaction models are the key factors of the deployment success. Thus four complementary user interfaces were proposed:

- Web-based GUI for management of group messaging subsystem. This interface is intended to be used by both academics and students. Staff members might create topic groups (editor role) or join existing ones (notification recipient role). Student may only join the existing groups. As mentioned in section II, to avoid frauds or improper use, e-mail addresses and mobile phone numbers submitted to the system are subjects of verification procedures.

- Web based GUI for management of group messaging subsystem. This interface is intended to be used by both academics and students. Staff members might create topic groups (editor role) or join existing ones (notification recipient role). Student may only join the existing groups. As mentioned in section II, to avoid frauds or improper use, e-mail addresses and mobile phone numbers submitted to the system are subjects of verification procedures.

- User might join the messaging group by sending a USSD code. This method is intended for combined use with the capabilities of the EIT in order to minimize the effort needed to join the desired messaging group. It is worth to notice that in this case there no necessity for phone number verification as the action has to be initiated on the target device.

The use of the system includes notifying affected users on changes in the timetables. Nevertheless of the change type, whether it is planned or emergency situation the system allows to improve the communications between building management team and students or teachers. It is especially useful in the case of emergency situations when all the users of the lecture room might be informed on the unexpected changes.

The latter use case scenario involves the academic teachers or administration staff (e.g. dean office). Nowadays they usually communicate with the selected student using emails. Then the leader of the student’s group is obligated to pass the information received to the rest of the group. Although emails are reliable and secure means of communications, in the case of urgency this approach might be ineffective. SMS or USSD messages provide similar level of security and reliability but due to immediate delivery are the most appropriate for such situations. The use of proposed solution creates the possibility to inform all the interested students at once just by creating notification to the target messaging group.

Aforementioned examples only show the base system functionalities and application possibilities. Due to open and distributed architecture the proposed solution might be easily adopted to new application scenarios.
IV. SUMMARY

In the paper we presented a prototype Student Information Delivery Platform. Proposed system architecture consists of two joined independent modules:

- Interactive Lecture Room Timetable Delivery Subsystem which allows to create, manage and display interactive timetables at the entrances to the lecture rooms,

- Student Massive Messaging Subsystem (SMMS) which makes it possible to send notifications to predefined groups of students or academics. The system incorporates SMS, USSD and email messaging in order to suit various delivery time and reliability needs.

Joint use of the proposed subsystems allows instant notification of the users on unexpected changes to the timetables as well as facilitates communications between academics and student groups. Future system development plans include implementation of RESTful northbound interfaces in all the key components as well as implementation of interfaces enabling integration with already deployed campus systems.
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II. CLOUD COMPUTING

Abstract—In this paper, the system presents an integrated wireless sensor network (WSN) to monitor the information from agriculture systems namely temperature, humidity, pondus hydrogenii (pH) value…etc. The purpose is to provide a faster and more convenient platform for the client to obtain information from an array of sensor nodes that has been set-up in an agricultural system. A WSN will collect the values of various parameters from the front-end sensors at the host end. At the client sides, one can use the internet to request for Web Services that will store this big data into distributed SQL databases which are already in our proposed cloud system. In addition, this work presents the concept of cloud computing and services. The benefits of this system include basic computing hardware and reasonable storage capacities making it suitable for any smart device which can monitor real-time farmland information anywhere. The customers can fully access our cloud service using devices that have internet capabilities.

I. INTRODUCTION

WIRELESS sensor network (WSN) consists of a large number of sensor nodes that are interconnected to form a wide communication network. Usually, it can achieve small size, low cost, low power consumption, fewer network components and other features easily. In recent years, it has been readily implemented in agriculture, industry, environmental protection and other fields.

With the development of hardware limitations, and in pursuit of a better performance and enhancing greater computing capability, people turn to find other techniques to achieve these goals. Therefore, the concept of “Cloud” was born. In fact, as early as the Internet appeared, the “Cloud” has already existed silently providing for us some services.

In recent years, the “Cloud” concept has become more and more popular, especially on the business sector. There are also many types of cloud computing platforms such as Google, Amazon, IBM, and Microsoft…etc. However, the true essence of using “clouds” was not completely understood. “Cloud” was then not a specific technology but rather a concept.

“Cloud” refers to a network. In the beginning, engineers drew a network diagram in the form of a cloud to represent Wide Area Network. This had an undefined volume of interconnected computers and network routers [1]. So to the client, this “cloud” was just a means of interacting with other sides.

A. Distributed Computing

According to literal interpretation [2], the idea of distributed computing is to divide the whole work load into smaller units. Each work fragment will be given to a corresponding slave computer that will do the computing and then will send back the results to the master computer. This is shown in Fig. 2.

Fig. 1. Cloud concept
Through this technique, cloud computing can achieve a similar processing power to that of a “Super computer” with relatively lower cost and lesser fabrication complexity.

B. Virtualization Technology

Virtualization is a kind of software technology which can be applied to many fields. In fact, the concept of “Cloud” appeared very early [3], but due to lack of network bandwidth, insufficient storage space, and premature virtualization technology it was unstable and lacked flexibility.

However, with the development of virtualization technology, the development of clouds has been accelerated. In the past, our computing power was based on personal computers locally, but through virtualization technology we can now use cloud computing power which is centralized.

The proposed cloud system consists of a master server computer and four virtual slave server computers. The data are distributed onto the respective storage spaces of the four slave server computers which shall be used in the distributed computing process.

III. DATABASE DESIGN

A. Database Concept

Database refers to a particular subject or a theme arranged in a structured set of multiple and complex data in the computer. As a storage structure, the database can be broadly divided into: Hierarchical, Network, Relational, and Object-oriented. We used relational database in our project. Relational database is a database that has a collection of tables of data items which are formally described and organized based on the relational model. In this model, each table must identify a column or group of columns referred to as the "primary key" to uniquely identify each row. The rows of one table can relate to rows of another by establishing a "foreign key" which is a column or group of columns in one table that points to the primary key of another table.

B. Stored Procedure

The Stored Procedure (SP) could be divided into four instructions: Insert, Update, Delete, and Select in the database. These basic instructions can also control the data in the database and even combine more complex instructions so that the user can handle data more efficiently. In this project, we used T-SQL to write the database instructions. Every time one accesses a regular database, it has to check the syntax and this consumes a lot of time. So we implemented another technology that is “Stored procedure” which is written using T-SQL. Stored procedure will process the composition, verify the syntax by T-SQL, and then store. After that, one just needs to use it directly.

IV. WEB SERVICE DESIGN

A. Web Service Concept

With XML (Extensible Markup Language), SOAP (Simple Object Access Protocol), WSDL (Web Service Description Language), UDDI (Universal Description, Discovery and Integration) appearing one by one, Web Service-oriented software, a new generation of distributed computing technology, and Web Services were born. Web Service through the open-type standard (e.g. XML, SOAP...) etc. of Web communication protocol alongside with the data provides services to other applications. Web Service consists of reusable components that can be published, discovered and invoked across the Web [4].

Fig. 3. Cloud system structure

Fig. 4. Stored procedure’s concept

Its basic function is to respond to the call from the client to the server. Its purpose is to let the application from different platforms intercommunicate. When using the program, one inputs a value onto it, and then the program will request the Web Service to compute. The project used C# to design the user interface; while the platform was built
using .NET that can do the integration and implement the application.

B. Related Technologies

XML is a language form and a kind of syntax which can easily be read by the user and that the computer program can easily identify. It emanated from the SGML (Standard Generalized Markup Language). XML was developed by the XML Working Group, an organization formerly known as SGML Editorial Review Board; and so, XML is reviewed by a group of SGML experts. XML does not replace HTML. HTML focuses on how the file appears in the browser; while XML focuses on how to represent them in a structured way.

SOAP, Simple Object Access Protocol, SOAP is a kind of protocol that defines the way XML data are delivered and the various transmission protocols, like HTTP, FTP, SMTP, and TCP. SOAP uses XML as the data transmission format, and combines with the aforementioned transmission protocols to send the message.

C. LINQ-to-SQL

LINQ is a kind of method to link different program languages. Without LINQ, it is hard to establish a communication link between the SQL database and the programming language. LINQ can do object-oriented programming; it can also make the T-SQL language easily readable in C#, where the basic language is different; and it can also automatically generate the corresponding data type.

V. USER CONTROL CENTER

The relationship between user control center and Web Service are divided into two directions: “data” and “Panorama Map”.

A. Data Curve

Due to the large amount of data coming from the front-end sensors of temperature, humidity, and pH value... etc., a virtual machine is therefore used as a storage medium whose contents shall later be extracted via the Web Service. The process is as follows: one will first get the display window size to the Web Service, then he will extract the quantity of data from the database. The cloud will then compute the result which will be fitted onto the screen. [5]

B. Panorama Map

Because the farm we can monitor can be of large scale covering entire Taiwan or even the whole world, we therefore made reference to the operation of Google map. At first, the program will send the start instruction to let the cloud side know the user side’s display window size, and then the cloud will compute the image result and relay it back to the user control center.

Seven parameters have been designed to operate the map, namely: user control center’s display window width and height, X and Y coordinates of present location map, X and Y coordinates of displacement, and the presented map hierarchy.

When the user zooms in or out of the map, the user control center will send the new map’s hierarchical parameters to the cloud to regain the map. As the map’s display is maximized, it will show the images of the farmland as well as the corresponding sensor information. When the sensor is clicked, the user will get its information and data.

C. Interface

The design of the data curve is divided into three parts, namely: initial, static and dynamic. Regardless of whether the user starts the user control center or changes the window size, the coding of the initial status will still redraw the screen. It will calculate the window size, split the X axis, and then use the amount of data it gets from the Web Service to calculate the initial screen size.
tables should be established with a correct relation to ensure the consistency. A good database design depends on its characteristics. Because of the related characteristics, data duplication between tables can be minimized. This design results into saving the storage space and establishing a correct relation. Hence, one doesn’t need to modify each data over and over again.

VI. CONCLUSION

The system proposed an internet database design by using the SQL database, LINQ-to-SQL technique, Web Service, virtualization technology and C# interface. By using this paper’s method, the client’s end can monitor the environmental condition of the agricultural place at any place. The major elements of this work are wireless network applications, C# interface, cloud computing system, database design, Web Service, and user control center.

Data packets were sent via a USB connection to the host-end which transmits the values of various environmental parameters coming from the front-end sensors. The number of WSN nodes can be more than 600,000 and each node can return the value for every one second. Therefore, the database will become enormous. The issue of quick access of information at the client end has been addressed by our system. C# interface will be designed to display the data curve which will aid in the decision making of the client with regard to getting better yield from his farm. Besides this, the sensor data will be uploaded to the cloud database allowing the client to use our Cloud Service as long as the user’s display facility has internet connectivity.
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Abstract—The extensive use of the Wireless Sensor Networks (WSNs) in main critical scenarios stresses the need to verify their dependability properties at design time to prevent wrong design choices and at runtime in order to make a WSN more robust against failures that may occur during its operation. In literature, several approaches have been proposed in order to evaluate the dependability of a WSN during its inception and its operating. In this paper we present a survey on these adopted techniques reporting aspects and characteristics of some research studies. Moreover, by means of a comparison grid, we analyze the current state-of-the-art of the approaches of WSN dependability assessment in order to identify the most performant and to discuss the ongoing challenges.
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I. INTRODUCTION

NOWADAYS Wireless Sensor Networks (WSNs) are usually involved for critical systems monitoring [1][2] and in smart environments [3], thus the recent scientific production on WSNs dependability assessment is grown.

Unexpected events, such as node crash and packet loss, may affect the dependability of the WSN and hence it is necessary evaluate its robustness from the early stages of the development process (design phase) onwards to minimize the chances of unexpected problems during use. It is also crucial to monitor a WSN at runtime (operating phase) and to detect undesired effects that cannot be analyzed before the WSN deployment.

The approaches adopted in literature to assess WSN dependability, at design time or runtime, can be categorized in four classes: experimental, simulative, analytical and formal.

The first allows to analyze dependability at runtime by means of experiments. Experimental methods are used to evaluate a real system and they require the deployment of a real WSN. They are useful in operating phase since by means of them we can perform experiments directly on the real system from which we collect data. Among the experimental approaches we consider the Fault Injection techniques[4] which allow to evaluate the dependability of a real WSN by injecting faults.

The simulative approaches make use of well-known simulators that can be adopted at design time; this kind of approach consists in modeling the WSN and making an estimate of the dependability. In a similar way analytical approaches are conceived; the difference is in considering mathematical models to check the WSN behavior during the design. Finally, formal approaches use specifications of correctness and they can be adopted to assess WSN dependability both at design time and at runtime. Formal approaches offer a new opportunity for studying the WSN dependability.

The aim of this paper is to revise experimental, simulative, analytical and formal approaches and tools currently used in the field of WSN dependability assessment, including related studies. We want to provide a survey on the main approaches adopted for the WSN dependability assessment evaluating the best choice to perform dependability assessment of WSNs. A comparison of related work is presented to summarize the state-of-art and reason about what is still missing and the ongoing challenges.

The rest of the paper is organized as follows. In Section II experimental approaches are presented; the Section III includes the simulative approaches. An analysis of analytical approaches is documented in Section IV and the formal approaches are discussed in Section V. Finally in Section VI we report a comparison of the discussed papers and the Section VII ends the paper with conclusions.

II. EXPERIMENTAL APPROACHES

Experimental approaches are used to measure the WSN dependability directly from a real system, during its operation. In the prototyping phase, it is possible to perform an accelerated testing, for example by forcing a fault (by means of Fault Injection (FI) [4], [5]); it is also possible to collect occurring failures directly from system (by means of Field Failure Data Analysis (FFDA) techniques [6]).

FI is defined as the dependability validation technique based on the observation of the system behavior under the presence of faults which are deliberately introduced into the system [7].

Typically FI is used to i) assess the dependability level of a target system, such as an operational systems, a system
TABLE I
FAULT INJECTION TOOLS

<table>
<thead>
<tr>
<th>Tool</th>
<th>Technique</th>
<th>Fault Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>XCEPTION [8]</td>
<td>SWIFI with exception trigger</td>
<td>Transient faults</td>
</tr>
<tr>
<td>FERRARI [9]</td>
<td>SWIFI with interrupt, fork, trap</td>
<td>Transient and permanent faults</td>
</tr>
<tr>
<td>FIAT [10]</td>
<td>SWIFI with exception trigger</td>
<td>Bit-flip faults in the memory</td>
</tr>
<tr>
<td>NFTAPE [11]</td>
<td>SWIFI with exception trigger</td>
<td>Several types of faults (arbitrary model)</td>
</tr>
<tr>
<td>MESSALINE [12]</td>
<td>SWIFI with exception trigger</td>
<td>Faults of type stuck-at-0, stuck-at-1, logical bridging, physical bridging</td>
</tr>
<tr>
<td>AVR-INJECT [4]</td>
<td>SWIFI with exception trigger</td>
<td>Bit-flip faults in the memory area, code area and special registers</td>
</tr>
</tbody>
</table>

The implementation of tools for injecting faults has been the focus of several studies. Table I reports a summary of well-known tools for fault injection in WSN and in other types of systems. Beyond their inherent differences, they operate in a similar way: each of them performs a study of the fault-free target, obtaining a 'gold file'; then, it injects a fault (obtaining the 'fault file') and it compares the gold file with the fault file, to evaluate the system behavior in response to the fault. Among of the tools mentioned in the table I, there is the AVR-Inject Tool which has been conceived to operate with WSNs. Unfortunately the AVR-Inject tool cannot be used at design time since it needs a prototype of the system, an assembly code that runs on the sensors and thus it needs very detailed information in design phase. Cinque et al. in [13] perform a fault-injection campaign in order to analyze the dependability for three different WSN operating systems (TinyOS, MantisOS, LiteOS). They consider a fault model without taking in account some dependability metric.

Field Failure Data Analysis (FFDA) [14] of a system represents the set of fault forecasting techniques which are performed at runtime. By means of this analysis, the dependability attributes of an actual and deployed system are measured considering real conditions. A system which in normal operation is observed and the natural occurring errors and failures are monitored and recorded in log files. The FFDA is not practical, not feasible for the WSNs since they do not provide log and they have to be lightweight [15].

Other experimental approaches are described in [16] and [17].

In [16] authors present a deployment of 27 Crossbow Mica2 motes that compose a WSN. They describe a Structure-Aware Self-Adaptive WSN system (SASA) designed in order to detect changes of the network due to unexpected collapses and to maintain the WSN integrity. Detection latency, system errors, network bandwidth and packet loss rate are measured; coverage and connection resiliency metrics are not considered. A large scale simulation is performed in order to evaluate the system scalability and reliability.

Pennington et al. [17] assert that, due to the high complexity of the WSN dynamics, it is difficult to predict problems that may occur after the deployment of the WSN. Therefore, in their paper they propose a Integrity-Checking framework which considers real inputs for the testing and validation process. No case study is shown for framework evaluation.

Experimental approaches for WSN dependability assessment allow to gain insight in the actual failure behavior of WSNs and to establish the reliability degree of the network. However, results are difficult to reproduce and for this reason research studies on WSNs have migrated towards simulative and analytical approaches.

III. SIMULATIVE APPROACHES

A simulative approach for assessing WSNs usually makes use of behavioral simulators, i.e., tools able to reproduce the expected behavior of a system by means of a code-based description. Behavioral simulators allow to reproduce the expected behavior of WSN nodes on the basis of the real application planned to be executed on nodes. However, it is not always possible to observe non-functional properties of WSNs by means of simulative approaches, since models need to be redefined and adapted to the specific network to simulate.

Typical simulative approaches to evaluate WSN fault/failure models are provided in [18] and [19].

In [18] authors address the problem of modeling and evaluating the reliability of the communication infrastructure of a WSN. Authors assume that failures can be categorized in node and network failures.

The first on-line model-based testing technique [19] has been conceived to identify the sensors that have the highest probability to be faulty. The effectiveness of the approach is evaluated in the presence of random noise using a system of light sensors; a fault classification taxonomy is introduced.

Some work like [20] and [21] provide code generation of wireless sensor network applications to perform behavioral simulation and performance analysis.

In [20], a framework for modeling, simulation and code generation of WSNs is presented. The framework is based on Simulink, Stateflow and Embedded Coder; it allows engineers to simulate and automatically generate code of sensor network applications based on MathWorks tools. By means of this tool, an application developer can configure the connectivity of the sensor nodes and can start simulation and functional verification of the application. This framework is able to generate the complete application code for several target operating systems (e.g. TinyOS and MantisOS) from the simulated model.
In [21] a model-driven development process (MDD) is presented to obtain a major effort of optimization for WSN applications. In this work a set of modeling languages is the starting point for code generation and performance analysis.

Finally, the network lifetime is analyzed in [22]; to calculate the lifetime of a WSN, the authors perform simulation by means of a Castalia-based approach [23] that models pathloss.

A. Simulators

Several simulators for WSNs have been proposed in literature, such as NS-2, OMNet++, Prowler, TOSSIM, OPNET and Avrora.

NS-2 [24] is an event-based simulation tool for WSN. It is amply adopted in academic research being open source and easy to use. The simulations are written with C++/C languages and they can be observed graphically by Network Animator (NAM).

OMNeT++ [25] is a component-based discrete network simulator. Even this simulator is based on C++ language and it has graphical tools for simulation building and evaluating results in real time. The most recent simulation environment built on OMNeT++ is Castalia [23]. This framework was realized for Wireless Sensor Networks, Body Area Networks [26] and networks of low-power embedded devices and it allows to test distributed algorithms and protocols for WSN considering some features of a real WSN like wireless channel, power consumption and considering a real node behavior. Castalia can be used to simulate a wide set of wireless sensor platforms.

Prowler [27] is an event-driven WSN simulator conceived to operate in Matlab environment. Initially it was realized to simulate MICA motes but then it has been extended also for more general platforms. Advantages of Matlab environments are simple implementing of applications, friendly GUI interface and good visualization facilities. By means of this simulator, it is possible to perform deterministic simulation to test application code of a WSN application and to perform probabilistic simulation to observe the behavior of the sensor nodes.

TOSSIM [28], [29] is the simulator built for TinyOS applications. Actually it is an emulator rather than a simulator since it runs actual application code; it allows to simulate the hardware of a sensor but it does not provide information about WSN dependability. Moreover TOSSIM is provided of a visualization tool, TinyViz.

OPNET [30] is a discrete event, object oriented network simulator. This tool was developed initially for military purposes but its large use grew as much to be considered also for commercial use. OPNET is a powerful software that can be used for research purpose and also as a network design tool.

Finally Avrora [31] is a simulator that adopts an approach which is more oriented to the verification of behavioral properties or performance indicators, and not oriented to the observation of dependability properties. It is a low-level emulator of the AVR processor mainly used to test the behavior of WSNs application prior to their deployment. It executes the disassembled code instruction per instruction and emulates the hardware of the processor and the hardware of the node (memory, LEDs, sensors, radio channel, etc.).

IV. ANALYTICAL APPROACHES

The study of the performance and dependability of WSNs can be performed by means of analytical models [32]. Some of these models are based on a mathematical representation of the WSN characteristics and are solved by means of simulation.

In [33] authors introduce an approach for the automated generation of WSN dependability models, based on a variant of Petri nets.

An analytical model to predict the battery exhaustion and the lifetime of a WSN, LEACH, is discussed in [34].

In [35] the authors present a network state model used to forecast the energy consumption of a sensor.

AboElFotoh et al. [36] present a probabilistic technique to observe the WSN behavior and discuss about dependability of a WSN; they suppose that the main causes of the failures are related to the crashes, power failures and natural causes. The authors evaluate dependability on the basis of the number of packets received by the sink in a deterministic time (decision interval). The dependability is computed evaluating the delay of the expected message.

In [37] authors develop an analytical model to investigate the relation between energy saving and system performance and to observe the effects when sensor sleep/active mode vary. By means of this model, authors can obtain several performance metrics, such as the distribution of the data delivery delay. This work adopts analytical model specifically representing the sensor in sleep/active mode considering channel contention and routing issues. In this work authors model a WSN by means of Markovian techniques; they assess dependability using data delivery resiliency and power consumption metrics.

A linear programming model [38] is introduced to address the problem of “multi-hop lifetime aware routing”. The authors propose a Garg-Konemann-based approach to obtain the minimum cost arborescence for reaching the sink node optimizing the lifetime of sensor nodes.

Finally in [39] the node aging problem is addressed. The authors try to solve this problem by associating a survivor function for each sensor node (using Weibull distribution). The aim of this work is to demonstrate that the node aging process has an important impact on the connectivity at the increasing of the hop distance. By means of a mathematical analysis and a simulation, they observe that nodes at first hop consume their energy because of the aggregation with children nodes. Hence, they assert that the consumption is related to the number of children nodes.

Each analyzed work, which applies a simulative or analytical approach, defined its own fault model making simple assumptions on network topology and on power consumption; results cannot be generalized since they are obtained by means of abstract simulations. Thus there is a lack of realistic fault
models and this is a limit of these approaches. Therefore it is necessary a further kind of approach.

V. Formal Approaches

Formal approaches offer a new opportunity for the dependability study of WSNs both before and after its deployment. They are based on formal verification that consists in checking of the correctness of a system taking in account specifications or properties, using formal methods. Until now there is no work that has proven how to use an unique formal approach to perform dependability assessment at design time and runtime.

The formal verification is performed by providing a proof on an abstract mathematical model of the system. Typically to model systems we can consider labeled transition systems, timed automata, finite state machines, Petri nets, process algebra, hybrid automata, formal semantics of programming languages such as axiomatic semantics, operational semantics and denotational semantics.

In this section we focus on main formal approaches proposed in literature such as model checking and Event Calculus. Then we discuss about papers in which formal methods have been applied for dependability assessment of WSNs.

A. Model Checking

One of the well known formal approaches is model checking [40]. This technique consists of a systematically exhaustive exploration of the mathematical model (this is possible for finite models, but also for some infinite models where infinite sets of states can be effectively represented finitely by using abstraction or taking advantage of symmetry). Usually this consists of exploring all states and transitions in the model, by using smart and domain-specific abstraction techniques to consider whole groups of states in a single operation and reduce computing time. Implementation techniques include state space enumeration, symbolic state space enumeration, abstract interpretation, symbolic simulation, abstraction refinement. The properties to be verified are often described in temporal logics, such as linear temporal logic (LTL) or computational tree logic (CTL) [41]. The great advantage of model checking is that it is often fully automatic; its primary disadvantage is that it does not in general scale to large systems; symbolic models are typically limited to a few hundred bits of state, while explicit state enumeration requires the state space being explored to be relatively small.

Typically model checking allows to verify if a defined property of a system is satisfied. Thus, the limit of this technique is related to the prediction of a sequence of events. In other words, by means of model checking, an user is able to control if, given an event, the correctness properties are satisfied but is not able to know what will be the behavior of the system after that given event (e.g. node crash or packet loss).

B. Event Calculus

Event Calculus was proposed for the first time in 1986 by Marek Sergot and Robert Kowalski [42] and then it was extended by Murray Shanahan and Rob Miller in the 1990s [43]. This language belongs to the family of logical languages and it is commonly used for representing and reasoning of the events and their effects [44]. Fluent, event and predicate are the basic concepts of Event Calculus [45]. For every timepoint, the value of fluents or the events that occur can be specified.

This language is also named narrative-based; in the Event Calculus, there is a single time line on which events occur and this event sequence represents the narrative.

The most important and used predicates of Event Calculus are: Initiates, Terminates, HoldsAt and Happens.

Since the normal and failing behavior of a WSN can be characterized in terms of an event flow (for instance, a node is turned on, a packet is sent, a packet is lost, a node stops to work due to crash or battery exhaustion, or it gets isolated from the rest of the network due to the failure of other nodes, etc.), Event Calculus, that is an event-based formal language, can be used to formally specify the occurrence of such events and the response of the WSN to them, to check if given correctness properties are verified. Moreover dependability metrics can be evaluated by analyzing the narrative generated by a Event Calculus reasoner based on the specification of the target WSN.

Finally several techniques are considered to perform automated reasoning in Event Calculus, such as satisfiability solving, first-order logic automated theorem proving, Answer Set Programming (ASP) and logic programming in Prolog.

To check the proposed correctness properties defined in Event Calculus, the most common adopted reasoner is the Discrete Event Calculus (DEC) Reasoner. The DEC Reasoner [46], [47] uses satisfiability (SAT) solvers [48] and by means of this we are able to perform reasoning like deduction, abduction, post-diction, and model finding. It is documented in details in [49] in which its syntax is explained (e.g. the meaning of the symbols used in the formulas).

C. Formal approaches for WSN

Lifetime of WSN is defined and evaluated in [50] by means of a mathematical formalism. In this work a generic definition of sensor network lifetime is presented and it is conceived in such way to incorporate different application requirements, such as i) number of alive nodes, ii) time latency in the delivery process, iii) delivery ratio, iv) connectivity, v) coverage, and vi) availability.

Recently, different formal methods and tools have been applied for the modeling and analysis of WSNs, such as [51], [52] and [53].

In [51] authors apply a formal tool to wireless sensor networks, MEDAL. They propose a formal language to specify the WSN and a tool to simulate it. However, the formal specification has to be rewritten if the WSN under study changes.

In [52] authors propose a methodology for modeling, analysis and development of WSNs using a formal language (PAWSN) and a tool environment (TEPAWSN). They consider only power consumption as dependability metric that is
necessary but not sufficient to assess the WSN dependability (e.g. other problems of WSN such as the isolation problem of a node have been analyzed) and also they apply only simulation.

In [53] authors describe a model-driven performance engineering framework for WSNs (called Moppet). This framework uses the Event Calculus formalism to estimate the performance of WSN applications in terms of power consumption and lifetime of each sensor node; other dependability metrics like coverage, connection resiliency and data delivery resiliency are not considered. The features related to a particular WSN have to be set in the framework every time that a new experiment starts.

There are some papers ([54],[55],[56]) that have considered the formal method in real-time contexts.

In [54] authors model and study WSN algorithms using the Real-Time Maude formalism. Though authors adopt this formalism, they use NS-2 simulator to analyze the considered scenarios making the work very similar to simulative approaches.

The work presented in [55] describes a new formal model for the specification and the validation of WSN. Authors assert the use of rigorous formal method in specification and validation can help designers to limit the introduction of potentially faulty components during the construction of the system. They consider a WSN as a Reactive Multi-Agent System consisting of concurrent reactive agents. In this paper dependability metrics are not treated and calculated and authors just describe the structure of a Reactive Decisional Agent by means of a formal language. Also, no case studies are reported to validate their proposal.

Patrignani et al. in [56] consider policies to monitor wireless sensor network applications in a WSN middleware characterized by a Component and Policy Infrastructure (CaPI); by means of a formalization they are able to catch dangerous or undesired effects which may compromise the correct behavior of a WSN application. In this work it has been developed a prototype that operates on the basis of a application topology in terms of communicating nodes and a set of properties to satisfy. Even if authors confirm that one of the most important benefits of formal approach is that problems occurring at runtime can be detected, they model a static and not dynamic network configuration, focusing only on security (encryption and decryption messages) and resource usage problems and in their scenario they do not consider other dependability metrics (coverage, data delivery resiliency, ...).

In [57] a methodology to investigate the correctness of the design of a WSN from the point of view of its dependability is proposed. The methodology is based on the event calculus formalism and it is backed up by a support tool aimed to simplify its adoption by system designers. The tool allows to specify the target WSN in a user-friendly way and it is able to generate automatically the event calculus specifications used to check correctness properties and evaluate dependability metrics such as coverage and connection resiliency but not data delivery resiliency and power consumption.

VI. DISCUSSION

All the analyzed work provides interesting methods and/or techniques which give a contribution for the dependability assessment in WSN. These methods have been grouped in four categories: experimental, simulative, analytical and formal.

In table II a classification of the presented approaches is shown. Experimental methods are used to evaluate a real system and therefore they need for an existent prototype; they are useful at runtime since through these methods do experiments directly on the real system from which they collect data. Simulative and analytical may be adopted in the design phase: they model a system and make an estimate of reliability before of the system release. Finally formal methods make use of correctness specifications and they can be used at design time and at runtime too by means of runtime verification techniques.

Moreover, in this section, it is shown and discussed a comparison of the related work presented in the previous sections in which it emerges a lack of a work that allows to perform WSN dependability assessment both at design and at runtime.

In the grid, shown in figure 1, on the rows there is the analyzed work (approaches, tools and models); on the columns there are the properties chosen to highlight the differences.

In particular we have considered the following features:

- **Experimental Approach** to determine if the related work is based on experiments;
- **Simulative Approach** to determine if the related work is based on simulations;
- **Analytical Approach** to determine if the related work is based on analytical models;
- **Formal Approach** to determine if the related work is based on some formal method (e.g. model checking, Event Calculus) and in particular if the work adopts an approach that provides Separated specifications: we want to verify if the related work applies a modular solution considering two logical sets of specifications: a general correctness specification, valid independently of the particular WSN under study, and a structural specification related to the properties of the target WSN (e.g., number of nodes, topology, channel quality, initial battery charge);
- **Design time** to determine if the related work performs dependability assessment at design time;
- **Runtime** to determine if the related work performs dependability assessment at runtime;
- **WSN Dependability metrics** to determine if the related work considers the following dependability metrics: coverage, connection resiliency, data delivery resiliency,
<table>
<thead>
<tr>
<th>Experimental Approach</th>
<th>Simulative Approach</th>
<th>Analytical Approach</th>
<th>Formal Approach</th>
<th>Design time</th>
<th>Runtime</th>
<th>WSN Dependability metrics</th>
<th>Tool</th>
<th>Case study</th>
</tr>
</thead>
<tbody>
<tr>
<td>AVR-Inject [4]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WSN OS evaluation [13]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SASSA [36]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Integrity-checking [17]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ROHDD [38]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>On-line Model-based Testing [39]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MathWork-based Framework [28]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MDD [21]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Castalia-based Approach [22]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No2 [24]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OnNet++ [25]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prowler [27]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tossim [28]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Opnet [30]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avrora [31]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Petri nets Framework [33]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LEACH [34]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Network State Model [35]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Algorithm for W-DSN [36]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Markov-based Model [37]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Garg-Konemann-based Approach [38]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Math. Analysis work [39]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Formal Model for WSN lifetime [50]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MEDAL [51]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TEPAWSN [52]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moppet [53]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Real-time Maude tool [54]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reactive Multi-Agent System [55]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CaPi-based WSN Applications [56]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADVISES [57]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1. Comparison of WSN dependability assessment studies
power consumption;
* Tool to determine if the related work proposes a novel tool to support designers;
* Case study to determine if the related work considers case studies in order to validate the proposed work.

From the survey of the literature it is possible to assert that among the most important dependability metrics, the power consumption is the only one that has been considered extensively, instead data delivery resiliency and connection resiliency are the least analyzed.

The majority of papers propose a tool and present results by means of a case study observing the behavior of the WSN under determined circumstances.

Therefore, looking the figure 1, there is no work that describes a framework conceived in order to perform WSN dependability assessment both at design and runtime measuring all the main dependability metrics. Many studies address the WSN dependability assessment at design time, few studies at runtime.

Moreover, we think that formal methods may be considered as a new and attractive solution for the assessment of dependability both at design time that at runtime by defining one specification for the system suitable for both purposes since the lack of a formal approach that can be applied for doing static and dynamic assessment of WSN dependability remains an open issue.

Thus, in the field of WSN research, a study of a framework that applies an approach to assess WSN dependability by means of a formal approach, before and after the deployment of a WSN, can be advantageous and innovative.

VII. CONCLUSIONS

In this paper, we have reported a survey on the approaches of WSN dependability assessment grouped in experimental, simulative, analytical and formal. What appears clear is that the path towards the production of an optimal approach to check the dependability level of WSN both at design and runtime is still long, and more research effort is needed to reach this compelling goal.

To achieve this goal, we think that applying formal techniques is a good approach since they could join the benefits of the experimental approaches (for dependability evaluation at runtime) and the simulative and analytical approaches (for dependability evaluation at design time). The idea of performing a complete check of the dependability degree on the WSN behavior, to enforce the fulfillment of correctness properties, seems a promising one to achieve more stable and dependable WSN-based systems in the future.
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Abstract—This paper discusses factors influencing accuracy of estimating localization of radio networks terminals in indoor environment. It introduces parameters that can be useful to describe the quality of localization of radio landmarks. The paper presents a software for computer aided reference radio stations placement inside the buildings and shows the results of exemplary simulations carried out with the use of proposed algorithms.

Index Terms—indoor positioning systems, Location Based Services, wireless local area networks, radiolocation

I. INTRODUCTION

NOWADAYS many telecommunication systems use information about location of mobile terminal from GPS and GSM/UMTS systems to estimate user terminal location. But these systems have common defect, both do not work indoors. These limitation results from strong signal attenuation introduced by the outer walls of buildings and from the strong multipath propagation effects present in indoor areas. To overcome these problems there are created dedicated systems like sensor networks and used dedicated networks like WLAN, Bluetooth, ZigBee, RFID, UWB to work in a small area by having a lower signal strength which causes smaller signal interference in comparison to outdoor solutions. Many of these network systems are used in daily life to exchange information between terminals. But due to the growing interest in localization in indoor environment, a problem arises how to fast and correct locate reference landmarks, taking into consideration size of the area in which localization is possible, number of reference nodes and desired localization accuracy. If we place reference nodes correctly we can use these systems for example to help a blind or visually impaired person to move inside the building, or to help a disabled person to reach the medical room. Another important field of application of positioning systems includes navigation in industrial and manufacturing facilities [1].

This article discusses the factors influencing on location accuracy in indoor environment based on the RSS (Received Signal Strength). Then, it explains how to evaluate the quality of the reference station distribution based on the aforementioned factors. Next, it presents an algorithm which improves quality of placement of the reference nodes taking into consideration the aforementioned assessment methods. Then it deals with the results of the simulations in exemplary rooms with obstacles.

II. FACTORS INFLUENCING LOCALIZATION ACCURACY

A. Lack of signals from minimum three reference radio stations

This is the most important factor that influences the possibility to estimate unknown position of the mobile terminal. When we have information about the distance from one reference station, we can only say that the terminal is somewhere around the circle with radius being equal to this distance. If we have information on the distances from two reference stations, we can limit our searching to two points resulting from intersection of two circles. To obtain unambiguous information about position of the terminal, information from at least three reference stations is required.

B. Adverse reference nodes geometry

Distance measurements between reference stations and localized terminal is not noiseless. The size of noise depend on the strength and types of signal used and environment surrounding reference station. All it caused a distance measurements error, that is shown as ring around the station, Fig. 1. As a result of imposition of three rings, we can indicate common areas where the terminal is likely to be localized in. This area is called the area of uncertainty, Fig. 1.

The size of the area of uncertainty represents, in a sense, the error of localization. The uncertainty area is the smallest when the localized terminal is placed between the reference stations and the angles between adjacent stations are equal. On the contrary, the biggest area of uncertainty is created when the reference stations are placed along the line. This results in the highest error of unknown terminal localization.

Fig. 1. Localization error for different geometry of reference nodes a) nodes located in an equilateral triangle b) nodes located on straight line.
C. Multipath propagation of radio signals

Multipath propagation results in imposition of several copies of the same signal reaching the receiver. The signal components travel along different paths and exhibit different power levels and phase shifts. This leads to the strong fluctuations of signal power, depending on the distance between the transmitter and the receiver [2], [3]. This factor has a particular importance in the localization methods based on the received signal strength and phase measurements [4], [5]. A graph shown in Fig. 2 presents the level of signal attenuation as a function of the distance between the antennas. Fluctuations of the signal power result from interfering of two waves: direct and reflected ones.

![Fig. 2. Signal attenuation as a function of transmitter and receiver antennas separation](image)

However, in a real indoor environment, the transmitting and receiving antennas are surrounded by walls and furnishing. In such conditions signals reflected from the obstacles reach the receiver, propagating along many different paths, thus having different phases. The number of interfering waves can be very high and difficult to estimate. In fact, there is no visible relationship between received signal strength and the distance, which makes difficult to determine the distance using the RSS method correctly. As a result, the calculated position shows significant errors. Another problem is the correct estimation of reflection coefficient of the radio wave for the obstacle. A huge coefficient variation dependent on the material which the obstacle is made of prevents from the accurate calculation of the radio wave reflected from the obstacle attenuation.

D. Radio signal attenuation in non line of sight case

If a line of sight (LOS) between localized object and reference station exists, we can assume that the measurement of signal strength is not affected by additional errors resulting from unspecified signal attenuation and delays due to reflections. In indoor environment it is often not possible to provide the LOS conditions in the entire room. In non line of sight case (NLOS), the signal reaches the receiver with additional attenuation resulting in the increase of the localization error.

E. Incorrect or inaccurate signal propagation model

Incorrectly chosen model of radio wave propagation, based on RSS method, can be a source of significant errors in terminal position calculation. The choice of appropriate propagation model should strictly depend on indoor environmental conditions. In practice, there is no ability to ensure that we choose the proper model, corresponding to temporary environmental conditions. For this purpose there are commonly used empirical models, based on a large number of measurements and statistical surveys.

III. ASSESSING THE DISTRIBUTION OF REFERENCE STATIONS

A. Evaluation of reference nodes geometry

To evaluate reference stations geometry in relation to the localized point we used two factors have been used: the first factor we propose is a simple formula determined on the trigonometric formulas. The second one is a modified factor HDOP (Horizontal Dilution Of Precision) used in GPS system to assess the layout geometry of satellites [6], [7], [8]. Fig. 3 shows the case where the terminal position is determined based on signals coming from four reference stations (according to [1]).

![Fig. 3. Two dimensional localization schema.](image)

In Fig. 3 the angle formed between the straight line passing through the localized terminal and a line parallel to the x axis are marked. We assume that \( \alpha \) is the angle between neighboring reference stations:

\[
\alpha_1 = \theta_2 - \theta_1, \quad \alpha_2 = \theta_3 - \theta_2, \quad \alpha_3 = \theta_4 - \theta_3;
\]

(1)

The factor \( g(l) \) is obtained on the basis of trigonometric formulas:

\[
g(l) = \frac{\sin^2 \varphi_1 + \sin^2 \varphi_2 + \sin^2 \varphi_3 + \ldots + \sin^2 \varphi_n}{n}
\]

(2)

where:

\[
\varphi_n = \alpha_n - \left( \frac{2\pi}{n} - \frac{\pi}{2} \right)
\]

(3)

and:

\( \alpha_n \) - the angle between the straight lines connecting the localized terminal with neighboring reference stations, \( n \) - number of stations within the range of the terminal being localized.

The classification of the assumed geometry indexes is presented in Table I. This index measures the effect of the
geometric configuration of the reference points on the position estimation [8].

The second factor that can be used to evaluate the distribution of radio stations is HDOP index, which is typically used to assess the potential localization error of GPS satellite navigation systems. HDOP factor for the three-dimensional case can be derived from matrix A:

$$A = \begin{bmatrix}
    \frac{(x_1-x)}{R_1} & \frac{(y_1-y)}{R_1} & \frac{(z_1-z)}{R_1} & -1 \\
    \frac{(x_2-x)}{R_2} & \frac{(y_2-y)}{R_2} & \frac{(z_2-z)}{R_2} & -1 \\
    \frac{(x_3-x)}{R_3} & \frac{(y_3-y)}{R_3} & \frac{(z_3-z)}{R_3} & -1
\end{bmatrix}$$

(4)

where,

$$R_i = \sqrt{(x_i-x)^2 + (y_i-y)^2 + (z_i-z)^2}$$

(5)

and:

$$R_i$$ - the distance between the coordinates $$(x_i, y_i, z_i)$$ of the reference station and coordinates $$(x, y, z)$$ of object to be localized. Introducing matrix Q:

$$Q = (A^T A)^{-1}$$

(6)

$$Q = \begin{bmatrix}
    d_{xx}^2 & d_{xy}^2 & d_{xz}^2 & d_{xt}^2 \\
    d_{yx}^2 & d_{yy}^2 & d_{yz}^2 & d_{yt}^2 \\
    d_{zx}^2 & d_{zy}^2 & d_{zz}^2 & d_{zt}^2 \\
    d_{tx}^2 & d_{ty}^2 & d_{tz}^2 & d_{tt}^2
\end{bmatrix}$$

(7)

the HDOP index for two dimensional case is determined.

$$HDOP = \sqrt{d_{xx}^2 + d_{yy}^2}$$

(8)

Based on the HDOP index, we can specify geometry index factor according to Table II [8].

<table>
<thead>
<tr>
<th>Value of g(l) index</th>
<th>Evaluation of the geometry of the reference stations placement</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;1</td>
<td>Measurements error or redundancy</td>
</tr>
<tr>
<td>1</td>
<td>Ideal</td>
</tr>
<tr>
<td>1-2</td>
<td>Very Good</td>
</tr>
<tr>
<td>2-5</td>
<td>Good</td>
</tr>
<tr>
<td>5-10</td>
<td>Medium</td>
</tr>
<tr>
<td>10-20</td>
<td>Sufficient</td>
</tr>
<tr>
<td>&gt;20</td>
<td>Bad</td>
</tr>
</tbody>
</table>

### B. Quality of radio signal in non line of sight case

To evaluate the quality of radio signals reaching the receiver, we additionally assumed the criterion of maximum acceptable additional signal attenuation due to the presence of obstacles between the localized terminal and a reference station. We assumed the following classification of radio propagation conditions:

- conditions are considered to be ideal when there is no additional attenuation in radio path caused by obstacles,
- conditions are very good, if the additional attenuation in radio path caused by obstacles does not exceed 2 dB, for each station,
- conditions are good, if the additional attenuation caused by an obstacle exceed 2dB is from 0% to 25% number of stations
- conditions are bad, if the additional attenuation caused by an obstacle is greater than 2 dB is from 25% to 50% number of stations,
- conditions are very bad, if the additional signal attenuation caused by obstacles is greater than 2 dB from more than 50% of the stations.

### IV. ANALYSIS OF THE REFERENCE NODES PLACEMENT

#### A. Assumptions

The following assumptions regarding the assessment of reference radio stations placement have been taken into account in the article:

- In every part of room, radio signals from at least three reference radio stations should reach the receiver. It is also assumed that the number of stations within range should not exceed four. The increase of the number of stations does not necessarily improves the location accuracy but significantly increases the cost of network construction.
- The power levels of the received signals should exceed some minimum threshold level.
- Reference stations should be as far separated as possible, which allows to reduce the spatial density of the stations.
- Another important aspect is to provide direct visibility of reference stations (LOS) at each point in the room. Alternatively, signal attenuation due to the obstacles should not exceed the assumed maximum level.
- In the ideal case the angles between the reference stations in relation to the terminal position should be equal.

#### B. Simulation software

To examine the impact of the reference stations placement on the localization accuracy, a dedicated simulation software has been developed. The software allows evaluation of reference nodes placement for an assumed two-dimensional room layout using the criteria presented in Section III. Apart from the assessment of the reference nodes placement, the software allows to optimize the initial locations of the nodes in order to maximize the values of quality of placement coefficients. We implemented an iterative algorithm based on the idea...
described in [9], [10]. Every placement of the reference nodes can be described with an overall system of a so-called "energy function". The energy of the system is computed as the sum of the energies assigned to test locations in the room. The test locations are randomly distributed within the area under investigation, and the energy assigned to a single location is a function of coefficients defined in Section III.

\[ E = \sum_{n=1}^{N} (a_1Q_1 + a_2Q_2 + a_3Q_3 + \cdots + a_1Q_1) \]  

(9)

where:
- \( E \) - an overall system energy,
- \( Q_k \) - value of quality factor,
- \( a_k \) - weight quality factor,
- \( N \) - number of all measurement points,
- \( n \) - measuring point number,

The model of the system is based on resilience phenomenon, i.e. when the distance between the two neighboring reference nodes increases, the force repelling these nodes decreases. The goal of the algorithm is to minimize the overall system energy and to maximize coefficients describing the quality of the reference nodes placement. In every iteration, the software estimates reference nodes placement quality coefficients as well as system energy and forces repelling the neighboring nodes. Additionally, a random Brownian motion of the nodes is assumed to minimize the risk of stopping the optimization algorithm in some local minima. As a result, new positions of the reference stations are estimated.

\[ V = \sum_{n=1}^{N} (ad_n + b) + V_B \]  

(10)

where:
- \( N \) - number station in range
- \( a, b \) - coefficient
- \( d \) - distance between stations
- \( V_B \) - Brown motion vector

The flow diagram of the reference nodes placement optimization algorithm implemented in the software is presented in Fig. 4.

In the simulations, to calculate signal attenuation and to estimate the distance between the antennas a Multi-Wall indoor radio propagation model [2], [3] was used. For distances \( d < 1 \text{m} \) we assume free space signal propagation loss:

\[ L(d < 1)_{dB} = 40 + 20 \log(d) \]  

(11)

For distances \( d > 1 \text{m} \) we compute the propagation loss with the use of the Multi-Wall model:

\[ L_{MW}(dB) = 40 + 10 \cdot 4 \log(d) + \sum_{s=1}^{Sn} (n_{ws} \cdot L_{ws}) \]  

(12)

where:
- \( L \) - signal attenuation,
- \( d \) - distance between the antennas,
- \( n \) - number of walls on the signal propagation path,
- \( S \) - type of wall material is made,
- \( Sn \) - number of wall types,
- \( L_{ws} \) - attenuation of a single wall,

C. Simulation results

Firstly, we try to see the relationship between placement of the reference stations and the size of the area where the terminal can receive signals from at least three of the beacon stations. For the simulations we assumed an example of 25 m \( \times \) 25 m room layout and the following algorithm parameters: transmit power level is equal to 5 dBm and minimum received signal strength required at the receiver antenna equal to -85 dBm. Fig. 5 and Fig. 6 present results of the reference stations placement. Black rectangles denote obstacles and blue circles indicate reference stations. Areas where the quality requirements are not met are marked with crosses.

To assess localization conditions, we evaluate quality criteria for test points distributed in the area of the room layout. The test points are located randomly in the room and the number of points is determined by the program user. The higher the number of points, the greater the accuracy but also the longer the computation time. Fig. 7 shows sample results obtained for the scenario presented in Fig. 6, and the bars indicate percentage of the room area as a function of a number of visible reference stations.

To evaluate the performance of reference stations placement optimization algorithm, we performed a series of simulations for sample room layout and for various initial placements of
In the paper, we described parameters that can be used to evaluate the quality of reference nodes placement and its influence on the network terminal positioning accuracy. We also presented a software for computer aided optimization of the reference stations of indoor positioning systems. The software implements an optimization algorithm based on resilience phenomenon and Brownian motion model. The results of simulations carried out for sample room layouts proved the suitability of the proposed approach to finding such locations of the reference stations that maximize positioning quality criteria. However, it must be noted that the resulting reference stations placement depends on the initial positions of the nodes. The goal of the further research is to evaluate results the optimization of reference stations placement for sample real
life scenarios. Measurement campaigns verifying simulation results are planned in a university campus buildings. The measurement data will be also used to further adjust the proposed algorithms.
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Abstract—In recent years, smart-devices became very popular among people of all ages around the world. Very important is especially their usage in health applications. Special Body Area Network (BAN) for the stress monitoring is currently being developed within the authors’ department. Android-based smartphone is employed as the main control unit of the sensor network built on the star architecture. Since the power consumption of the smartphone as well as of the single sensor node is one of the key limitations of the network, special attention has to be given on it. In this article, energy requirements necessary for the data transmission among the network is analysed in detail. For this purpose, communication solution based on 2.4 GHz proprietary RF transceiver is implemented.

I. INTRODUCTION

These fast moving, hurried times we live in bring along different health risks to the people’s lives. In particular, the growing number of people suffering from stress, which induces high numbers of severe diseases such as cardiovascular disease, impaired immune system, asthma, peptic ulcer disease, indigestion, headaches, migraines and depression, is one of the typical problems of nowadays. Many people do not realize soon enough that their current stress level is harmful for their health. Therefore, it is necessary to have the stress issue under control and manage it somehow. For this reason, this paper presents the proposed system for monitoring the vital signs of a human body that are related to the stress issues. The system is based on the networking principles of Body Area Network (BAN). The sensor nodes around a human body that communicate in a coordinated fashion create BAN [1]. BAN requirements include low energy specifications and this fact is preferred for various applications including the field of e-Health [1], [2], [3]. Wearable sensor components enable monitoring anywhere, anytime and during wide range of activities (at home, at work, indoors, outdoors, during sports, etc.). Mostly, a comprehensive health image is obtained in comparison with the traditional diagnosing methods [3]. In addition, prompt disease identification typically leads to successful treatment even in case of serious illness [4]. Mostly, a central and most powerful network node is the coordinator of the network [1], [3]. The network coordinator for this application has been chosen to be a smartphone. The reason for this comes from smartphone features - embedded microprocessor, touch screen, capabilities to perform calls (emergency calls), send short text messages and connect to the internet [2].

Various such systems, using the smartphone assets, have been already introduced. In [6], a special body monitoring system for detection of the human body temperature by thermopile sensor, electrical activity of brainwaves by electrocardiogram and electrical activity of the heart by electroencephalogram have been introduced. Smartphone has been in this case used as the communication gateway interfacing the sensors’ data with the remote monitoring server, in spite of its management and local-storage functions.

In [7], more complex telemedical system measuring ECG, heart rate, heart rate variability, pulse oximetry, plethysmography and fall detection was presented for the purpose of the patients’ physiological parameters outside the clinical environment monitoring and recording. The smartphone was except the common features used for the data visualization and patient’s localization matters in order to the emergency communication with a clinical server will be guaranteed on a certain level of quality.

An agent-based approach was presented in [8]. A multi-agent architecture for mobile health monitoring interacting doctor and patient beyond the episodes of visits is presented, involving a team of Java-based intelligent agents that collate patient’s data through Bluetooth compliant monitoring device and recommend actions to patients and medical staff in a mobile environment. Agents at the smartphones are also able to monitor the patient’s environment through an integrated VGA camera to track patient actions and relay images back to medical staff.

System in [9] is devoted to the monitoring of the athletes during their training process providing them information about the body response to fatigue. Different sensors are utilized within the system, including the photoplethysmographic (PPG) sensor for the heart beat-variability monitoring that is used for the arrhythmias or arterial stenosis and occlusions detection, and the earlobe sensor for the tissue impedance measurement that defining an amount of physical effort due to the ions’
concentration analysis. Whilst the smartphone was employed as the main control unit for the data collection and analysis, the system provide non-invasive method for the athletes monitoring without interfering their training.

Energy optimization through scheduled communication, Bluetooth parameter tuning and protocol optimization was stressed within the system in [10]. There was developed a Bluetooth-based body sensor network consisted of one smartphone as the network coordinator, multiple sensor nodes for the human body monitoring, and a wristwatch as the user interface. Since the Bluetooth is characterized by large power overhead, its duty cycle was minimised. The developed platform was supplied with a set of APIs for applications on the phone to manage the network, collect data from the sensors, and interact with users via the watch. Data from sensors, which had been most time in a sleep mode, were on account of the measurement request reported to the Internet server or to the phone which could perform its own analysis displayed afterwards through the wristwatch.

In [11], the design and implementation considerations of a smartphone-centred platform for low-cost continuous health monitoring based on commercial-off-the-shelf wireless wearable biosensors were introduced. The platform approach was implemented utilizing PPG biosensors and different smartphones to measure heart rate, breathing rate, oxygen saturation, and estimate obstructive sleep apnea.

The first part of the article describes radio frequency solutions and their comparison in order to better evaluate their power consumption requirements. Smartphone connectivity is investigated in the following part. The next section discusses the mere composition of the network, as well as the principles of communication and timing in the network. Efforts to reduce energy requirements are described in the last part. The proposed sensors are able to capture the temperature, humidity and heart-rate characteristics. Such, values are able to detect if a human is under the stress. Thus, by the analysis of these parameters, the level of human’s stress can be found out.

II. RADIO FREQUENCY SOLUTIONS

An important task of the system design is to select the proper communication mean for the BAN. If one considers a selection of wireless connectivity for a smartphone, two major technologies come to mind. The first is IEEE 802.11.4 (WiFi), which is very powerful, but it is able to drain out the battery in a quite short time. The second option for smartphone wireless connection is IEEE 802.15.1 (Bluetooth). On the subject of the energy consumption, both standards require significant amount of energy and considerably reduce the smartphone’s lifetime [12].

Except mentioned technologies, there are also other possibilities which are much more suitable for the BAN purposes, especially in the frame of power consumption. In [7], IEEE 802.15.4 ZigBee platform was implemented within the developed BAN due to the energy-saving reasons. However, though is ZigBee primarily appointed for the low-power, low-cost, multihop networks, it does not exactly meet demands of IEEE 802.15.6 standard for wireless communications supporting ultra-low power devices operating in or around the human body. Therefore, proprietary radio functioning on 2.4GHz ISM was chosen for the BAN purposes. This choice allows definition of the unique low-energy-consuming communication protocol which can be further modified according to the latest release of the BAN standard. Several embedded solutions are available on the market nowadays. The Table I briefly compares the current consumption of the selected transceivers for 2.4 GHz ISM band.

Transceiver solution requires a microcontroller (MCU) to process the measured data and to initialize wireless communication. Furthermore, additional space on the PCB (printed circuit board) is required when taking advantage of the standalone transceiver interconnected with MCU via some interface. As the sensors ought to be as small as possible we decided to investigate system-on-chip (SoC) 2.4 GHz RF solutions as well. Whilst Texas Instruments (TI) is probably the best producer of such solutions in the sense of current consumption, selected SoC representatives from TI family were chosen for comparison in Table II.

Common features of these SoCs and transceivers include low-cost 2.4 GHz radio solution, ultra-low power requirements, suitability for portable applications and several advanced low-power operating modes in order to save the power. Since ultra-low power requirements are necessary for proposed application the power requirements parameter was key part of the communication subsystem selection. All values in the Table II are average values of the current consumption based on the datasheet information.

Along with the table, it is possible to conclude that the best power consumption requirements had the first SoC solution TI...
CC2511. Therefore, the main MCU that is connected directly to the smartphone via USB, functioning as the communication gateway for the BAN, has been chosen the mentioned CC2511. This chip was, however, unsuitable for the sensor nodes since it lacks the most important communication interfaces - SPI and I2C [17]. Thus, it was necessary to select another SoC solution that comprises these peripherals. The second best solution provided in the Table II was TI CC2545 that had all desired peripherals and features satisfying the sensors’ claims [20].

III. SMARTPHONE USB CONNECTIVITY CONSTRAINTS

Universal Serial Bus (USB) was employed as the main communication interface as well as the power source for the communication gateway board - control node (Fig. 1 and Fig. 2) - since it provides bus-power. That is one of the key advantages, because the device obtains power from the bus and no extra cables are required. In the following subsections, the necessary basics of the USB interconnectivity management will be summarized.

A. USB Device Types

The device specifies its power consumption in 100 mA load units in the configuration descriptor [21]. The device cannot increase its power consumption above the declared amount of load units. Three classes of USB devices exist [22]:

- **Low-power bus powered devices (LPBPDs)** - draw all necessary power from the bus and cannot draw more than one load unit. This class of devices has to be designed to work in 4.40 V up to a maximum 5.25 V voltage range. Therefore, many devices require LDO regulators;
- **High-power bus powered devices (HPBPDs)** - all necessary power is drawn from the bus and cannot draw more than one unit load until it has been configured. After the configuration, the device may drain up to five load units (max. 500 mA) provided in the configuration descriptor. Such devices have to operate in 4.40 V - 5.25 V voltage range. When operating at a full unit load, the minimal voltage level is 4.75 V. Once again, a LDO regulator is needed for many devices;
- **Self-powered devices (SPDs)** - may draw up to one load unit from the bus and the rest of the necessary power may derive from an external source. One load unit allows reliable detection and enumeration of the devices without main/secondary power applied;

No USB device, whether bus powered or self-powered, can drive the bus (in sense of the power). If the power is lost, the device has 10 seconds to remove power from the pull-up resistors on the USB data pins that are used for speed identification. Another very important consideration for implementation is the inrush current that has to be limited. The inrush current contributes to the capacitance of the device between the USB power and the USB ground [22]. The maximum decoupling capacitance stated in USB specifications is 10 µF. When the device disconnects, a large voltage peak may occur. Therefore, at least 1 µF decoupling capacitance has to be implemented for safe USB operation [21].

![Fig. 1. Central unit - smartphone connection](image)

**B. USB Suspend Mode**

Support for suspend mode is mandatory for all devices. During this mode, additional constraints apply. The maximum suspend current is proportional to the load unit. For one load unit the maximum suspend current is 500 µA [21]. This includes current from the pull-up resistors on the bus. Another consideration for many devices is the 3.3 V regulator. Regular voltage regulator has average quiescent currents around 600 µA [22]. For one unit load it is necessary to implement more efficient and sophisticated voltage regulators. In most cases, microcontroller clock has to be stopped or slowed down to fall within the 500 µA limit [22].

A USB device will enter suspend when there is no activity on the bus for greater than 3.0 ms. Then, the device has another 7 ms to shut down and draw no more than the designated suspend current [21]. In order to maintain connected, the device has to provide power to its pull up speed selection resistors also during suspend mode.

USB specification determines frame packet start as well as periodical sending of keepalive packets. This prevents an idle bus from entering suspend mode during the data absence. High speed bus has micro-frames sent every 125.0 µs, full speed bus sends frames each 1.0 ms and low speed bus sends the keepalive frames every 1 ms only in the absence of any low speed data [21].

IV. CHARACTERISTIC OF THE PROPOSED BAN

Proposed network for the vital function monitoring senses three characteristics of human body, assuming that the stress can be determined with change of sweating, heart-rate and body temperature. Due to the reasons of energy-saving, temperature and humidity was being monitored each time period on temperature/humidity module (TH module), with the time period set to 1s. If a significant change from the normal value was spotted, the control node/central unit (CU) sent the information to oximeter module (O module) for the need of heart rate measurement. In case that the stress was indicated also from heart rate, signal is sent to the smartphone and according to the stress rate, the smartphone application will offer suitable activity for stress dismantle.

Communication structure of the BAN modules was based on the star network architecture, where the central unit interconnecting whole BAN was set to be CU. More about the architecture of BAN was written in [2], [3]. The interfaces
Fig. 2. BAN concept

utilized within the particular nodes are depicted in Fig. 2. The central unit was connected to the smartphone through USB.

For temperature and humidity monitoring, HIH-6131-021-001 sensor is used. The sensor goes into sleep mode when not taking a measurement and consuming only 1 $\mu$A of power. In full operation consumes 1 mA and the time of power-on to data ready is 60 ms [23]. Standard way of the pulse oximetry with emitting diode and photodetector is used for the heart-rate measures in a fingertip.

V. TIMING AND COMMUNICATION SLOTS

Aforementioned modules communicate with each other in window slots (TDMA). CU which collects information from sensor modules, is responsible not only for measured data evaluation but also for synchronization of measuring modules. Because the aim is to decrease the energy requirements, CU is active in communication slots for each module. Then it evaluates data, sends them to smartphone and goes into sleep mode for the next communication period.

In Fig. 3 time diagram for TH module is depicted. The module sleeps and wakes in the time $\Psi_{th}$ [s] before measurement. $\Psi_{th}$ depends on the wake-up time of the selected core TI CC2545 necessary for getting from power mode 3 to active mode as well as on the assurance constant value. $\Psi_{th}$ was set to 150 $\mu$s. Because the measurement is required before each communication slot, the RX/TX initialization is made at the same time as the measurement is made. Measurement of used temperature/humidity sensor HIH-6131-021-001 is ready after $M_{th} = 60$ ms. The measurement is sent to core through SPI interface and the data are concerned for sending. Data processing and communication of the core with the sensor last for $\varepsilon_{th}$ [s]. If data do not get over the change limit, the data are not sent, only information about good condition of module is sent in packet $OK_{th}$. Type of communication after data processing is visible in the Fig. 3 with respect to the Table IV. After last communication in corresponding communication period the module returns back to the sleep mode.

Measured data are processed in CU. If the values are in the scope where the stress was not identified, CU sends only $OK_{th}$ packet to O module in corresponding time slot and the O module does not measure heart rate. Because measuring is energy-demanding, in this way it is assured that energy consumption is suppressed. Time flow of oximeter communication period is depicted in Fig. 4. O module does not measure before each communication slot, but it needs to wake up in the time $\Psi_{o}$ before the packet arrives from the CU. $\Psi_{o} = 650$ $\mu$s depends on the ability of module to change from power mode 3 to active mode, on the time necessary for the activation of receiving as well as on the subsumption of the assurance constant.

Because the communication with each module is different, for communication purposes not the same packets are used. Form of the packet is visible in Table III, acceptable types of packet and length of data are mentioned in Table IV.

Because the communication under the communication rate $v_c = 1$ Mb/s is aimed to be accomplished within the system, the time for communication of worst case is when the packet size $PS = 7B$ (according to Table III and IV) is sent. The length of communication slot $t_s$ is set as:

$$t_s = \frac{v_c}{PS} + \lambda$$

where $\lambda$ is assurance constant for resynchronization and was set to 0.5 $\mu$s. $\lambda$ assures, that also when the crystal inaccuracy
TABLE IV
BAN Packet types

<table>
<thead>
<tr>
<th>Packet type</th>
<th>Data length</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dth</td>
<td>4 B</td>
<td>Data from temperature/humidity module</td>
</tr>
<tr>
<td>Do</td>
<td>1 B</td>
<td>Data from oximeter module</td>
</tr>
<tr>
<td>DSth</td>
<td>4 B</td>
<td>Data with synchronization request from temperature/humidity module</td>
</tr>
<tr>
<td>DSx</td>
<td>1 B</td>
<td>Data with synchronization request from oximeter module</td>
</tr>
<tr>
<td>OKo</td>
<td>0 B*</td>
<td>Information packet from central unit for oximeter module that there is no need for measurement</td>
</tr>
<tr>
<td>KOo</td>
<td>0 B*</td>
<td>Information packet from central unit for oximeter module that there is need for measurement</td>
</tr>
<tr>
<td>OKw</td>
<td>0 B*</td>
<td>Acknowledgement from oximeter module about the packet OKo from central unit</td>
</tr>
<tr>
<td>OKSx</td>
<td>0 B*</td>
<td>Acknowledgement about the packet OKo from central unit and synchronization request from oximeter module</td>
</tr>
<tr>
<td>OKSth</td>
<td>0 B*</td>
<td>Information packet from temperature and humidity module for central unit that everything is all right and the measurement does not change after threshold</td>
</tr>
<tr>
<td>OKSth</td>
<td>0 B*</td>
<td>Information packet from temperature and humidity module for central unit that there is no need for measurement</td>
</tr>
<tr>
<td>Sx</td>
<td>4 B</td>
<td>Synchronizing time from central unit</td>
</tr>
</tbody>
</table>

*Information packet differs only in packet header. There is no need to transfer data.

VI. ENERGY SAVING IN TH MODULE

Low power consumption is one of major conditions in many applications. Amount of required energy is very important in monitoring applications where an effort to achieve long operation time is emphasized. It is not only the problem of applications from BAN area, but also from many other monitoring applications in the field of wireless sensor network [24].

One of the possibilities is to use sleep mode as was mentioned in previous part. For TH module, communication period lasts 1 s and is visible in Fig. 3. TH module is active for time $t_a$:

$$t_a = \Psi_{th} + M_{th} + \varepsilon_{th} + t_s \approx 0.066 \text{s}$$

and sleeps for $t_{sleep} = 0.934 \text{s}$. Concerning the consumptions listed in Table II, average current $I_{avg}$ for TH node was estimated as $2 \text{ mA}$. According to used battery CR2450 which capacity is 600 mAh, the TH module should operate more than 12 days.

VII. CONCLUSION

This paper presents the smartphone-based Body Area Network for monitoring of human vital signs regarding the stress situation. In particular, energy requirements are discussed. The results showed that the designed BAN is able to last up to 2 weeks without any intervention. On the other hand the smartphone in not capable of such long lifetime. Therefore, until now, the weakest link of the network is the smartphone and the coordinator module attached to it. This application is eligible for eHealth sector as well as general wellness to serve as front-line in cardiovascular disease detection. The future work is focused on implementation of the developed system into different application fields of modern life, primarily into the field of intelligent transportation systems aiming the problematic of the professional drivers’ behaviour on the road with the comparison to their actual stress level.
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Abstract—Traditional wireless sensor nodes are designed with low-power modules that offer limited computational performance and communication bandwidth and therefore, are generally applicable to low-sample rate intermittent monitoring applications. Nevertheless, high-sample rate monitoring applications can be realized by designing sensor nodes that can perform high-throughput in-sensor processing, while maintaining low-power characteristics. In this paper, a high-performance and low-power wireless hardware platform is presented. With its compact size and modular structure enabling there to be an integrated customized sensor layer, it can be used for a wide variety of applications. In addition, the flexibility provided through dynamically configurable interfaces and power management, helps optimizing performance and power consumption for different applications.
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I. INTRODUCTION

With the advent of low-cost, low-power, and miniature size electronics, wireless sensor nodes have emerged as a low-cost alternative to fixed wired-based sensing solutions. These nodes are typically designed using a low-power micro-controller, a radio transceiver, and one or more sensors to measure a particular physical phenomenon. Based on the limited computational performance, communication bandwidth, and lifetime, these nodes have traditionally been applied to particular low-sample rate intermittent monitoring applications in different field [1]-[4]. However, their potential advantages have provided the motivation to explore them in relation to high-sample rate applications.

Given the limited bandwidth and high-power consumption of radio transceivers that are typically used in these nodes, the major challenge lies in transmitting a large amount of data generated by high-sample rate applications. In order to overcome this challenge, researchers have proposed in-sensor processing [5]-[8] in which, raw data is processed locally in a sensor node, and only results are transmitted wirelessly. Therefore, it reduces communication activity and the associated power consumption. However, it is observed that typical low-power micro-controllers integrated in sensor nodes, often lack high-throughput performance when complex mathematical and signal processing algorithms are involved. Therefore, to meet the demands of high computational performance, the prototype design reported in [5] employs a high-throughput micro-controller for in-sensor data processing, in addition to a low-power 8-bit micro-controller. In [6], a Field Programmable Gate Array (FPGA) based in-sensor processing solution is demonstrated in relation to an image processing application. In [7] and [8], FPGA-based commercial evaluation kits and micro-controller based wireless nodes were used to investigate their performance and energy consumption for high-sample rate applications. Based on the presented results in these articles, it can be concluded that high-throughput processing requirements can only be fulfilled through an FPGA, however, by accurately distributing the processing, communication and control specific tasks on a micro-controller and an FPGA, it is possible to optimize both the performance and power consumption for an application.

By analyzing the published literature relating to high-performance wireless nodes, it was found that there are only two such nodes, [9] and [10] that are able to be used for high-throughput in-sensor processing. Both nodes are very similar in their design, as they are built on a similar layered structure and they integrate similar modules. For example, each has a sensor layer, a processing layer consisting of micro-controller and/or an FPGA, a communication layer to enable wireless communication and, in addition, to a power supply layer. On both nodes, the processing layer consists of an FPGA that can be used for in-sensor processing. However, both these FPGAs (Spartan-IIIE, and Spartan-IIIIE) were built on a technology that is now a decade old and therefore, does not offer the high-performance and low-power consumption that is the case with the modern FPGAs. Apart from that, inter module communication interfaces such as between FPGA and micro-controller, and between wireless transceiver and micro-controller are fixed in these nodes and therefore, cannot be re-configured for different applications without modifying the hardware design. Additionally, the compactness of these nodes is compromised because of the extra height, resulting from the interface connectors on both sides of a layer and also stacking of four layers on top of each other to form a complete working node.

To overcome the above mentioned problems, we have developed a high-performance, low-power and compact wireless embedded platform, the SENTIOF that is shown in Fig. 1. It integrates a micro-controller, an FPGA, an SRAM, a FLASH, and a radio transceiver on a single printed circuit board (PCB), while providing easy integration of a customized sensing layer,
in order to use it in different applications. The SENTIOF is designed with the following key characteristics.

**High-Performance** In addition to sequential processing capabilities, there must be support for hardware acceleration in order to perform computationally intensive processing.

**Low-power** The integrated components should be operable at different clock frequencies so as to optimize the power consumption and performance. In addition, the platform must support a dynamic power management to switch-off unused components.

**Sensor integration** The platform must support easy integration of application dependent sensors. Therefore, in addition to different power supply voltages, a large number of input-output interfaces from a micro-controller and FPGA should be provided for this purpose.

**Flexibility** In addition to the easy integration of sensors either with a micro-controller, FPGA or both, the platform must support the easy realization of application dependent communication between the micro-controller and the FPGA.

**Compact size** The platform should have small dimensions so that it can be deployed in applications with space constraints.

The details regarding the design, performance and power consumption of the SENTIOF are the main focus of this paper. The remaining sections are organized as follows. Section II describes the hardware design aspects of the SENTIOF. Section III is devoted to software related details. In section IV, the performance and the power consumption analysis are presented, while concluding remarks are given section V.

II. HARDWARE DESIGN

A simplified design of the SENTIOF, representing all major components and their interconnections is shown in Fig. 2. With the exception of power source, all other components are integrated in the SENTIOF platform, which is discussed in detail in the following.

**A. Plateform Components**

Based on the functional description of the integrated components, the SENTIOF can be divided into different logical units, such as processing, communication, memory, power management and sensor interface, and can be then described accordingly.

![Figure 1. The SENTIOF platform](image)

![Figure 2. Architectural depiction of the SENTIOF](image)

**Processing Unit**

In order to achieve a high-computational performance, two processing resources, a 32-bit micro-controller ATUC3B0512 [11], and a Spartan-6 FPGA XC6SLX16-2CPG196 [12], are integrated in the SENTIOF.

The micro-controller provides high computational capabilities by means of a compact single-cycle instruction set including DSP instructions and an operational clock frequency of up to 60 MHz. Additionally, it includes an extensive set of input-output (IO) interfaces and a number of low-power modes in order to optimize the power consumption for an application.

The micro-controller can be used to process the application data, read the sensor’s data, and/or communicate with the radio transceiver in order to transmit or receive data/results. In addition to its application dependent data processing, the micro-controller performs all the control specific operations such as power and FPGA configuration management and therefore, acts as a central control unit in the SENTIOF.

The micro-controller can be used as the main processing unit for a wide variety of monitoring applications. However, in order to achieve a high-throughput computational performance as required in many high-sample rate applications, the FPGA is integrated into the SENTIOF. Due to hardware parallelism, it is possible for multiple independent tasks to be realized using dedicated hardware logic in the FPGA, which thus be performed simultaneously at high speed. In addition, the re-configurability of the FPGA allows synthesizing different algorithms with optimized control and data paths, without modifying any real hardware. The selected FPGA is enriched with sufficient amount of basic logic cells, in addition to other resources such as block RAM, multiply-and-accumulator (MAC) units, and PLLs. A summary of these resources is given in Table I.

**Radio transceiver**

In order to enable wireless communication in the SENTIOF, an IEEE 802.15.4 compliant low-power radio transceiver, CC2520 [13] is integrated in the design. The
transceiver operates at the 2.4 GHz license free band and provides a maximum throughput of 250 kbps. In addition to 6 reconfigurable GPIOs for optional command and interrupt signals, the radio transceiver includes a SPI interface to communicate and exchange data either with the micro-controller or with the FPGA. The interface to both the micro-controller and the FPGA is achieved by means of multiplexer/de-multiplexer switches and is therefore, able to be configured dynamically. This additional flexibility can be exploited to optimize the performance and the power-consumption of the communication activity according to the requirements of an application.

<table>
<thead>
<tr>
<th>Logic Cells</th>
<th>LUT size</th>
<th>Distributed RAM</th>
<th>Block RAM</th>
<th>MAC units</th>
<th>PL</th>
<th>Number of IOs</th>
</tr>
</thead>
<tbody>
<tr>
<td>14,579</td>
<td>6-input</td>
<td>136 kb</td>
<td>576 kb</td>
<td>32</td>
<td>2</td>
<td>106</td>
</tr>
</tbody>
</table>

Memory

High-sampling rate applications generally process a large amount of raw data, and generate both intermediate and final results that must be stored in fast memories in order to achieve a high performance. Therefore, in addition to a 96 kB of SRAM in the micro-controller and 89 kB in the FPGA, a 4 MB of additional SRAM, CY62177DV30 [14] is integrated in the SENTIOF. The low-power SRAM, interfaced with the FPGA, provides a 16-bit wide data path for read and write operations that can be performed in 55 ns.

The FPGA requires re-configuration each time it is powered-on. Therefore, a high-speed and low-power FLASH based configuration memory, W25Q64BV [15][14] is used for this purpose. The selected FLASH memory provides a rapid access rate of 85 MHz and a quad serial peripheral interface (SPI), which enables the configuration of the FPGA in the minimum time. In addition to the configuration data of 4 Mb, the 64 Mb FLASH can be used to store application data.

For long term data storage, the SENTIOF is designed to support a micro-SD card. In a similar manner to that for the radio transceiver, the interface to the SD card can also be dynamically configured either to the micro-controller or to the FPGA, as it is interfaced to both these processing units through multiplexer/de-multiplexer switches.

Power

The SENTIOF is powered by means of a single DC power source, with output voltage between 3.6V and 6V. This DC voltage is fed to the SENTIOF and is then regulated and converted to four different levels as shown in Fig. 3. In relation to these four voltages, the 1.2V regulated voltage is used to power the FPGA’s core while the 1.8V is used to power the radio transceiver and the core of the micro-controller. Apart from the radio transceiver, the cores of the FPGA and the micro-controller, all other components on the SENTIOF platform are powered with 3.3V. The boost convertor that can be adjusted to provide up to 6.5V, is included for external devices/sensors that may require a higher voltage than is provided by attached DC power source, i.e. typically a 3.6V. In addition to a DC power source, the SENTIOF can also be powered through a USB interface. This provides an added advantage of continuous long term power during an application development process.

![Power supply distribution](image)

External Interface

The external interface provided through the 1.27 mm-pitch connectors serves three purposes. Firstly, it provides a large set of IOs, both from the micro-controller and the FPGA, in addition to all regulated power sources in order to integrate a customized sensor board with the SENTIOF. Secondly, the JTAG interfaces required to program/configure each of the micro-controller, the FPGA, and the FLASH memory from the computer are also made accessible through this external interface. Lastly, the application specific communication requirements between the micro-controller and the FPGA can also be fulfilled through this interface.

B. PCB Design

In order to ensure a high-performance and low-production cost, special consideration was given to the PCB design. This includes the separation of different ground planes, the minimization of trace length between the high-speed devices, limiting the design to a reduced number of layers, and avoiding micro and buried vias.

To minimize noise in relation to all the different types of components, four ground planes are used. A generic ground plane, GND, is used to connect ground plane of the DC power source to other planes through 0 Ohm resistors, as shown in Fig. 4. In these planes, the digital ground, DGND serves as a return path for all digital components including the FPGA, micro-controller, SRAM etc. The power ground, PGND is used to minimize the noise from other planes onto the power supply components. As there are no analog components mounted on the SENTIOF, the analog ground AGND is not used. However, it is provided to ensure that analog sensors can be reliably interfaced with the SENTIOF.

In relation to all the components mounted on the SENTIOF, it is the FPGA that has the highest pin count of 196 pins, which
are packed into 8x8 mm BGA package organized in 14 x 14 rows and columns. The 0.5 mm horizontal and vertical pin pitch resulting from this small footprint was a challenging fac-
tor, as it determined the routing and clearance rules in addition
to the number of the routing layers. For example, if the manufac-
turer’s guidelines regarding the PCB design of the FPGA
[16] are strictly followed, then it requires a minimum of 7 PCB
layers using micro-vias, while restricting the trace width and
clearance to 0.075 mm. The production cost of the resulting
PCB is then significantly higher in comparison to an equivalent
PCB with a via diameter of more than 0.15 mm, and a trace
width and clearance of 0.1 mm or more.

![Power supply diagram](image)

Figure 4. Ground planes used in the SENTIOF.

Therefore, to relax the production requirements, the via-in-pad
option was used for the FPGA. This allowed to use larger pad
size and, eventually, larger via hole diameter of 0.2 mm, a min-
imum trace width and clearance of 0.1 mm. In addition, it also
helped to reduce the PCB design to 6 layers and without the ne-
cessity of buried vias.

Among other components, it was the radio transceiver that
required the strictest observation of the manufacturer’s guide-
lines, in order to ensure proper functionality. Therefore, the
layout of the radio transceiver was completely matched with
the reference layout. In addition to providing an interface for
an external antenna, a PCB antenna is also incorporated for the
radio transceiver.

C. Physical Structure

The size of the PCB is 65 x 40 mm, with 5 mm of interface
height on one side that is used to attach a sensor module. A sen-
sor module comprising of one or more sensors, is electrically
connected with the SENTIOF platform through a rigid and
strong header interface. In addition, two mounting holes are
created in order to provide structural reinforcement of the plat-
form and the sensor module, which may be required for certain
applications.

III. SOFTWARE DESIGN

In order to use the SENTIOF for an application, supporting
software must be developed for both the micro-controller and
the FPGA. Currently, this is achieved using two different soft-
ware development environments, the AVR32 Studio and the
Xilinx ISE for the micro-controller and FPGA, respectively.

The integrated development environment for the micro-
controller that can be obtained from Atmel’s website free
of charge and it integrates a software framework and a GNU
tool chain allowing easy and rapid application development in
C/C++. To further enhance the software development process
of the microcontroller in relation to the SENTIOF, application
programming interfaces (APIs) are developed for all control
and data transfer specific operations including power manage-
ment, radio communication and reading/writing to SD card.

The Xilinx ISE Design Suite integrates all the tools to sup-
port complete design development, starting from an RTL de-
sign specification to the generation of a programming file for
the FPGA. It also includes a wide variety of IP cores that can
be integrated into a design, thus resulting in rapid development.
In relation to the SENTIOF, we have developed interface APIs
for both the SRAM and the FLASH, which can be re-used in
other designs. Similar APIs for the radio transceiver and the SD
card interface will also be developed in the near future.

IV. PERFORMANCE AND POWER CONSUMPTION
ANALYSIS

The SENTIOF was designed to achieve a high computa-
tional performance and low power consumption goals, and
these were ensured at each development stage including archi-
tectural decisions, component selection, and PCB layout. Per-
formance of both the microcontroller and the FPGA is depend-
ent on an underlying application. Therefore, a measure of
clock frequency, on which these two can be operated, is dis-
cussed for analysis purposes. However, the precisely measured
power consumption for various activities is used for analysis in
the this section.

D. Clock frequency

The microcontroller can either be clocked from an internal
oscillator producing a clock frequency of about 115 kHz or
from an external oscillator producing 16 MHz of clock fre-
quency. The clock from the internal oscillator is often too slow
for a computationally intensive application and therefore, may
be used in either very low-speed applications or during sleep
modes. However, to achieve different performance levels, the
microcontroller can be operated at a wide frequency range,
with an upper limit of 60 MHz. In such cases, the desired fre-
cuency can be synthesized from a 16 MHz external oscillator
by using a built-in Phase Locked Loop (PLL) in the micro-con-
troller.

During the SENTIOF design it was observed that the avail-
able oscillators with frequencies higher than 19 MHz, as is re-
quired in the FPGA, consume a significant amount of power
that is undesirable in a low-power platform. Therefore, a global
clock generation feature of the microcontroller was instead
used to provide the clock for the FPGA. The frequency of this
input clock can be further increased to 375 MHz using a PLL
in the FPGA.
E. FPGA Configuration

In order to conserve power, it may be desirable to switch off the FPGA for idle time periods in an application. However, upon power-up, it must be reconfigured to resume its job. The (re)configuration for the FPGA integrated in the SENTRYOF is accomplished by loading nearly 3.6 Mb of configuration data into the FPGA, from the associated FLASH memory. Depending upon the clock frequency and the bus width options that are selected to configure the FPGA, the actual configuration time can vary from one application to another.

The minimum configuration time of 15.16 ms was recorded by applying a maximum supported speed of 66 MHz and a maximum bus width option of 4 bits, also known as quad SPI.

F. Power Consumption

The power consumption in the SENTRYOF can be optimized through dynamic power management, where all major components including the micro-controller, FPGA, SRAM, FLASH, and the radio transceiver can be switched to low-power modes at run time. This allows a reduction in the power consumption of each component to a minimum level, typically from tens of micro-watts to a few milli-watts depending upon the actual component. Therefore, to further minimize the power consumption during the idle state, the SENTRYOF is designed to dynamically switch off/on the FPGA, SRAM, FLASH, and SD card as they consume significant power in their low-power modes. To realize this power on/off mechanism, a very low-power metal-oxide semiconductor (MOS) transistor is used as a switch between the power supply and the power connection of the components. The transistor is then switched on/off through the micro-controller, which performs all control specific operations including power management. It should be noted that radio transceiver that typically consumes 1μW in low-power mode and, it is not enabled to be switched on/off using MOS transceiver, as the MOS transistor consumes almost the same amount of power as that of the radio transceiver in low-power mode and therefore, no significant power can be conserved by the power on/off method.

Depending on the application, the SENTRYOF may be in active mode, where it performs data acquisition, processing, and/or result transmission, or it may be in sleep mode for certain time duration before it is operational again. The power consumption in these modes differs significantly and therefore, it is discussed with respect to these two modes in the following.

Sleep mode

In sleep state, with the exception of the micro-controller, other components including the FPGA, SRAM, FLASH, and the SD card are switched-off. The micro-controller however, is switched to a low-power mode known as DeepStop, in which it is not only able to keep track of the sleep duration by using real time counter (RTC), but is also capable of switching all components including itself to the active state.

In sleep mode, the average current drawn by the SENTRYOF from a 3.6V supply source was measured to be 95 μA. During this mode, both the 1.8V and 3.3V voltage regulators which remained fully functional to ensure the required voltage levels to the micro-controller were responsible for nearly 70% of the reported current consumption.

Active mode

Unlike the sleep mode, the power consumption of the SENTRYOF during its active mode is dependent on an frequencies and the time duration for which different components are active. Nevertheless, to provide a rough idea, the current consumption was measured for a number of application scenarios involving almost all the major components on the SENTRYOF, and is summarized in Table II. Each reported value represents the total amount of current that was drawn by the SENTRYOF for a corresponding scenario, from a 3.6V power source.

For application scenarios 1, 2, and 3 given in Table II, the micro-controller was in the active state performing a simple addition operation repeatedly. Apart from the 3.3V and 1.8V voltage regulators that are required to provide power to the micro-controler, the average current consumption for these scenarios is as follows:

### Table II. The Average Current Consumption of the SENTRYOF for Different Application Scenarios

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Actions</th>
<th>Average Current (mA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>The micro-controller is clocked at 16 MHz and is in active mode, where it performs an addition operation repeatedly.</td>
<td>5.54</td>
</tr>
<tr>
<td>2.</td>
<td>Same as of 1, except the clock frequency is 20 MHz.</td>
<td>7.49</td>
</tr>
<tr>
<td>3.</td>
<td>Same as of 1, except the clock frequency is 60 MHz.</td>
<td>21.34</td>
</tr>
<tr>
<td>4.</td>
<td>The micro-controller is clocked at 16 MHz and is in Frozen mode, in which it generates 20 MHz of clock frequency for the FPGA.</td>
<td>4.28</td>
</tr>
<tr>
<td>5.</td>
<td>Same as of 4 + both the FPGA and the Flash are ON, and the FPGA loads bit-stream from the FLASH at 66 MHz using quad SPI interface.</td>
<td>30.3</td>
</tr>
<tr>
<td>6.</td>
<td>Same as of 4 + FPGA is active and is running a design in which, a 100 MHz of clock is synthesized through internal PLL, and then is used to update a 27-bit counter.</td>
<td>22.31</td>
</tr>
<tr>
<td>7.</td>
<td>Same as of 6, except that the FPGA is in standby mode.</td>
<td>8.30</td>
</tr>
<tr>
<td>8.</td>
<td>Same as of 6 + the FPGA reads 16-bit data word from the SRAM repeatedly at a rate of 16.6 MHz.</td>
<td>34.58</td>
</tr>
<tr>
<td>9.</td>
<td>Same as of 6 + the FPGA writes 16-bit data word to the SRAM repeatedly at a rate of 16.6 MHz.</td>
<td>44.62</td>
</tr>
<tr>
<td>10.</td>
<td>Same as of 6 + the FPGA erases the FLASH memory.</td>
<td>48.17</td>
</tr>
<tr>
<td>11.</td>
<td>Same as of 6 + the FPGA reads data from the FLASH memory at a rate of 50 MHz.</td>
<td>29.90</td>
</tr>
<tr>
<td>12.</td>
<td>Same as of 6 + the FPGA writes data to the FLASH memory.</td>
<td>38.89</td>
</tr>
<tr>
<td>13.</td>
<td>Same as of 2 + the micro-controller reads data from the SD card at a rate of 20 MHz.</td>
<td>20.64</td>
</tr>
<tr>
<td>14.</td>
<td>Same as of 2 + the micro-controller writes data to the SD card at a rate of 20 MHz.</td>
<td>24.37</td>
</tr>
<tr>
<td>15.</td>
<td>Same as of 1 + the radio transceiver operates in receive mode and received packets are transferred to the micro-controller.</td>
<td>31.34</td>
</tr>
<tr>
<td>16.</td>
<td>Same as of 1 + the data packets from the micro-controller are transmitted by the radio transceiver at rate of 250 kbps using 5 dBm power.</td>
<td>39.15</td>
</tr>
</tbody>
</table>
cro-controller, all other modules were in the off state. The micro-controller was clocked through a 16 MHz external oscillator, and then synthesized to 20 MHz and 60 MHz through an internal PLL.

The average current drawn by the SENTIOF while configuring the FPGA from the associated FLASH is given in Scenario 5. Scenarios 8 and 9 list the current consumption when the FPGA performs read and write operations on the SRAM. Other important scenarios include 15 and 16, in which the radio transceiver is operated in receive and transmit modes, respectively.

V. CONCLUSION

In this paper, we presented a high-performance and low-power wireless hardware platform, SENTIOF that is capable of performing high-throughput in-sensor processing, as typically required for high-sample rate monitoring applications.

The SENTIOF integrates a micro-controller, an FPGA, an SRAM, a FLASH, and a radio transceiver on a single PCB in order to realize a high-performance compact wireless platform. This application independent platform allows for the integration of any kind of sensors through an application specific and customized sensor layer. In addition, the dynamic power management and reconfigurable architecture can be exploited to optimize performance and power consumption according to different applications.

The flexibility provided through dynamically configurable interfaces, customizable communication between the micro-controller and the FPGA, and dynamic power management can also be used to explore efficient architectures for different monitoring applications.

REFERENCES


Wireless Indoor Positioning System for the Visually Impaired

Piotr Wawrzyniak, Piotr Korbel
Institute of Electronics
Lodz University of Technology
ul. Wólczańska 211/215, 90-924 Łódź, Poland
Email: piotr.wawrzyniak@dokt.p.lodz.pl

Abstract—The paper presents a prototype radio network aiding the visually impaired to navigate in indoor areas. The main purpose of the system is to provide accurate and reliable location information as well as to enable access to location related context information. The nodes of the network operate in two modes providing basis for both rough and precise user position estimation. The data transmitted by the nodes are used to get access to additional services, e.g. to retrieve position related context information.

Index Terms—Context-aware services, indoor radio communication, location services, personal communication networks, pervasive computing, radio navigation, wireless sensor networks

I. INTRODUCTION

There are about 285 million visually impaired people living around the world [1]. The inability to sense the surrounding environment strongly affects the possibility of utilizing public spaces, including urban areas, transportation systems and public buildings [2]. Recently, a number of electronic systems aiding the visually impaired in travel and mobility have been developed [3-8]. Most of these systems require accurate information on current user location. Obtaining precise information on user location can facilitate access to public services offered in large buildings (e.g. city halls, hospitals) by aiding to locate rooms or by giving a remote guidance on how to get to the target destination. Contemporary satellite navigation systems like GPS provide positioning services sufficient for successful navigation of pedestrians in typical outdoor scenarios and thus are often incorporated in electronic travel aids (ETA) for the visually impaired. However, the use of satellite positioning systems is limited to outdoor areas only. The GPS positioning accuracy also decreases in dense urban environments where multipath propagation and strong signal attenuation result in insufficient quality of satellite beacons. Therefore, there is a need to develop dedicated systems aiding the blind and the visually impaired in urban navigation. Most of electronic mobility aids offered on the market make use of local networks of reference stations that transmit infrared [3] or radio signals [4], [5], [6]. The transmitters are used to identify various points of interest (POI) like bus stops, entrances to public buildings, etc. One of the first indoor positioning systems that used radio beacons and Received Signal Strength Indicator (RSSI) measurements was the RADAR system developed by Microsoft Research in the beginning of the 21st century [9]. From that time the problem of indoor positioning and navigation has been widely addressed around the world [10-22]. Hence maintaining low deployment and maintenance costs is among the most important objectives of the research, majority of the solutions reported in the literature rely on radio signal strength measurements. Signal strength readouts can be incorporated to location services in at least two ways. First of all, radio wave indoor propagation models can be used to determine the possible location of the terminal. This approach requires detailed description of the propagation environment and thus is difficult to implement. Another approach involves the use of database search methods to calculate user position. Therefore, it is necessary to provide reference RSSI measurements (i.e. measurements taken in predefined locations) that are stored in the reference database, and which are then used by location estimation algorithms. In the paper, we present a wireless indoor positioning system developed as a part of a complex solution aiding the visually impaired in independent travel and mobility.

II. SYSTEM ARCHITECTURE

The architecture of the proposed indoor positioning system consists of a local localization server, a local database server and an optional global localization server. A wide range of portable user devices (PDAs, smartphones, notebooks, etc.) operating in different wireless networks may be used as system terminals. The terminals should have the capability to measure strength of the signals transmitted by system reference stations mounted inside a building. Thus, a dedicated software or hardware is necessary to make use of the measurement data, especially to pass the results to the local positioning server. The tasks of the local positioning server are: to keep information about the layout of the area it serves (e.g. an office building), to make the use of local database engine to store reference measurement data, and to compute the probable user location based on the RSSI measurement values reported by the terminal. Moreover, the local server is also responsible for communication with the global localization server, if available. The global localization server can be also
used to deliver new positioning algorithms. The architecture of the proposed system is shown in Fig. 1. All the components of the system communicate using XML/JSON and SOAP-based Web Services.

III. WIRELESS POSITIONING TECHNIQUES

A variety of techniques can be employed to estimate the position of a wireless network terminal. In majority of systems measurements of signal parameters transmitted by system reference stations are used. Then, the position of the terminal is estimated based on calculation of distances of the terminal to at least some of the reference nodes. The most commonly used signal properties include propagation time, angle of arrival, and received signal strength [10].

A. Proximity Detection

The most straightforward method to estimate the position of a radio terminal is to determine whether it is within the coverage of some reference station. The accuracy of positioning with this approach strongly depends on the range of reference transmitters. However, when reference stations transmit signals with relatively low power, the position of the user terminal may be well approximated by the known location of the reference transmitter. This approach is called proximity detection. Practical implementation of this positioning technique involves installation of many reference nodes, often called radio tags. However, due to simple tag’s construction the overall system installation cost might remain low. This technique offers good accuracy, however it strongly depends on the number of installed reference tags. The idea of positioning system using proximity detection is shown in Fig. 2.

B. Database Search-based Indoor Positioning

Distance estimation techniques involving radio wave propagation modeling are widely used in positioning systems. However, due very high complexity of indoor radio wave propagation environment, applicability of these methods is limited to outdoor areas. In typical indoor scenarios, strong multipath propagation effects make it impossible to unambiguously relate measured signal parameter value to a distance from the transmitter. Even along short propagation paths, signal parameters may exhibit very strong variability. Another factor limiting performance of positioning methods is time variability of indoor radio channel characteristics. For example, depending of the time of the day, the offices may either be crowded or almost empty what may result in significant changes of the reported values. Therefore, there is a need to search for new positioning methods for indoor applications. One of the approaches that is adequate for indoor systems assumes the use of correlation analysis of reported signal parameter values with some reference data recorded at predefined locations. As database search methods rely on evaluation of similarity of measured signal characteristics at actual location to the reference datasets, these methods are not so prone to multipath and shadowing effects as the methods based on radio wave propagation modeling. Despite of the fact that database correlation methods may be based on analysis of any available signal parameters, most of practical implementations involve received signal strength measurements. The advantage of the use of RSSI is that most of contemporary radio receivers provide possibility to monitor RSSI level and a wide range of devices can be used with a positioning system without a need to implement any hardware modifications. The use of database search methods makes it also possible to reduce the influence of RSSI time variability by the use of normalization to the value read from a given reference signal source.

C. Proposed Positioning Technique

The proposed implementation of a wireless indoor positioning system involves received signal strength (RSSI) measurements to estimate terminal position. It makes use of the advantages of both aforementioned approaches, i.e. proximity detection and database search methods. Hence proximity detection is most effective and accurate when area served by a single reference tag is relatively small, the tags should be equipped with radio transmitters supporting low transmit power modes. On the other hand, database search method accuracy increases with the number of sources of reference signals. In that case, the nodes should be capable to transmit reference signals over relatively large areas. Moreover, the coverage areas of neighboring transmitters should overlap. It is worth mentioning, that position information returned in the form of absolute geographical coordinates of the user is not the most expected output from indoor navigation and positioning systems. Geographical coordinates are more suitable for outdoor positioning, mainly due to easy integration with GIS systems. Moreover, in indoor applications accurate and
reliable altitude estimation is required. Although in outdoor scenarios the use of absolute altitude above ground or sea level as altitude descriptor is the most convenient, in indoor scenarios floor index should be considered as the natural way of expressing in-building altitude of travelling people. Therefore, the proposed indoor positioning system makes use of area-based context-related positioning. Area-based positioning systems provide end users with context information related to the current zone of the building. The system output data set includes but is not limited to:

- floor index or name (if applicable),
- zone within a building (e.g. “north wing”),
- room or office number or its name (e.g. “kitchen” or “auditory no. 416”),
- additional site-related information (like name of current lecture in an auditory room).

Moreover, the proposed system returns absolute coordinates of the user terminal to ensure backward compatibility.

IV. EXPERIMENT RESULTS

The prototype system was built with the use of Texas Instrument’s CC1110 radio transceivers operating in 868 MHz unlicensed band and transmitting with output power ranging from -30 dBm to +10 dBm. The reference nodes and the user terminal were equipped with omnidirectional antennas having +2.2 dBi gain. The receiver sensitivity was -110 dBm. The reference nodes were mounted in an office building as shown in Fig. 3. All network nodes were utilizing SimpliciTI protocol to communicate with each other. The test premises consisted of about 41 meters long and 3.5 meters wide corridor with doors leading to several offices and laboratories. In order to evaluate the positioning accuracy of the implemented methods a number of experiments have been conducted. The goal of the first experiment was to estimate the size of the zones covered by the reference nodes when packets are being sent with the lowest available transmit power, i.e. -30 dBm. During the experiment one of the tags has been placed in the building entrance area while the second one served as data receiver. Measurements of Received Signal Strength Indicator (RSSI) have been recorded along 36 meter long path. The experiment was repeated twice in order to examine system behavior in Line-of-Sight (LOS) and Non-Line-of-Sight (NLOS) conditions. The results of the first phase of experiments have been summarized in Fig. 4. As the result of the experiment the maximum radius of the zone covered by a single reference tag was estimated to be about 25 meters for LOS, and about 10 meters for NLOS conditions. In practical system application, node proximity will be detected only when the RSSI values exceed predefined threshold values. It must be also noted that the use of miniaturized radio tag modules equipped with ceramic antennas will result in significant decrease of the coverage area of a single tag. The goal of the next experiment was to evaluate door identification accuracy with the use of database search methods. Reference Points of Interests (POI) have been distributed at the entrance doors to the rooms as shown in Fig. 3. The database search algorithms has been used to determine the user position on the basis of RSSI measurements from five reference tags distributed in the test premises. Results of the experiment have been summarized in Table I and Fig. 5.

As presented in Table I database search method resulted in mean positioning error of 4.47 meters and 2.38 meters for 50 % of cases. It is worth to mention that for 29.76 % of analyzed test cases user position was determined correctly (therefore 25 % error rate counts 0) and for another 15.48 %...
of cases user position was estimated at neighboring door. Cumulative Distribution Function is presented in Fig. 5. It can be noticed that maximum positioning error in conducted experiment reached 20 meters (for a single case) and for 90% of cases positioning error was lower than 8 meters.

V. SYSTEM USER INTERFACE

Indoor positioning system presented in the article is a part of a complex solution designed for aiding the blind and the visually impaired in independent mobility and travel. Therefore, described positioning system shares components like reference tags or user terminals with the remaining part of the system. The use of Text-To-Speech enabled smartphone as a mobile electronic aid makes it possible to provide the visually impaired users with voice messages presenting position related information e.g. description of rooms the user is passing by. Moreover, an interactive plan showing part of the building where user was localized is simultaneously displayed on the screen of the mobile phone. This function makes the system suitable for a wider group of target users. Displaying additional context-related information may be helpful in effective navigation in large and unknown buildings.

VI. CONCLUSION

In this paper indoor positioning system for short range radio communications network has been proposed. The system is a part of complex solution designed for aiding navigation of visually impaired in independent travel and mobility. The positioning system combines proximity sensing and database search methods. The experiments conducted in a large office building resulted in average positioning error not exceeding 4.47 meters. Positioning results are returned as contextual information regarding the area where the user was localized. The use of smartphone as a user terminal makes it possible to present the results to the users in the form of voice messages. Future development works assume incorporation of multi-system positioning. As the result, the positioning methods implemented in the system will benefit from the use of data from generally available radio networks, like public Wi-Fi or mobile cellular telephony networks.
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Abstract—Business Process models in the case of real life systems are often very complex. Hierarchization allows for managing model complexity by “hiding” process details into sub-levels. This helps to avoid inconsistencies and fosters reuse of similar parts of models. Configuration, in turn, gives the opportunity to keep different models in one configurable model. In the paper, we propose an approach for configuring Business Processes that relies on hierarchization for more expressive power and simplicity. Our goal is achieved by allowing arbitrary n-to-n relationships between tasks in the merged processes. The approach preserves similar abstraction level of subprocesses in a hierarchy and allows a user to grasp the high-level flow of the merged processes.

Index Terms—BPMN, Business Processes, Business Process Hierarchization, Business Process Configuration

I. INTRODUCTION

ENTERPRISES take advantage of using Business Processes (BP) in their everyday practice. These processes define the way the company works by describing control flow between tasks. Design and development of such processes, especially more and more complex ones, require advanced methods and tools, e.g., [1], [2], [3].

Business Process Model and Notation (BPMN) [4] is a visual language used to model Business Processes. It is a set of graphical elements denoting such constructs as activities, splits and joins, events etc. (see Figure 1). These elements can be connected using control flow and provide a visual description of process logic [5]. Thus, a visual model is easier to understand than textual description and helps to manage software complexity [6].

Although the BPMN notation is very rich when considering the number of elements and possible constructs, apart from the notation rules, some style directions for modelers are often used [7]. To deal with the actual BP complexity, analysts use various modularization techniques. Mostly, they benefit from their experience and modularize processes manually during the design because these techniques are not standardized. Modularization issue is important in the case of understandability of models [8]. Thus, guidelines for analysts, such as [9], emphasize the role of using a limited number of elements and decomposing a process model.

In the case of large collection of processes [10], especially modeled by different analysts, processes can be modularized in different ways on distinct granularity level [8]. Moreover, the processes in the collection can be similar [11], but this similarity is lost when the models are kept separately.

Automatic hierarchization and configuration, which is the subject of this paper, can help in preventing these problems. Hierarchization provides different abstraction levels and, properly developed, can ensure the same way of modularization for all the processes. Configuration gives the opportunity of unification of processes and enables to keep different models in one configurable model.

The rest of this paper is organized as follows: Section II presents motivation for our research. Section III and IV describe related works in the hierarchizaton and configuration areas. In Section V, we present our configuration BP approach which takes advantage of hierarchization. We evaluated the proposed approach based on the issue tracker case study. The paper is summarized in Section VI.

II. MOTIVATION

Modern business applications require advanced modeling solutions to deal with the model complexity. Thus, several challenges in Business Process modeling can be distinguished:

- the granularity modularization challenge – how to model different processes similarly, especially in respect of abstraction layers [12].
- the similarity capturing challenge – it is not easy to grasp similarities in the collection of only partially similar models [13], especially if they are modularized differently.
- the collection storing challenge – how to store a large collection of models in some optimized way [14].
In our research, we deal with these challenges using automatic hierarchization that allows us to preserve similar abstraction level of subprocesses in a hierarchy. To address two other challenges, we propose a new BP configuration technique, that allows us to express similarities between different BP models in a simple, but comprehensive way. Our configuration is based on the hierarchical model prepared previously.

The aim of this paper is to present our approach for configuring Business Processes based on hierarchization. We present the automatic hierarchization algorithm that takes advantage of task taxonomy and the algorithm for configuration.

The proposed approach has several advantages. Thanks to the use of hierarchization, the obtained model structure incorporates similar activities, and the configuration step can be simplified. Thus, the configurable process diagram is easy to comprehend. Contrary to the existing configuration methods, in our approach we can bind not only one task with another, but also groups of tasks which were considered in hierarchization step. Such configuration technique address the abovementioned problems by managing both process model complexity and diversity.

III. HIERARCHIZATION ISSUES IN BUSINESS PROCESS MODELS

La Rosa et al. [15] distinguished 3 abstract syntax modifications that are related to modularization for managing process model complexity. These are:

1) vertical modularization – a pattern for decomposing a model into vertical modules, i.e. subprocesses, according to a hierarchical structure
2) horizontal modularization – a pattern for partitioning a model into peer modules, i.e. breaking down a model into smaller and more easily manageable parts, especially assigned to different users in order to facilitate collaboration.
3) orthogonal modularization – a pattern for decomposing a model along the crosscutting concerns of the modeling domain, such as security or privacy, which are scattered across several model elements or modules.

Our approach is consistent with the vertical and horizontal patterns. Although we decompose a model into subprocesses, in fact we use some additional information to decompose it, such as task assignment or task categories, which is an example of the second pattern instance. The last one, orthogonal pattern, requires to extend the notation, as in [16]; thus, it is not our case.

It is important to notice that such decomposition has several advantages:

- increases their understandability by “hiding” process details into sub-levels [8],
- decreases redundancy, helps avoid inconsistencies and fosters reuse by referring to a subprocess from several places [17], [18], [13], [19],
- decreases the error possibility [20],
- increases maintainability of such processes [9].

IV. BUSINESS PROCESS CONFIGURATION

Business Process configuration is a tool for expressing similarities between different Business Process models. There are mechanisms for managing and comparing processes in large repositories [21], [22], refactoring of such repositories [14] as well as automatic extraction methods for cloned fragments in such process model repositories [14], [17]. However, our case differs from the existing approaches because we do not base on any directly visible similarity, but on previously defined taxonomy of states or roles in the processes etc. Moreover, our hierarchization algorithm forces the generation of similar models as a result.

There are a few methods of extraction of configurable processes. They focus on different goals. Analyzing digest configurable Business Process reveals high-level workflow that might not be apparent in particular models. The structure is partially lost in the process so this does not concern our approach.

The method of interest in this article are models merged into configurable model [23]. They allow the analyst to see several processes as special cases of one configurable model. The model emphasizes similarities preserving all the details.

Configurable Business Processes are also a good alternative to current reference model bases such as SAP. Instead of presenting the analyst a few example models, a more general, configurable solution can be delivered. It makes producing final models faster and less error-prone [24].

There is an active research field in the area of configurable Business Processes. In [25], Rosemann et al. describe an approach focused on hand-made diagrams for the purpose of reference modeling. La Rosa et al. [24] extend it with roles and objects.

Variant-rich process models were explored in PESOA project [26], [27]. They enable process designer to specify a few variants of a task.

Our approach is a specialized version of solution proposed by La Rosa in [28]. Hierarchization algorithm produces models of very specific structure and this fact is exploited in our approach.

V. HIERARCHIZATION-BASED BUSINESS PROCESS CONFIGURATION APPROACH

We propose an approach for configuring Business Processes that relies on hierarchization for more expressive power and simplicity. The first goal is achieved by allowing arbitrary \( n \)-to-\( m \) relationships between tasks in merged processes. Taxonomy of tasks provides level of flexibility which many of current state-of-the-art solutions are lacking [25], [28].

Simplicity is the effect of constructing a very specific type of models during hierarchization. These models do not require general configuration algorithms that often produce complicated, hard to analyze diagrams. Sufficient configuration algorithm is described in Section V-C.

General flow of data in the whole approach is depicted in Figure 2.
A. Case Study

To present our configuration approach, we chose 3 different BPMN models of bug tracking systems: Django\(^1\), JIRA\(^2\) and the model of the issue tracking approach in VersionOne\(^3\).

A bug tracking system is a software application which helps in tracking and documenting the reported software bugs (or other software issues in a more general case). Such systems are often integrated with other software project management applications, such as in VersionOne, because they are valuable for the company.

Thus, apart from popularity, we selected such a case study because these kinds of processes have similar users assigned to similar kinds of tasks, the processes of different bug trackers present the existing variability, and such an example can be easily used to present our algorithm in a comprehensive way.

B. Automatic Hierarchization Algorithm

The hierarchization algorithm is given a BPMN model, a set of high-level BPMN tasks and an assignment of BPMN model’s tasks to the high-level tasks. Using this information it constructs two-level hierarchical diagram. The lower level contains one diagram for each high-level task. Higher level diagram contains high level tasks (with lower-level diagram as subprocesses). This is done in such way to maximize simplicity and preserve semantics of original model.

Hierarchization is performed in several steps.

1) Introduction of high-level expanded subprocesses

In the first step, expanded subprocesses are introduced. Tasks are assigned to them according to given specification. Gateways are placed outside of all subprocesses unless all their incoming and outgoing flows lead to tasks of the same process. Intra-subprocess flows are kept. Inter-subprocess flows are replaced by:

a) flow from source element to end event (in subprocess),

b) OR-gateway right after subprocess (one per subprocess),

c) flow from introduced gateway to target of initial flow with condition 'subprocess ended in event introduced in 1a'.

This step is depicted in Figure 3. After this step is performed, assumption 1 of configuration algorithm (Section V-C) is fulfilled.

2) Gateway simplification

The previous step introduced new gateways. The original diagram may contain unnecessary gateways too. Creating configurable diagram in proposed approach requires a very specific structure of high-level model. It can be achieved through gateway simplification. The process of gateway simplification is depicted in Figure 4. In a simplified model one gateway \( G \) is placed after every subprocess \( S(G) \) (unless it has only one outgoing flow which does not end in a gateway). Gateway \( G \) has outgoing flows to all subprocesses and end events reachable in original model from \( S(G) \). Conditions labeling these flows are determined as follows. Let \( flow_N(G,T) \) and \( flow_O(G,T) \) be the flows in the new and old graphs respectively from gateway \( G \) to target item \( T \). Let \( C_N(G,T) \) and \( C_O(G,T) \) be the conditions on flow \( flow_N(G,T) \) and \( flow_O(G,T) \) respectively. Let \( P(G,T) \) be the set of all paths in old graph (all gateways appear at most once) from \( G \) to \( P \).

Let \( L(G) \) be the set of loops in gateway graph reachable from gateway \( G \). Then the following hold:

\[
\text{all}((G_1, G_2, \ldots, G_k), T) \text{ holds iff } C_O(G_k, T) \text{ and for all } i \in \{1, 2, \ldots, k-1\} \text{ holds } C_O(G_i, G_{i+1}) \]

\[
C_N(G, T) \text{ holds iff exists } p \in P(G, T) \text{ such that } \text{all}(p, T)
\]

Presented procedure works as long as graph of gateways is acyclic. Cycles need additional compensation for the fact that infinite looping is possible. We propose a solution where a new task “loop infinitely” is added and connected by flow from all gateways that allow looping. Condition on the new flow may be defined by analogy to the previous case:

\[
\text{all}((G_1, G_2, \ldots, G_k)) \text{ holds iff } C_O(G_k, G_1) \text{ and for all } i \in \{1, 2, \ldots, k\} \text{ holds } C_O(G_i, G_{i+1}) \]

\[
C_N(G, T) \text{ holds iff exists } p \in L(G) \text{ such that } \text{all}(p)
\]

---

\(^1\) See: https://code.djangoproject.com/

\(^2\) See: http://www.atlassian.com/software/jira/

\(^3\) See: http://www.versionone.com/
Figure 4. Second step of hierarchization algorithm (gateway simplification)

Figure 5. The idea of third step of hierarchization

Figure 4 shows a graph of gateways before and after simplification. Simplification assures that requirements 2 and 3 from Section V-C are fulfilled.

3) **Removal of recurring flows**

Last step of hierarchization is elimination of recurring flows. By this a flow from a gateway to activity preceding this gateway is meant (see Figure 5).

Before each end event in the subprocess that can result in recurring flow a new XOR gateway is placed. It has two output flows: one to end event and one to task or gateway a recurring flow would lead to (see Figure 5). The condition on the latter flow is created according to condition on original recurring flow.

This step of hierarchization algorithm makes requirement 4 of configuration process fulfilled. The result of hierarchization of Django issue tracking process can be seen in Figure 6.
C. Process Configuration

Let us be given \( N \) BPMN models such that:
1) all of them share the same set of tasks,
2) flows outgoing from tasks or start event end in a different task, end event or an (XOR or OR) gateway (Figure 7),
3) flows outgoing from gateways always end in tasks or an end event,
4) no flow outgoing from a gateway leads to a task that has a flow to this gateway.

Then the configurable model that entails all the given models can be defined as follows:
1) configurable diagram has one start event, all the specified tasks and all the end events from \( N \) given models,
2) for all tasks and start event (let \( i \) be the current item):
   a) If all diagrams have flow outgoing from \( i \) that ends in (the same) task or the only end event then the same flow exists in merged diagram.
   b) If in at least one model the flow \( f \) ends in a gateway, the merged model has a configurable gateway after \( i \). It is a configurable type gateway if there are diagrams with two different types of gateways (or one without gateway).
   c) If and only if any input diagram gateway after \( i \) has a flow to an item, the configurable gateway has a flow to this item too. The flows are labeled with model number and condition from that model.

D. Approach Evaluation

As we tested our approach on the three issue tracking systems, the results we got are optimistic. The obtained model is simple and comprehensible. Figure 9 compares initial and hierarchical versions of Django system. The three hierarchized models, simplified by the algorithm, can be simultaneously compared on high level and on the subprocess level. The final high level configurable model is presented in Figure 8.

One of the drawbacks of our approach is that conditions on control flows outgoing from gateways may become complex after hierarchization. However, it is not an obstacle in understanding of high level flow in the process, which is the goal of the approach.

VI. CONCLUSION AND FUTURE WORK

The research presented in this paper addresses three challenges in Business Process modeling, which we distinguished in Section II. These are granularity modularization, similarity capturing and collection storing challenges.

In the paper, we proposed automatic hierarchization algorithm that takes advantage of task taxonomy and allows us to preserve similar abstraction level of subprocesses in a hierarchy. A Business Process configuration technique, based on the hierarchization result is presented as well. It allows for expressing similarities between different BP models in a simple but comprehensive way. Thanks to this, a user can grasp the high-level flow of the merged processes.

In comparison to other approaches, our hierarchization algorithm supports arbitrary \( n \)-to-\( m \) relationships between tasks in the merged processes.

To get a proof of concept of our approach, we narrowed our attention to the subset of BPMN, similarly expressive to EPC. Thanks to the use of the taxonomy shared by the three models and the hierarchization algorithm, the configuration approach is straightforward.

In future work, we consider to extend the approach in several ways, e.g. to allow more BPMN elements or multi-level diagrams [1], and to integrate it with Business Rules [29], especially in the XTT2 representation [30], [31], in order to use control flow as inference flow [32] and to allow for automatic verification of models [33], [34], [35]. Moreover, automatic generation of taxonomy using some process metrics [11], [36] is also considered, as well as automatic assignment of tasks to subprocesses based on Natural Language Processing.
Figure 9. Comparison of initial diagram and its hierarchical version
ACKNOWLEDGMENT

The paper is supported by the AGH UST Grant.

REFERENCES


Simulation driven design of the German toll system
– profiling simulation performance

Tommy Baumann∗, Bernd Pfitzinger†‡, Thomas Jestäd†
∗Andato GmbH & Co. KG, Ehrenbergerstraße 11, 98693 Ilmenau, Germany. Email: tommy.baumann@andato.com
†Toll Collect GmbH, Linkstraße 4, 10785 Berlin, Germany. Email: {bernd.pfitzinger|thomas.jestaedt}@toll-collect.de
‡FOM Hochschule für Oekonomie & Management, Bismarckstraße 107, 10625 Berlin, Germany

Abstract—Taking an existing large-scale simulation model of the German toll system we identify the typical workload by profiling the runtime behavior. Crucial performance hot spots are identified and related to the real-world application to analyze and evaluate the observed efficiency. In a benchmark approach we compare the observed performance to different simulation frameworks.

I. INTRODUCTION

As technology advances, systems and processes with higher complexity, interconnectedness and heterogeneity can be developed. Simultaneously, user requirements are constantly increasing: Software evolution is a fact of life. Modeling and simulation techniques are applied to design, analyze, evaluate, validate, and optimize such systems. The article analyzes the performance of a large-scale Discrete Event Simulation (DES, [1]) simulation model of the German toll system implemented in MSArchitect [2] – similar to and larger than existing simulation models [3, 4].

The next section gives an overview of the automatic German toll system, the corresponding simulation model and typical simulation results. Section III introduces the simulation framework architecture and performance measurement techniques. Section IV analyzes and evaluates the simulation performance of several DES kernels using small test models. Section V analyses the performance within the application domain followed by a summary in section VI.

II. EXECUTABLE MODEL OF THE GERMAN TOLL SYSTEM

For the application domain we use an existing simulation model of the German toll system [5–7], a large-scale autonomous toll system [8] operated by Toll Collect GmbH. The tolls for heavy-goods vehicles (HGVs) driving on federal motorways – a total of 4.36 bn € in 2012 [9] – is collected by the toll system, more than 90% fully automatic using the more than 750 000 on-board units (OBUs) deployed in the HGVs. The simulation model includes all subsystems necessary for the automatic tolling processes (fig. 1) and for delivering updates to the OBU software, geo and tariff data as well as a model of the user interaction [10].

From the process perspective the simulation model covers business and system processes differing at least 7 orders of magnitude in time: All major technical processes with durations of one second and longer are included in the model aiming to predict the dynamic system behavior of fleet-wide updates (taking weeks to months). In fact, the model includes some processes with higher temporal resolution (down to 50 ms for the connection handling by the firewalls). Using the Pearson correlation as metric to compare the simulation results with the observed update rates between 04/2012 and 01/2013 we find the correlation to be above (better than) 0.994.

Even on the application level the user interaction (pre-calculated driving patterns) creates a large number of events to be processed by the simulation logic. On average each OBU will be powered-on for 16% of the time and process tolls for 32 000 km annually ([11], one toll event per 4.2 km on average [12]) spread across 1 300 power cycles (including three times as many periods of loss of access to the mobile data network). Of course, many more events are created from within the application logic, e.g. to forward tolls to the central systems or to run error recovery protocols in the case of network unavailability.

III. SIMULATOR ARCHITECTURE AND PERFORMANCE MEASUREMENT

This section describes the architecture of the simulator and different possibilities to measure and evaluate simulation performance. MSArchitect distinguishes between atomic models and composite models (as most actor-oriented DES/PDES tools) to capture the behavior and structure of systems and processes. Atomics interact with the simulation kernel and contain the whole behavioral description, including event consumption and creation, time advance of events, and manipulation of data entities. They are typically written in C++ (all common programming languages work as well) and compiled into binary code for execution. The composite models provide the structural composition of models, but do not themselves contribute to the execution semantics. Combining both modeling types results in a hierarchical model tree with atomic models as leaves and composite models as nodes, as shown in fig. 2.
TABLE I
TECHNICAL REPRESENTATION LAYERS USED IN MSARCHITECT

<table>
<thead>
<tr>
<th>Technical layer</th>
<th>Vocabulary</th>
<th>Performance factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>DES Composition</td>
<td>interconnection of ports, states and, parameters</td>
<td>model hierarchy, summable model structure, data exchange via ports, forks and merges, sharing of states, port multiplicities</td>
</tr>
<tr>
<td>DES Atomic Interface</td>
<td>ports, states, parameters, lifecycle methods, inheritance, model/data types</td>
<td>data type conversion, reuse of data objects, memory organization</td>
</tr>
<tr>
<td>Code</td>
<td>C++ types, variables, instructions, method calls, control/data-flow, inheritance</td>
<td>kernel event scheduling, C++ type resolution, utilization of external code, memory allocation, caching, code granularity/distribution</td>
</tr>
<tr>
<td>Machine</td>
<td>Object code, register, memory, instructions (arithmetic, jump, call)</td>
<td>CPU capabilities (instruction set, latencies, cache), memory, code structure</td>
</tr>
</tbody>
</table>

The definition of atomic models and composite models relies on a well-defined application programming interface (API) to the simulation kernel: Typically consisting of ports (communication interfaces), states, parameters and methods [13].

Based on the simulation kernel API definition and the possibilities for model description four technical representation layers can be differentiated in MSArchitect (tab. I, in principle applicable to all DES tools) with different factors impacting the performance on each layer. The DES Composition Layer describes the interconnection of models within a composite model and allows analyzing structural dependencies and properties [13]. On this layer, much of the performance depends on the application level behavior and its implementation as abstract simulation model. Starting with the DES Atomic Interface Layer the performance becomes independent of the application domain and is determined by the simulation tool set ([14], which describes the interface of atomic models as well as restrictions on features available for the functional description). The Code Layer contains the functional implementation of all atoms in the form of lifecycle methods and custom code sections. The Machine Layer contains preprocessed and compiled code for model execution and references to external runtime libraries to be executed on a given CPU architecture.

The layers define the information available for profiling the runtime behavior, collected either by the simulation kernel, simulation logs or (external) performance profiling tools. This analysis repeats the kernel benchmarks presented in [7] and expands the performance analysis to the application level taking the example of a real-world simulation in section V.

IV. BENCHMARK OF SIMULATION KERNEL PERFORMANCE

In this section we perform a kernel benchmark using the five test models introduced in [7]. With regards to the technical representation layers in tab. I the test models are defined on the DES Composition Layer and the DES Atomic Interface Layer. We included the most important performance influencing factors in our tests: The Future Event List (FEL) management, memory and data type management, pseudo-random number generator performance, and arithmetic operations performance [15].

Each test model is simulated with a set of simulation parameters using different system design tools. We selected six system design tools for evaluation: Ptolemy II, Omnet++, AnyLogic, MLDesigner, SimEvents and MSArchitect. All tools were run in serial mode on an Intel Core i7 X990 at 3.47 GHz with 24 GiByte RAM using either Windows 7 Enterprise (64 bit) or openSuse 11.4 (32 bit, kernel 2.6.37.6).

Fig. 3 gives the results of the event processing performance of the Runtime Scaling test. The tests show that neither the event processing performance nor the memory consumption is affected by increasing the simulation runtime and only OMNeT++ is sensitive to the additional hierarchy levels. However, from the test results it is already obvious that the different tools vary in event processing performance by an order of magnitude: MSArchitect provides the highest speed. MLDesigner, AnyLogic, and OMNeT++ provide 25% of the speed (compared to [7] the MSArchitect performance improved by more than 30%). Ptolemy II is twenty times slower. Looking at the memory usage during the simulation the difference between the tools is again more than an order
of magnitude – the slowest tool using the most memory and the fastest tool using the least.

Repeating the FEL Size Scaling test we observe – as expected – a systematic performance reduction with increasing FEL size, due to the increasing overhead for FEL management. With increasing FEL size three of the five tools develop drastic performance degradation coinciding with a rapid grow of memory consumption. In absolute numbers, MSArchitect has the best test performance and the lowest memory usage until FEL size $10^6$. Subsequently the memory usage of MLDesigner is lower since MSArchitect runs in 64 bit mode only. However, in our tests MLDesigner stopped to work for FEL sizes above $15 \cdot 10^7$. We tested MSArchitect successfully with a FEL size of $10^8$.

The comparison of the DES tools using the FEL Adaption, Data Type Management and Random Number Generation tests yield the same findings as presented previously ([7], with some improvements in MSArchitects’ RNG performance): Both, MSArchitect and OMNeT++ show the best performance in some categories. MSArchitect is the fastest simulation kernel in most categories and requires least memory for data handling.

V. PROFILING OF THE SIMULATION MODEL

To evaluate the application-level simulation performance of our model of the German toll system, we use both the kernel logging capabilities of MSArchitect and an external profiling application (Intel VTune). Kernel logging allows to count the number of calls of atomic models as well as the total number of samples (corresponding to a processor cycle). The external profiler allows measuring the time and space complexity as well as chip-level details on the instruction execution.

To profile the simulation model we take the simulation scenario used to verify the simulation model of the automatic German toll system against real-world data (see section II) using pre-calculated user interaction. The simulation model reads and parses the driving patterns (containing the events for power cycles, tolling and network unavailability) and feeds the events into the simulation model. The simulation model in turn creates many more events (e.g. for scheduling timeouts) to be processed by the simulation kernel. Using a single CPU core the simulation run encompassing a fleet of 700’000 OBUs and a simulated time period of 45 weeks takes less than 10 hours to compute.

As mentioned above, in a first step we apply the kernel logging capabilities of MSArchitect resulting in a file with profiling information at the end of the simulation run. Tab. II shows an excerpt of the file, containing the top-10 (out of 65) atomic blocks by runtime.

First of all, the atomic block “AccessSessionStateSwitch” is striking, consuming a large amount of time with a high number of calls. The block is responsible for switching OBU data structures in response to its state to one of the output ports. As the block switches between 34 states, 539 samples per call are acceptable. Nevertheless the number of calls could be reduced for performance improvement by changing the model architecture – especially once the model is ported to the parallel DES core.

The next conspicuous atomic block is “ExternDStxt”, reading the pre-generated files provided by the scenario generator model as ASCII file. The block consumes 9.681% of the runtime for 13’665 M samples/call and is rarely executed (twice per simulated day). In order to reduce the load, scenarios should be computed on the fly. The atomic block “StaHandling” is responsible for generating and controlling status requests, which may result in update processes. The block consumes 6.581% of simulation time. We see potential for improvements in changing the implementation (e.g. conversion of formulas to save operations, replacing divisions by multiplications with reciprocal and using of compare functions from standard libraries).

With 4’660 M calls “EinzelbuchungsHandling” is a frequently executed atomic block. After analyzing the implementation we find 1’382 samples/call acceptable. The block depends on the random number generator and would benefit from faster random number generation algorithms. The atomic block “SimOutObuVersions” cyclically writes the software, region, and tariff version of all OBUs to an output file. In our scenario we simulate 50 weeks and write data every 30 minutes, resulting in 16801 calls. 89 M samples/call seems to be quite costly and offers room for improvement.

In summary the simulation of the scenario took 98’811’263 M calls. Of these, the model components consumed 84.51% and the simulation kernel (logical processor) 15.49%.

In the second step we apply the Intel VTune [16] profiler, which operates at functional level resp. Code Layer (see table III). The external profiler catches the activities of both the simulation kernel and the simulation model (denoted as “K” or “M” in tab. III).

Most of the CPU time is consumed by kernel functions responsible for data transport. These functions are grouped by component (resp. namespace msa.sim.core, denoted as “K” in the first column of tab. III), as Port.send, EventManager.enqueueEvent, LogicalProcessor.mainLoopFast, and EventManager.dequeueEvent. In sum the functions consume 61.1% of the CPU time. Conspicuous is the relative high last level cache miss rate of function EventManager.enqueueEvent with 3.2% and the needed instructions per call of function LogicalProcessor.mainLoopFast with 2.379. However, the
number of calls depends on the dispatch of data within atomic model components, which are grouped in form of user libraries. In our model we have two user libraries: GPRSSimulation (GPRSSimulation.Components.Atomics, denoted as “M” in the first column of tab. III) and Standard (msa.Standard.Control). The latter is a support library included in MSArchitect. Combined they are responsible for 20,1% of CPU time consumption. Performance critical and starting point for improvement is function StaHandling.Dice with 1097 instructions per call and a CPU time consumption of 4,80%.

Both, kernel logging and profiling showed that most of the resources are utilized by functions responsible for data input/output and functions responsible for transmission and processing of tolling information. Relating the resource utilization of model components to real-world applications we could recognize a weak correlation: The application-level performance is determined by the real-world behavior of the simulated system.

VI. SUMMARY

Extending [7] we have shown how to analyze the performance of DES simulations: Generic benchmark test-cases allow a simple and direct comparison of different simulation tools. Not surprisingly the tools differ vastly as to their time and memory consumption. However, the benchmark results cannot be transferred to the application domain: The workload generated by a given simulation model determines in large part its performance. Taking an existing simulation model of a large-scale technical system we performed an in-depth performance analysis for one simulation tool using both the performance analysis methods provided by the simulation kernel and an external profiler with access to the CPU hardware profiling support.

Both profilers immediately identify the same bottleneck: Reading the ASCII-formatted pre-calculated driving patterns from disk. Consequently the simulation model is now integrated with the scenario generator. This in turn will allow implementing an optimization algorithm to fit the driving patterns to the observed system behavior – a feature that we expect to drastically improve the accuracy of the simulation results for the short-term behavior [10].

The hardware profiler catches both the application-level methods as well as the atoms provided by the simulation kernel (with or without access to its source code). Looking e.g. at the cache miss rate we find some simulation kernel routines and several application-level methods with a considerable probability of needing access to the main memory. We take this as starting point for future improvements.

MSArchitect, the simulation kernel used in the application benchmark, is currently extended to allow the automatic model reduction and (semi-) automatic parallelization of simulation runs. The single-core benchmark performed here will be the baseline to measure the improvements against.
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TABLE III

<table>
<thead>
<tr>
<th>Function</th>
<th>Time</th>
<th>IR</th>
<th>eCC</th>
<th>IPC</th>
<th>MR</th>
</tr>
</thead>
<tbody>
<tr>
<td>K Port.send</td>
<td>9.0</td>
<td>44</td>
<td>689</td>
<td>65</td>
<td>0.4</td>
</tr>
<tr>
<td>K EventManager.enqueueEvent</td>
<td>7.7</td>
<td>21</td>
<td>92</td>
<td>237</td>
<td>3.2</td>
</tr>
<tr>
<td>K LogicalProcessor.mainLoopFast</td>
<td>7.0</td>
<td>17</td>
<td>7</td>
<td>2379</td>
<td>0.3</td>
</tr>
<tr>
<td>K EventManager.dequeueEvent</td>
<td>6.3</td>
<td>104</td>
<td>2</td>
<td>517</td>
<td>40</td>
</tr>
<tr>
<td>K big unsigned int &gt;</td>
<td>5.0</td>
<td>103</td>
<td>2</td>
<td>611</td>
<td>40</td>
</tr>
<tr>
<td>M StaHandling.Dice</td>
<td>4.8</td>
<td>12</td>
<td>11</td>
<td>1 097</td>
<td>0.1</td>
</tr>
<tr>
<td>K EventManager.scheduleEvent</td>
<td>3.5</td>
<td>53</td>
<td>1 286</td>
<td>42</td>
<td>0.2</td>
</tr>
<tr>
<td>K Any.extractToken</td>
<td>3.0</td>
<td>70</td>
<td>1 805</td>
<td>39</td>
<td>1.7</td>
</tr>
<tr>
<td>K Pin.popFrontToken</td>
<td>2.8</td>
<td>49</td>
<td>1 234</td>
<td>40</td>
<td>0.2</td>
</tr>
<tr>
<td>K EventManager.bucketOf</td>
<td>2.7</td>
<td>17</td>
<td>327</td>
<td>55</td>
<td>0.0</td>
</tr>
</tbody>
</table>
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Abstract—An original approach to digital moving trend based filters (MTF) design, based on Bode plots analysis is proposed, aimed at seasonal time series decomposition and prediction. A number of polynomials of different range are discussed to be used in the MTF as the LS approximation formula. The Bode plots of the MTF are shown, and the best filter is selected. Results of a seasonal time series decomposition and prediction with the best MTF is presented and compared to the classical MTF calculations (involving the linear LS approximation).

I. INTRODUCTION

The nonstationary time series filtering with moving trends is the well known approach to a nonparametric long term trend extraction from the series, aimed at further processing of stationary residuals and the series prediction [1], [2]. The classical moving trend filter (MTF) is based on rolling approximation of the series with the least-square (LS) linear approximation in a moving window [1]. The window width affects the extracted trend smoothness and cyclic components separation effectiveness. However typically, it is adjusted by a trial method, to reach the appropriately smooth nonparametric trend. This paper shows that much better smoothing properties and cyclic component extraction may be reached by using in MTF a higher order polynomial approximations and by specification of the required filter properties in frequency domain. Hence, the MTF design is proposed by analysis of Bode plots [4] of a number of the filter variants. The MTFs designed in this way were successfully applied to analysis of hydrogeological data [5] and to financial time series prediction [6]. Smoothing and prediction of a step change and a cyclic signal with the studied MTF was shown to illustrate their properties.

II. MOVING TREND BASED FILTERS – FORMAL BASIS AND PROPERTIES

Nonstationary time series $y(t)$ may be viewed as the sum of an aperiodic trend function $f(t)$, a cyclic component $C(t)$ of time period $T$, and a higher frequency zero-average noise $z(t)$ [3], [7]:

$$y(t) = f(t) + C(t) + z(t)$$

The periodic component can be written in the form of the harmonic series [4]:

$$C(t) = \sum_{k=1}^{K} A_k \sin \left( \omega_r t + \phi_k \right), \quad \omega_r = \frac{2\pi}{T}$$

where $i_k, k=1,.., K$ denote the set of harmonics indices of the consecutive components $k=1,...,K$ (e.g. $i_1=1, 2, 10$), $A_k$ – the amplitude of $i_k$-th harmonic, $\phi_k$ is the delay of the $k$-th component.

The nonparametric trend $f(t)$ may be calculated for each time step $t_i$ by a low-pass digital filter designed in such a way to remove the $0\tau$ and higher frequency components from the original series $y(t_i)$. The cyclic component $C(t)$ can be extracted from the filtering residuals by the Least Square (LS) approximation with the regression model of the form (2), and then, the regression residuals $z(t_i)$ may be viewed as a high-frequency stochastic process and treated with ARMA approach [2] (if its homoscedasticity can be assumed) or with GARCH models in case of its heteroscedasticity [3].

One of the techniques recommended to calculate the nonparametric trend $f(t)$ is a rolling approximation of the series $y(t_n)$ with the LS linear approximation in a window containing $M$ samples, and then averaging of the approximates $y(i,t_n)$ obtained for each $t_n$ [1]. It is referred to as moving trend based smoothing/fitting, which may be further used to $h$-samples ahead prediction of the series main component $f(t_{n+h})$ by its extrapolation with a $h$-samples increment $\Delta f$ averaged with harmonic weights [1]:

$$f(t_{n+h}) = f(t_n) + \Delta f$$

$$\Delta f = \sum_{i=1}^{n-h} C_i$$

$$C_i = \frac{1}{(n-h)(n-h-i+1)}$$

Hereby we propose a generalization of the moving trend smoothing algorithm, by employing higher order approximating polynomials, with appropriately designed properties. Let us consider the polynomial of the form (4) in the time interval of $M$ samples, with the time counted from $-M+1$ to 0:
\[
y_F(t_i) = b_0 + b_1 t_i + b_2 t_i^2 + b_3 t_i^3 + b_4 t_i^4,
\]
\[
t_i = [-M + 1, \ldots, -1, 0]
\]

(4)

The derivatives of \( y_F \) at the interval end \( (t_i = 0) \) can be easily shaped by fixing selected coefficients \( b_i \) at zero values, which implies different profiles of the LS approximates \( y_r \), as shown in figure 1.

![Figure 1](image)

Fig 1. Properties of the approximating polynomials (4) considered to be used in the moving trend based filters; filter codes 00, 01, ... , s3, s4 used in sequel and corresponding nonzero coefficients are listed; vertical dotted line shows the interval end; shadow line: \( y(t_i) = \sin(0.5 \omega t_i) \text{-} \sin(2 \pi \omega t_i) \text{-} \sin(3 \pi \omega t_i) \); \( T = M = 52 \)

In the moving trend algorithms the series splits into three sections. The first (starting \( s \)) section begins at the first (oldest) sample and finishes with the \((M-1)\)-th one, the filtering window width enlarges from \( M \) to \( 2M-2 \), and the number \( L_s \) of the approximates \( y_F(t_i) \) to be averaged increases from 1 to the \( M-1 \). The second (central \( c \)) section ranges from the \( M \)-th to \( n-M+1 \) samples, the filtering window width is \( 2M-1 \) (constant), and the number of approximates is \( M \). The third (final \( f \)) section contains the samples from \( n-M+2 \) to \( n \) (the newest one), the window width reduces from \( 2M-2 \) to \( M \), and the number of approximates \( y_F(t_i) \) to be averaged decreases from \( M-1 \) to 1.

The calculations in the sections \{s, c, f\} may be expressed in the FIR filtering form [3], [5]:

for \( i = 1, \ldots, M-1 \):

\[
f(t_i) = \sum_{k=1}^{M-1} g_s(i, k) \cdot y(t_{i+M-k})
\]
\[
= \sum_{k=1}^{n} G_s(k, i) \cdot y(t_{n-k+1}),
\]
\[
G_s(k, i) \overset{\text{def.}}{=} [g_s(i, k), 0_{(n-i-M+1)}]^T,
\]

(5)

for \( i = M, \ldots, n-M+1 \):

\[
f(t_i) = \sum_{k=1}^{2M-1} g_c(k) \cdot y(t_{i+M-k})
\]
\[
= \sum_{k=1}^{n} G_c(k, i) \cdot y(t_{n-k+1}),
\]
\[
G_c(k, i) \overset{\text{def.}}{=} [0_{(i-M+1)} \cdot g_c, 0_{(n-i-M)}]^T,
\]

and for the final section, \( i = n-M+2, \ldots, n \):

\[
f(t_i) = \sum_{k=1}^{2M-i-1} g_f(j, k) \cdot y(t_{i+M-j-k})
\]
\[
= \sum_{k=1}^{n} G_f(j, i) \cdot y(t_{n-k+1}),
\]
\[
G_f(j, i) \overset{\text{def.}}{=} [0_{(i-M)} \cdot g_f(j, k)]^T
\]

where \( g_s, g_c, g_f \) denote the impulse response vectors of filters in the sections \( s, c, f \), written also as the columns \( G_s, G_c \) and \( G_f \) of the unified smoothing filter matrix \( G_{\text{Unif}(M)} \) and the proper filter vector \( G(k, n) \).

Similarly, the prediction formula (3) may be written in the following convolution form:

\[
f(t_{n+h}) = \sum_{k=1}^{n} P_h(k) \cdot y(t_{n-k+1}),
\]
\[
P_h(k) \overset{\text{def.}}{=} G_f(k, M-1) + \sum_{j=1}^{n-h} C_{ij} \cdot [G(k, i+1) - G(k, i)],
\]
\[
G \overset{\text{def.}}{=} [G_s, G_c, G_f]
\]

Notice that \( P_h \) strongly affect the properties of the proper (the worst) filter \( G(k, M-1) = G(k, n) \).

By making the Fourier Transform of the filters \( g_s, g_c, g_f \) and \( P_h \) involving different approximating polynomial types \( \{00, \ldots, s4\} \) with different \( M \) (see fig. 1), one may examine their properties in frequency domain, and select a filtering variant (type, \( M \)) suitable for smoothing and/or prediction demands, usually related to \( \omega_0 \) viewed as the cut-off frequency of the designed low-pass filters. The Bode plots of the examined filters are shown in figures 2-6. We have stated that the approximation window width \( M \) affects directly \( g_s, g_c \) and \( P_h \) delays, but it is of almost no effect on a shape of all the filters gain. Hence \( M \) may be taken as the lowest value producing gains close to 1 for \( \omega_0 = \omega_0 \), near zero for \( \omega = \omega_0 \) and close to 0 for \( \omega > \omega_0 \).

Figure 2 shows the central smoothing filters are much better than 1st order recursive ones.
Gain properties of all the smoothing filters in the central section (fig. 2) are similar. When assuming $M=1.38*T=72$, the classical filter $z_1$ seems to be the best due to the passband and attenuation band properties as well as cut-off frequency gain, although $z_3$ pass-band and attenuation of $z_0$ look better. However, a view on figures 3 and 4 gives evidence that only $z_0$, $z_3$ and $z_4$ might be accepted from the perspective of final section smoothing (fig. 3) and prediction (fig. 4) properties. In particular, very bad pass and attenuation properties (excessive gain) of the classical filter $z_1$ are clearly seen. Having in mind numerical problems (ill-conditioning) which can be met in $z_4$ for larger $M$, one may take that the filter $z_3$ with $M=72 (1.387)$ is the best choice (its pass-band is noticeably better than that of $z_0$). The same conclusion may be drawn on a basis of delay properties shown in figures 5 and 6. In the pass-band a close to uniform and small delay is required (minimum delay distortion of the trend). It is satisfied only by $z_0$ filters, but $z_4$ delay distortion is acceptable and significantly lower than for the classical filter $z_1$. The delay of predictors is larger than that of the final filter ($h=0$) by prediction horizon (see fig. 7). It means that the MTF prediction (eq. 3) does not differ essentially from Zero Order Hold of the $f(t)$. The frequency properties presented above are visible in time domain responses – see figures 8, 9. Step change distortions shown in figure 8 are the larger, the greater irregularities of the pass-band gain and delay.

Fig 2. Gain diagrams (vs. $\omega/\omega T$) for the best smoothing filter (central section); vertical point lines show $\omega T$, shadow solid lines – gain diagram for the 1st order recursive filter of the same half-gain frequency.

Fig 3. Gain diagrams (vs. $\omega/\omega T$) for the smoothing filters: central section - bold lines $h<M$, the final section for $h=0$ solid lines (proper filter), $h=20$ dotted lines, $h=40$ point-dotted lines.

Fig 4. Gain diagrams for the moving trend based predictors: shadow bold line – final filter $h=0$, $h=5$ solid lines, $h=10$ dotted lines, $h=26$ point-dotted lines, $h=T=52$ point lines.

Fig 5. Delay of the final section smoothing filters: $h=0$ solid lines, $h=-20$ dotted lines, $h=-40$ point-dotted lines, $h=60$ point lines, $h=70$ solid lines close to the zero-delay, bold-line 0 delay of central section filter.

Fig 6. Predictors delay: $h=0$ shadow point lines, $h=5$ solid lined, $h=10$ dotted lines, $h=26$ point-dotted lines, $h=T=52$ point lines.

Fig 7. Delay of smoothing filters and predictors for $\omega T/2$ versus the sample delay.
The extracted signal distortion in the starting and final sections is significant, hence separation of the filtering residuals into periodic $C(t)$ and stochastic $z(t)$ components, by fitting the regression model (2), should be performed with the central section data only. Then the periodic component $C(t)$ should extrapolated on the full data interval and subtracted from the filtering residuals to get $z(t)$.

III. CONCLUSION

The classical moving trend smoothing algorithm (based on linear approximates) is of low efficiency, when applied to series prediction. Much better smoothing and prediction properties may be reached by employing the 3.th order polynomial (s3) including only a constant and 3.th order monomial (only $b_0, b_3$ are to be tuned by LS method). The approximation window width $M$ may be easily adjusted by examination the Gain Plots of the moving trend based filters in frequency domain. The recommended filter s3 enables for very effective separation of the series into low frequency ($\omega<\omega_0$) and high frequency ($\omega\geq\omega_0$) components, by taking the approximation window width $M=1.38*T$.

Smoothing (reconstruction of low frequency components) is the most effective (with no delay) in the central segment of the series. In the final section the low frequency signal distortion is significant, mainly due to varying delay of the consecutive final segment filters, which decreases prediction quality. The distortion produced by the recommended filter s3 is much weaker than that of the classical moving trend smoothing.

The periodic component $C(t)$ may be extracted from the filtering residuals by a regression method applied to residuals in the central section of the processed series.
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Abstract—Data reflecting social and business relations has often form of network of connections between entities (called social network). In such network important and influential users can be identified as well as groups of strongly connected users. Finding such groups and observing their evolution becomes an increasingly important research problem. One of the significant problems is to develop method incorporating not only information about connections between entities but also information obtained from text written by the users. Method presented in this paper combine social network analysis and text mining in order to understand groups evolution.

I. INTRODUCTION

NOWADAYS, elements of our everyday life move increasingly to the virtual reality: we write blogs or comment on someone else’s posts, participate in discussions on forums, we exchange our opinions on fanpages of telecommunications companies and banks whose products we use. Everywhere we leave traces of our activity, which can be analyzed and ably combined with each other. Trading companies and banks might be interested in finding active or influential people in their environment and to offer them a new product in hope that it will be proposed by them to many others. Identification on time disgruntled people on banks or telecommunications companies fanpages will allow to respond quickly and prevent the spread of discontent.

The data about different types of dependencies can be modeled as a network of relationships and its structure can be analyzed using Social Network Analysis methods (e.g. for finding important nodes). Such a network, however, is not homogeneous and one can distinguish groups of people, for example, who more often exchange opinions. Such groups frequently are formed around important individuals and, for various reasons, the groups continue to exist or not, grow, shrink or can be joined with other groups. To understand causes of such events, which significantly affect the behavior of groups, it is important to include information that we can extract from the content of opinions or comments that are left behind. If the group talk about the same topics, does it affect its longer duration? Or, perhaps has a variety of discussed topics stronger impact on the duration of groups? How the themes of discussion are changing in a group? Is a small group with a strong leader more durable than a large one with few strong individuals?

Such knowledge derived from open sources can be combined, for example, with information about the history of bank transfers or loans as well as data about phone calls. Methods and algorithms proposed in the paper have been tested on one of the largest and highly dynamic polish blogosphere: salon24.pl, in which the main topic of discussion are political issues. However, they can be applied to other social media such as, for example, Twitter.

II. RELATED WORK

A. Blogosphere and Social network analysis

Internet social media (e.g. blogs, forums, media sharing systems, microblogging, social networking, wikis) has revolutionized the Internet and the way of communication between people. Among them, blogs play a special role in creating opinions and information propagation. Author gives opinions on some themes or describes interesting events and readers comment on these posts. Posts can be categorized by tags. A very important element of blogs is the possibility of adding comments, which allows discussions. Basic interactions between bloggers are writing comments in relation to posts or other comments. The relationships between bloggers are very dynamic and temporal: lifetime of a post is very short [1].

Based on blogs, posts and comments, we can build network, which can be analysed by Social Network Analysis (SNA) methods [2]. The SNA approach provides measures (SNA centrality measures) which make it possible to determine the most important or influential nodes (bloggers) in the network. Around such bloggers, the groups are forming, sharing similar interests.

B. Groups in social networks

Groups (or communities) are sets of nodes that are relatively densely connected to each other but sparsely connected to other nodes in network [3]. Many methods of finding groups exist in literature - one of the most popular ones is the CPM method (Clique Percolation Method) [4], which allows to extract overlapping groups i.e. groups that can have shared nodes with other groups.

Considering the dynamic nature of various social media, a growing interest in developing algorithms for extracting communities that take into account the dynamic aspect of the network has been observed.
A method of tracking groups over time was proposed in [5]. First, a division into time steps is carried out. At each step, the graph is created and groups are extracted. Groups from consecutive time steps are matched using the Jaccard index (value of this measure above predefined threshold means a continuation for analysed group). Palla et al. in [6] identified basic events that may occur in the life cycle of the group: growth, merging, birth, construction, splitting and death.

For further analysis, different characteristics, describing the communities and their transformation in time [7], are calculated, which concerns the comparison of the strength of internal relations of group members with their external connections with nodes outside the group, density of connections in the group or stability of the membership in time.

C. Methods of text mining

Text classification is one of major goals of Text Mining [8]. It involves extracting similar documents, inferring text topic and searching documents based on topic criteria.

Most text mining methods focus on text preprocessing (eg. stop words removal, words stemming and lemmatization) and converting input into structural representation [9]. Each word is represented as a separate entity assigned with a weight of the word importance, and thus it also allows to easily extract keywords. Algorithm TF-IDF (Term Frequency - Inverted Document Frequency) is one of the most popular weighting method [9]. It is based on the assumption that the importance of a word is proportional to number of occurrences of this word in a document, and inversely proportional to number of documents in which the word occurred. However, using only keywords to classify texts fails to find connection between semantically convergent documents that utilize different vocabularies, and more complex methods need to be applied such as Topic Modeling [10].

Topic Modeling [11] is a statistical technique that uncovers abstract "topics" that occur in a collection of documents. "Topic" is a set of words that tend to co-occur in multiple documents, and, therefore, they are assumed to have similar semantics. Main benefit of this model is that instead of using words from pattern to search for similar documents, words from topic are used, and therefore similar texts can be discovered even if they use different vocabulary.

Entirely different approach to uncovering documents semantics involves human input and it is called tagging [12]. Tags can be assigned either by author or by community in a process called crowdsourcing [13]. Number of tags assigned to a document may be large, and, therefore, it is imperative that a proper grouping and selection mechanism is implemented.

D. Text mining in the context of social network analysis

Existing research utilizing both SNA and Text Mining are mainly focused on very narrow cases. Aggarwal and Wang in [14] provided broad overview of text mining methods useful for social networks analysis. Tuulos and Tirri in [15] analysed IRC (Internet Relay Chat) communication network to discover and verify chat channels topics. Agrawal et. al. in [16] used text mining methods to split social group into protagonists and antagonists. Caverlee and Webb in [17] used automatic classification methods based on keywords extraction and Topic Modeling to confirm personal information provided by Myspace users.

III. Analysis topics of groups and their impact on group behaviour

In this section we provide the concept of methods used to further analysis. The social network from whole data range is divided into series of time slots and each time slot contains static snapshot of network from defined period of time. In every time slot we extract groups and then find their dynamics in time. Irrespectively, we also discover topics in texts of comments and posts. Afterwards, we try to match topics for groups based on topics of comments and posts written by members of groups between themselves. Next, we analyse relations between topics of groups and behaviour of groups.

A. Groups in dynamic social network

Groups in each time slot were detected using the CPM [4] method (directed version of CPM from CFinder1). Groups from neighbouring time slots can be matched in order to find continuation of groups from different time. For this purpose, the SGCI (Stable Group Changes Identification) [18] method was employed. The algorithm consists of four main steps: identification of short-lived groups in each separated time slot; identification of group continuation (using modified Jaccard measure), separation of the stable groups (lasting for a certain time interval) and the identification of types of group changes (transition between the states of the stable group). The SGCI method identifies following event types:

- **split**, occurs when group divides into several groups in next time slot,
- **deletion**, similar to split, but it happens when small group detaches from significantly bigger one,
- **merge**, when several groups in the previous time slot join together and create larger group,
- **addition**, similar to merge, but it takes place when small group attaches to significantly bigger group,
- **split_merge**, when for the predecessor group the event is split and for the successor group of given transition the event is merge in the same time,
- **decay**, the total disintegration of the group - the group does not exist in the next time slot,
- **constancy** means simple transition without significant change of the group size,
- **change_size** - simple transition with the change of the group size.

More detailed description of this method is provided in [18].

B. Finding topics of groups

For texts of posts and comments we employed methods of text mining in order to discover topics. Topics were extracted using 3 different methods:

1http://www.cfinder.org/
• TF-IDF keywords - words with the highest TF-IDF scores,
• Topic Modeling - topics extracted with LDA algorithm,
• Tags provided by post authors.

Keywords set for Topic Model is assumed to be a set of the most significant words for topics inferred for messages.

We compared these methods between themselves using similarity measure:

\[
similarity(S_1, S_2) = \frac{|S_1 \cup S_2|}{\min(|S_1|, |S_2|)}
\]

where: \( S \) - keywords set, \(|S|\) - number of elements in \( S \).

For each group we can also assign set of topics discussed by its members. The topics are inferred based on posts and comments written by members of groups. We focused mostly on topic modelling as this method provides the highest level of abstraction from presented methods. Only topics that were present in more than 5% messages for groups were taken into consideration.

We defined topic exploitation for given topic and group as a ratio between number of group messages on certain topic and all messages for this group:

\[
topicExploitation_k = \frac{|T_k|}{\sum_{i=1}^{n} |T_i|}
\]

where: \( T_k \) - set of messages (posts and comments) for which topic with number \( k \) was inferred, \( n \) - number of all topics, \(|T_x|\) - amount of elements in \( T_x \).

C. Topics changes in groups

To describe topics changes during transition between groups, we introduced following metrics:

• Change in topic exploitation for \( m \)-th group after transition \( t \) from time slot \( n \) and \( n + 1 \) is calculated as:

\[
c_{m,n,t} = \sum_{i,k} [g_{m,n,i} - g_{k,n+1,i} \cdot f(m, n, k, t)]
\]

where: \( i \) is a number of topic, \( g_{m,n,i} \) is the topic exploitation of \( i \)-th Topic for \( m \)-th group in \( n \)-th time slot, \( f \) is function returning 1 if \( k \)-th group in slot \( n + 1 \) is a continuation of \( m \)-th group from slot \( n \) and this transition has event type \( t \).

• Maximal positive change of single topic (how much a topic gained) for \( m \)-th group after transition \( t \) from time slot \( n \) and \( n + 1 \) is defined as:

\[
mpc_{m,n,t} = \max_{i,k} \sum_{k} [\epsilon(g_{m,n,i} - g_{k,n+1,i} \cdot f(m, n, k, t))]
\]

where: \( \epsilon \) is a function returning the argument when the argument is positive, otherwise 0; other symbols were explained for Change in topic exploitation measure.

• Maximal negative change of single topic (how much a topic lost) for \( m \)-th group after transition from time slot \( n \) to \( n + 1 \) was calculated as:

\[
nmc_{m,n,t} = \max_{i,k} \sum_{k} [\theta(g_{m,n,i} - g_{k,n+1,i} \cdot f(m, n, k, t))]
\]

where: \( \theta \) is a function returning the argument when the argument is positive, otherwise 0; other symbols were explained for Change in topic exploitation measure.

Using above metrics we can analyse influence of different evolution types on topics change. Therefore, for each evolution type the average values of above defined measures for all groups are evaluated and we refer to them as Average overall change in topic exploitation, Average maximal positive change of single topic and Average maximal negative change of single topic respectively.

For above metrics, evolution events were taken into consideration only if there were at least 10 such events in selected time period.

D. Migrations of users depending on topics

To analyse difference in topics between given user and given group, we defined topic divergence, which has the following form:

\[
m_t = l_{group} - l_{user} = \sum_{i=1}^{n} |(topic_{i, user} - topic_{i, group})|
\]

where: \( n \) is a number of all topics in model (350), \( l_{group} \) is set of weights of each topic for given group, \( topic_{i, group} \) - weight of \( i \)-th topic for given group, \( l_{user} \) is set of weights of each topic for given user, \( topic_{i, user} \) is weight of \( i \)-th topic for given user.

It is worth noting that minimal value of \( m_t \) is 0.0 when user and a group has identical weight for every topic and maximal value is 2.0 when they are totally different. Maximum value of 2.0 is connected with the fact that group might cover topic \( X \) in 100% and user might cover topic \( Y \) in 100%, and therefore difference between group and user on topic \( X \) is 100% and on topic \( Y \) is also 100% which adds up to 200%.

Using this measure, we are trying to investigate relations between topic divergence and migrations of users (leaving and joining to groups). For this purpose the following measures are utilized:

• Probability of leaving the group. We assumed that potentially any member can leave the group. This value is calculated as:

\[
P_1(m) = \frac{|leavers_m \cap candidates_m|}{|candidates_m|}
\]

where: \( leavers_m \) are users that in fact left any group and had the value of topic divergence measure equals \( m \); \( candidates_m \) are members of groups that have topic divergence \( m \).

• Probability of joining the group. When considering topic measure we assumed that candidates for joining are all users that were active in previous time slot. This value is calculated as:

\[
P_j(m) = \frac{|joiners_m \cap candidates_m|}{|candidates_m|}
\]

where: \( joiners_m \) are users that in fact joined any group and had the value of topic divergence measure equals \( m \);
candidates, \( m \) – users active in previous time slot with topic divergence = \( m \).

While calculating joiners and leavers sets we considered all group continuations to be a single group. The reason for that is to prevent deletion event to distort results - if a group splits into multiple small groups and we are assuming that anyone from the group can leave, then we will get very high accuracy from each event when huge group changes into small group.

It is worthy noting that only both values - probability and histogram with migrations can provide us with complete information. Probability alone strongly depends on test case - if only 1 user had measure value = X and this user migrates then probability of migration for measure=X will be 100%, even if 100 different users migrated but they all had measure value=Y just as rest 10000 users, and thus probability for measure value=Y will be 1%. Without histogram we could not tell if any of those cases are marginal.

Analogically histogram itself can tell us only for which value there are the most migrations.

IV. Description of experiments

A. Data set

The analysed data about blogs was retrieved from the portal www.salon24.pl, which is dedicated especially to political discussions, but also subjects from other domains may be brought up. The data consists of 26,722 users (11,084 of them have their own blog), 285,532 posts and 4,173,457 comments within the period 1.01.2008 - 31.03.2012. Presented results were conducted on whole dataset - from 1.01.2008 to 31.03.2012. The analyzed period was divided into time slots, each lasting 7 days and neighboring slots overlap each other by 1 days. In the examined period there are 259 time slots. In each slot we used the comments model, introduced in [19] - the users are nodes and relations between them are built in the following way: from user who wrote the comment to the user who was commented on or if the user whose comment was commented on is not explicitly referenced in the comment (by using @ and name of author of comment) the target of the relation is the author of post.

B. Number of groups

The number of communities, with given size, for different value of \( k \) (parameter for CPM algorithm) is presented in table I. The \( k \) parameter determines the minimum group size (e.g. \( k \) equals 3 means that groups should consist of 3 or more members). The larger value of \( k \), the smaller size of the biggest group. As we can notice, small groups outnumber other ones for each \( k \). Furthermore, for \( k \) equals 6 the quantity of groups is much lower than for other values of \( k \) parameter.

C. Evolution events

Table II contains number of different evolution events in dataset for different values of \( k \). We can observe for \( k \) equal 4 or 5 that the most popular events are addition and deletion, but for \( k \) equal 6, the most frequent events are merge and split (events similar to addition and deletion). The reason is that for \( k \) equal 4 or 5, there is a lot of small groups and there are also very huge groups (which not happens for \( k \) equal 6). In further analysis, we focus on groups extracted for parameter \( k \) equal 5 from the CPM method.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>Numbers of groups with defined size.</th>
</tr>
</thead>
<tbody>
<tr>
<td>size</td>
<td>k=4</td>
</tr>
<tr>
<td>&lt; 5</td>
<td>1596</td>
</tr>
<tr>
<td>5 – 6</td>
<td>384</td>
</tr>
<tr>
<td>6 – 7</td>
<td>207</td>
</tr>
<tr>
<td>7 – 8</td>
<td>113</td>
</tr>
<tr>
<td>8 – 9</td>
<td>88</td>
</tr>
<tr>
<td>9 – 10</td>
<td>50</td>
</tr>
<tr>
<td>10 – 50</td>
<td>289</td>
</tr>
<tr>
<td>50 – 100</td>
<td>25</td>
</tr>
<tr>
<td>100 – 200</td>
<td>59</td>
</tr>
<tr>
<td>&gt; 200</td>
<td>172</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>Numbers of evolution events.</th>
</tr>
</thead>
<tbody>
<tr>
<td>type</td>
<td>k=4</td>
</tr>
<tr>
<td>change_size</td>
<td>699</td>
</tr>
<tr>
<td>constancy</td>
<td>257</td>
</tr>
<tr>
<td>merge</td>
<td>428</td>
</tr>
<tr>
<td>split</td>
<td>323</td>
</tr>
<tr>
<td>addition</td>
<td>1091</td>
</tr>
<tr>
<td>deletion</td>
<td>1115</td>
</tr>
</tbody>
</table>

D. Convergence of different message topic extraction methods

This experiment covered comparison of different messages topic inference methods: TF-IDF keywords, topic modelling and tags provided by users.

![Fig. 1. Convergence level of TF-IDF keywords and most significant Topic Model words for inferenced topics](image)

Fig. 1 presents comparison between TF-IDF keywords and Topic Modelling. As it can be seen, for about 20% of documents there was not even a single matching word. Convergence rate above 50% was achieved by merely 6000 posts which is around 5% of all input data.
In fig. 2 TF-IDF keywords are compared with user tags. One can see that for huge part of documents achieved convergence rate was 0%. There are also local maxima at 20, 30, 50 and 100% and their origin is connected with number of tags user provides, which in most cases is between 1 and 5 (when matched 1/5, 1/4, 1/3, 1/2 and 1/1 of keywords).

- topics provides very general and abstract idea behind the document.
For these reasons, we are focusing more on topic modelling.

E. Topics coverage by groups

Figure 4 shows number of groups that exploit given topic in more than 5% of total group members messages. This figure presents ten most popular topics. We can notice that most popular topic is Miscellaneous which is very general and in fact is a mix of many themes.

F. Influence of group size on covered topics

In this experiment we aimed to check if there is a correlation between groups size and topics this groups covers.

Fig. 3 displays user tags in comparison with topic modelling. This histogram shows that, similarly to fig. 2, very huge part of tested posts don’t have even a single word in common. We can also notice similar maxima due to the same reasons.

According to presented data, convergence rate seems to be very low, and therefore it would be imperative to check which of presented methods gives correct results. However, in depth analysis of our results uncovered that in fact all three methods are properly describing posts semantic. The problem is with vocabulary that is being used to describe it. The reason for different vocabulary is connected with level of generalisation that is utilised by presented methods:

- keywords provides very specific and detailed description of given document,
- tags provides general summary of the document and are far less specific, but error-prone of misspelling (they are provided by post authors),

Fig. 5 shows number of Topics covered by groups with certain sizes. Considering 5% threshold of topic importance we used to remove noise. Maximum value any group could achieve was twenty topics, however no group covered more than seven topics and most groups cover four or five topics. In fig. 5 we can observe that three to seven topics are in groups of any size, but there are some small and medium-size groups that discuss only about one or two topics, which not happens in large groups.

Fig. 6 presents that for some topics topic exploitation is very similar regardless of group size (e.g. Press, internet, blogging topic), but there are some specific topics that are discussed to a greater extent among members in small group (e.g. topic related with science) or among members in larger ones (e.g. politics).
G. Influence of duration time on covered topics

We can notice some regularities on fig. 7:
- only very short living groups covers one and two topics,
- as previously, most groups cover four and five topics.

H. Connection between topics change and groups evolution

This experiment aimed to verify if there is any apparent connection between group evolution type and change in topics coverage for this group. Experiment was based on three measures (described earlier in section III-C):
- average overall change in topics coverage after evolution,
- average maximal positive change of single topic,
- average maximal negative change of single topic.

Evolution events were taken into consideration only if there were at least ten such events in selected time period. Presented results were collected for groups with \( k = 5 \) and for periods of length 360 days. There are two evolution types that are not present on the chart - split/merge that did not occur and decay that was omitted. Decay event means that group ceased to exist, and therefore we cannot calculate how topics of this group changed, because there is no continuation of the group.

Average overall change in topics. Figure 9 presents some regularities:
- addition event has clearly the highest overall topic change,
- split and change_size are connected with the lowest topic change,
- merge and deletion are in between,
- quite surprisingly constancy seems to vary between periods, even though one could expect that it will be connected with very small topic change.

Average maximal positive change of single topic. Figure 10 presents that:
- addition has lowest average maximum single topic change. It means that on average after addition even topic that gained the most, gained very little.
- deletion and split caused highest positive change.
- merge and change_size were in between.

Average maximal negative change of single topic. Figure 11 shows that:
- addition is connected with highest drop for a single topic. It means that after addition there is a topic that significantly loses popularity.
- change_size, split, deletion and merge has very low average drop in topic popularity - even topics that lose popularity after such events lose very little.

Summary for different types of topic change. Addition is connected with: highest overall change in topics, highest negative change and lowest positive change. Therefore, we can deduce that when multiple small groups are forming a single
Based on this measure, we tested their influence on:
- probability of leaving the group (candidates for leaving are all members of group),
- probability of joining the group (candidates for joining are all users that were active in the previous time slot).

While calculating joiners and leavers sets we considered all group continuations to be a single group. The reason for that is to prevent deletion event to distort results - if a group splits into multiple small groups and we are assuming that anyone from the group can leave, then we will get very high accuracy from each event when huge group changes into many small groups.

**Joining groups.** Figure 12 shows that there is high probability of joining for users that are high convergent with the group, however, when we look at figure 13, we can notice that some of them (most convergent users with groups) are marginal cases (very few migrations). Moreover, we can notice that probability of joining groups is rather constant regardless the value of topic divergence, except the smallest values of this measure.

---

*Fig. 10. Average maximal positive change of single topic - period 360 days*

*Fig. 11. Average maximal negative change of single topic - period 360 days*

*Fig. 12. Probability of user joining a group based on topic divergence.*

*Fig. 13. Number of users that did join the group based on topic divergence.*

---

large group it is usually connected with significant drop of popularity of the main topic of each of the groups, and small rise in popularity of different topics - presumably of main topics of other groups.

Deletion and split cause small overall topic change, small negative change and large positive change. It means that splitting a group causes a rise of popularity of a single topic at the expense of all the others.

Change_size has very small changes in topics. We could expect that constancy behave the same way, however it does not.

Merge event causes medium rise of single topic popularity at the expense of all the others, meaning that joining groups are very similar and after join the leading topic emerges.

I. Migrations between groups

This experiment was conducted to check if migration of users between groups could be predicted using information about topic preferences of users and groups.

Important: currently analysed user does not have to be a member of the group. In fact, when calculating probability of joining a group we consider only users that are not yet members.

As a measure connected with users and groups topics we used topic divergence between user and group (details in section III-D).
Leaving groups. As can be deduced from figure 14, for low
divergence values probability of leaving is low and is rising
along with divergence up until 50% divergence and, further,
the probability of leaving is rather constant. Although, it drops
down for very high divergence, however, figure 15 tells us that
it is a marginal case.

Fig. 14. Probability of user leaving a group based on topic divergence.

Fig. 15. Number of users that did leave the group based on topic divergence.

V. CONCLUSION

In this paper the analysis of topics for communities de-
tected in real-world data from blogosphere is presented.
We conducted experiments concerning relations between discussed
topics by members of groups and some aspects of groups
such as their duration time or their size. Furthermore, we also
analysed influence of group evolution events on changes of
topics and investigated the impact of topic divergence on users
behaviour such as joining or leaving group.

Presented results seem promising and they reveal new
insights into behaviour of groups and individuals. Analysis
of topics discussed inside communities can be useful tool en-
abling better understanding of processes inside social network.

In future we are planning to use information about topics
to improve our method of prediction of group behaviour [20].
Moreover, we intend to carry out similar experiments (related
to analysis of topics in communities) on other datasets - we
want to use also blogs in English language and datasets
from different kinds of social media e.g. microblogs.

Another interesting direction of further research is the analysis of key
persons in groups in terms of topics they discuss and such
analysis could lead to enhance our method of defining user
roles and finding most influential people [21].

REFERENCES

[1] N. Agarwal and H. Liu, Modeling and Data Mining in Blogosphere,


486.

ping community structure of complex networks in nature and society,”

[5] D. Greene, D. Doyle, and P. Cunningham, “Tracking the evolution of
communities in dynamic social networks,” in Proc. International
Conference on Advances in Social Networks Analysis and Mining


criminal network dynamics: A case study,” in IEEE Conference on

in Mining Text Data, C. Aggarwal and C. Zhai, Eds. Springer, 2012,
pp. 163–222.

[9] H. L. X. Hu, “Text analytics in social media,” in Mining Text Data,

topic modelling: from latent semantic indexing to latent dirichlet
allocation and beyond,” in Mining Text Data, C. Aggarwal and C. Zhai,

latent semantic indexing,” Electrical and Computer Engineering Depart-

visual information retrieval interfaces,” in Proceedings of the InSci2006,
International Conference on Multidisciplinary Information Sciences and

classification dataset,” in Proceedings of CSE’10, Geneva, Switzerland,
2010.


chat data mining,” in WI ’04 Proceedings of the 2004 IEEE/WIC/ACM
International Conference on Web Intelligence, Washington DC, USA,

using networks arising from social behavior,” in Proceedings of the 12th
international conference on World Wide Web, Budapest, Hungary, May

and implications for online social networks,” in Proceedings of the 2nd
International Conference on Weblogs and Social Media (AAAI), Seattle,
USA, March 2008.

[18] B. Gliwa, S. Saganowski, A. Zygmunt, P. Bródka, P. Kazienko,
and J. Kozlak, “Identification of group changes in blogosphere,” in
IEEE/ACM International Conference on Advances in Social Networks
Analysis and Mining, ASONAM 2012 Istanbul, Turkey, 26-29 August

social groups in blogosphere based on information about comment
addressees and sentiments,” in Social Informatics - 4th Int. Conf.,
SoCInfo, Lausanne, Switzerland, ser. Lecture Notes in Computer Science,

and J. Kozlak, “Different approaches to community evolution prediction
in blogosphere,” in ASONAM 2013: IEEE/ACM Int. Conf. on Advances
in Social Networks Analysis and Mining: Niagara Falls, Turkey, 2013,
accepted for printing.

blogosphere,” in CORES - 5th International Conference on Computer
Recognition Systems, ser. Advances in Intelligent and Soft Computing,
Towards Rule-oriented Business Process Model Generation

Krzysztof Kluza and Grzegorz J. Nalepa
AGH University of Science and Technology
al. A. Mickiewicza 30, 30-059 Krakow, Poland
E-mail: {kluza,gjn}@agh.edu.pl

Abstract—Attribute-Relationship Diagrams (ARD) aim at capturing relations, especially dependency relation, between the specified attributes. This paper describes work-in-progress research concerning process and rules integration, which takes advantage of the ARD method and allows for generating executable models. The paper examines the possibility of generating the rule-oriented BPMN model and enriching process models with rules from the ARD diagram.

Index Terms—BPMN, Business Processes, Business Rules

I. INTRODUCTION

BUSINESS Process (BP) models constitute a graphical representation of processes in an organization. Such a process is composed of related tasks that produce a specific service or product for a particular customer [1]. When it comes to practical modeling, Business Process Model and Notation (BPMN) [2], [3] constitutes a standard for this purpose.

The current version of the BPMN notation allows for modeling many aspects of business; nonetheless, it is not suitable for modeling some aspects of the enterprise, especially decision rules or constraints [4]. Recently, the Business Rules (BR) approach has been proposed as a new way of capturing the functional requirements and modeling system logic in a designer-friendly fashion. Moreover, the BR approach is a solution originated from Rule-Based Systems, that are a mature and well established technology. As processes and rules are related to each other, BR are often, but not limited to, used for the specification of task logic in process models.

BR can be acquired based on some data using machine learning techniques [5] or generated from natural language specification [6]; however, they often have to be modeled manually based on the knowledge collected from the domain experts, as usually their knowledge is not written down anywhere. Similarly, processes are designed manually as well. However, the simplified process models can be generated using process mining tools [7] or acquired from natural language description using NLP techniques [8]. Other method of acquiring BPMN models is to transform the existing process models in other languages to the BPMN notation. From a researcher’s point of view, this can be a challenge in the case that languages are of different paradigm or presents a different aspect of the system, e.g. UML use-case diagrams [9].

The main contribution of this paper is a presentation of the possibility of generation of the rule-oriented BPMN model, which can be used for enriching the BP models with BR tasks.
III. RELATED WORK

Several approaches can be considered as related to the method presented in this paper. As our method proposes automatic generation of a BPMN model, the approach can be compared with such approaches as: process mining [7], generating processes from text in natural language (based on NLP methods) [8], or finally transforming process from other notations to BPMN, especially from the notations that are not process-oriented, e.g. the UML use case diagrams [20].

The process mining methods [7] allow for very flexible process models generation, and in some cases this technique does not require any human activity. However, the result of the method is a very general process that is not suitable for direct execution. In order to be an executable BPMN model, it has to be significantly enhanced and refactored. In the case of our method, it is not as much flexible as process mining technique, but it produces a BPMN model which is executable and provides support for Business Rule tasks.

Generating processes from text description provided in natural language [8] can have practical results and allows for generating a high quality BPMN model. High quality models can also be obtained through translation from other representations, such as the UML use case diagrams [21], [22]. Unfortunately, a method based on the natural language description has to be supported by an advanced NLP system, thus practical applications of this method is very complex. Translation from other representations, in turn, requires process models designed using such representations, which often do not exist. In our approach, a process model is generated based on the carefully prepared ARD diagram. Although this requires the ARD diagram, it is very simple model and in some cases it can be obtained from text description using some mining technique to acquire attributes. This requires additional research yet. However, there has been trials of mining such attributes from text in natural language [23].

There are also other approaches, such as generating business process models from Bill Of Materials (BOM) [24], Product Based Workflow Design (PBWD) [25], [26], based on Product Data Model (PDM), or Decision Dependency Design (D3) [27], [28]. These are more similar to the method proposed in this paper. However, in the case of our approach, apart from the fact that it generates an executable BPMN model, it supports the rule prototypes generation for Business Rule tasks, what makes the BPMN model data consistent with the rule engine requirements for data. Therefore, we claim that our approach is partially rule-based [29].

It is important to mention that the presented approach can be used either for generating a new rule-oriented BPMN model or for enriching the existing process model with rules based on the corresponding ARD diagram.

Although the work presented in this paper is work-in-progress research, the method overview presented in the paper reveals significant differences from the techniques mentioned above, especially in the case of method simplicity and support for rules in process models.

IV. ATTRIBUTE RELATIONSHIP DIAGRAMS

Attribute Relationship Diagram (ARD) [30] constitute a method which allows a user (especially a domain expert) for gradual identification of the system properties during design.

The goal of this method is to capture functional dependencies between attributes. The attributes are expressed in terms of Attributive Logic [31], [17], [32] and denote particular system properties identified by the domain expert. The identified dependencies form a directed graph in which properties are represented as nodes and dependencies are represented as transitions. In the following definitions, we present more formal description of ARD.

A typical atomic formula (or fact) takes the following form

$$a(p) = d$$

where $a$ is an attribute, $p$ is a property and $d$ is the current value of $a$ for $p$. More complex descriptions take usually the form of conjunctions of such atoms and are omnipresent in the AI literature [33].

An attribute $a_i \in A$ is a function (or partial function) of the form:

$$a_i : P \rightarrow \mathbb{D}_i$$

where

- $P$ is a set of property symbols,
- $A$ is a set of attribute names,
- $\mathbb{D}$ is a set of attribute values (the domains).

An example of an attribute can be the $\text{carAge}$, which denotes the age of a car, and the attribute value is within the domain $\mathbb{D}_{\text{carAge}} = [0, \infty]$.

A generalized attribute $a_j \in A$ is a function (or partial function) of the form:

$$a_j : P \rightarrow 2^{\mathbb{D}_j}$$

where $2^{\mathbb{D}_j}$ is the family of all the subsets of $\mathbb{D}_j$.

An example of a generalized attribute can be the $\text{ownedInsurances}$, which is a set of the customer insurances, and the attribute value is a subset of the domain $\mathbb{D}_{\text{ownedInsurances}}$, which consists of the possible insurances that a particular customer can posses.

In the case of abstraction level, the ARD attributes and generalized attributes can be described either as conceptual or physical ones.

A conceptual attribute $c \in C$ is an attribute describing some general, abstract aspect of the system. Conceptual attribute names are capitalized, e.g.: $\text{BaseRate}$. During the design process, conceptual attributes are being finalized into, possibly multiple, physical attributes.

A physical attribute $a \in A$ is an attribute describing a specific well-defined, atomic aspect of the system. Names of physical attributes are not capitalized, e.g. $\text{payment}$. A physical attribute originates from one or more (indirectly) conceptual attributes and can not be further finalized.

A simple property $p_s \in P$ is a property described by a single attribute.
A complex property \( p_c \in P \) is a property described by multiple attributes.

A dependency \( d \in D \) is an ordered pair of properties \((f, t)\), where \( f \in P \) is the independent property and \( t \in P \) is the dependent property that depends on \( f \). For simplicity \( d = (f, t) \in D \) will be presented as \( \text{dep}(f, t) \).

An ARD diagram \( R \) is a pair \((P, D)\), where \( P \) is a set of properties, and \( D \) is a set of dependencies, and between two properties only a single dependency is allowed.

To illustrate the ARD concepts, an exemplary ARD diagram with properties and the dependency between them is presented in Figure 1. The diagram should be interpreted in the following way: payment depends somehow on carCapacity and baseCharge.

![Figure 1. An example of the ARD diagram](image)

The core aspects of the ARD method are diagram transformations, which regard properties and serve as a tool for diagram specification and development. Transformations are required to specify additional dependencies or introduce new attributes for the system. For the transformation of the diagram \( R_1 \) into the diagram \( R_2 \), the \( R_2 \) is more specific than the \( R_1 \).

**Finalization** \( \text{final} \) is a function of the form:

\[
\text{final} : p_1 \rightarrow p_2
\]

that transforms a simple property \( p_1 \in P \) described by a conceptual attribute into a property \( p_2 \in P \), where the attribute describing \( p_1 \) is substituted by one or more conceptual or physical attributes describing \( p_2 \), which are more detailed than the attribute describing a property \( p_1 \).

In Figure 2, an exemplary finalization transformation is presented. It shows that the simple property BaseRate (described by a single conceptual attribute) is finalized into a new complex property described by two physical attributes carCapacity and baseCharge.

![Figure 2. An example of the ARD finalization transformation](image)

Split **split** is a function of the form:

\[
\text{split} : p_c \rightarrow \{p^1, p^2, \ldots, p^n\}
\]

where a complex property \( p_c \) is replaced by \( n \) properties, each of them described by one or more attributes originally describing \( p_c \). Since \( p_c \) may depend on some other properties \( p^1, \ldots, p^n \), dependencies between these properties and \( p^1, \ldots, p^n \) have to be stated.

To illustrate this transformation, Figure 3 shows the complex property described by two physical attributes (carCapacity and baseCharge), which is split into two simple properties described by these attributes.

![Figure 3. An example of the ARD split transformation](image)

Upon splitting and finalization, the ARD model is more and more specific (see Figure 4). The consecutive levels of ARD forms a hierarchy of progressively detailed diagrams, which constitutes Transformation Process History (TPH) [34]. The implementation of this hierarchical model is provided through storing the lowest available, most detailed diagram level at any time, and additional information needed to recreate all of the higher levels. Such model captures information about changes made to properties at consecutive diagram levels.

**A. Polish Liability Insurance Case Study**

Let us now present an illustrative example of the Polish Liability Insurance (PLLI) case study. The example was developed as a benchmark case for the Semantic Knowledge Engineering (SKE) approach for rule-based systems [17]. Based on this simple case study, we will then present how ARD can be used for BPMN model generation.

In the PLLI case study, the price for the liability insurance for protecting against third party claims is to be calculated.

The price is calculated based on various reasons, which can be obtained from the domain expert. The main factors in calculating the liability insurance premium are data about the vehicle, such as the car engine capacity, the car age, etc. Additionally, the impact on the insurance price have such data as the driver’s age, the period of holding the license, the number of accidents in the last year, etc. Moreover, in the calculation, the insurance premium can be increased or decreased because of number of payment installments, other insurances, continuity of insurance or the number of cars insured. All these pieces of data can be specified using the ARD method and presented using the ARD diagram (see Figure 5). As specification of ARD is an iterative process, the corresponding TPH diagram, presenting split and finalization transformations, can be easily depicted, as shown in Figure 6.
B. Advantages of ARD

There are several advantages of using the ARD method to specify the system. Firstly, this method describes the system in an attribute-oriented way, and thus it is easy to comprehend and generates a simple model.

ARD can be used even if there are not many pieces of information available. It is so because this method does not require anything apart from the specification of dependencies between attributes. It is important to mention that we do not specify the detail semantics of the dependency relationship; thus it is only claimed that one property depends on another property. Although this limitation of ARD can be seen as a drawback, the main focus of this method is on simplicity.

The ARD method can also be extended, e.g., there can be used some mining technique to acquire attributes and dependencies among them. However, this requires additional research tasks yet. There has been trials of mining such attributes from text in natural language [23].

Applying ARD as a design process allows a domain expert to identify attributes of the modeled system and refine them gradually, as well as generates rule prototypes based on the identified attributes. Thanks to storing the history of transformations, it is possible to refactor such a system [35].

In the following section, we give a short overview of the proposed method of process model generation and enriching the BP model with BR tasks based on a design example.
V. RULE-ORIENTED BPMN MODEL GENERATION

In the proposed rule-oriented approach for BPMN model generation, we consider:

1) **Generating the whole BPMN model based on ARD**, presented in the previous section. Such an approach requires specific input and generates particular output:

   **Input**: Attribute-Relationship Diagram (ARD), and additionally Transformation Process History (TPH).
   
   The input is the most detailed ARD+ diagram, that has all of the physical attributes identified (in fact, this can also be applied to higher level diagrams, generating rules for some parts of the system being designed).

   **Output**: A rule-oriented BPMN process model.

   **Goal**: The goal of this approach is to automatically build a rule-oriented BPMN process model on the basis of the ARD diagram (optionally supported by the TPH diagram). The algorithm will generate both User Tasks with form attributes for entering particular pieces of information and Business Rule Tasks with prototypes of decision tables.

   **Sketch of the algorithm:**
   
   1. Generate BR tasks from ARD based on the modified version of the algorithm for generating the XTT2 representation from ARD (detailed description of this part is presented below).
   2. Generate proper User tasks which acquire necessary information from the user.
   3. Generate proper User/Mail tasks to communicate process results to the user.
   4. Complete the diagram using control flow with additional flow objects, such as start and end events, and gateways.

2) **Enriching the existing BPMN model with BR tasks based on ARD** (either developed parallely to BP model or generated based on the process description).

   **Input**: BPMN process model, Attribute-Relationship Diagram (ARD) corresponding to the BPMN model, and additionally Transformation Process History (TPH).

   **Output**: A rule-oriented BPMN process model.

   **Goal**: The goal of this approach is to automatically enrich a BPMN process model with rule tasks on the basis of the ARD diagram (optionally supported by the TPH diagram). The algorithm will support refactoring of the process model to rule-oriented way by proposing new BR tasks for the process model.
In the aforementioned cases, the most important aspect is to generate Business Rule tasks with rule prototypes for a process model. This can be done using the modified version of the algorithm for generating the XTT2 representation from ARD (described in [36], [34]). The result of application of this algorithm is presented in Figure 7. A draft of the algorithm for generating Business Rule tasks with rule prototypes for a process model is as follows:

1) Prepare data:
   a) Choose a dependency \( d \in D : \text{dep}(f, t), f \neq t, \) where \( D \) is a set of dependencies in the ARD diagram.
   b) Select all independent properties (other than \( f \)) that \( t \) depends on. Let \( F_t = \{ f_i : \text{dep}(f_i, t), f_i \neq f \} \). Remove the considered dependencies from the set: \( D := D \setminus \{ d_{f_i, t} \} \).
   c) Select all dependent properties (other than \( t \)) that depend only on \( f \). Let \( T_f = \{ t'_f : \text{dep}(f, t'_f), t'_f \neq t, \exists f_x : (\text{dep}(f_x, t'_f), f_x \neq f) \} \). Remove the considered dependencies from the set: \( D := D \setminus \{ d_{f, t'_f} \} \).

2) Create BR tasks based on \( F_t \) and \( T_f \):
   a) if \( F_t = \emptyset, T_f = \emptyset \), create a BR task determining the value of the \( t \) attribute and associate the task with the following decision table schema: \( f \vdash t \).
   b) if \( F_t \neq \emptyset, T_f = \emptyset \), create a BR task determining the value of the \( t \) attribute and associate it with the following decision table schema: \( f, f^1, f^2, ... \vdash t \).
   c) if \( F_t = \emptyset, T_f \neq \emptyset \), create a BR task determining the value of the \( T_f \cup \{ t \} \) attributes and associate it with the decision table schema: \( f \vdash t^1, t^2, ... \).
   d) if \( F_t \neq \emptyset, T_f \neq \emptyset \), create two BR tasks determining the value of the \( T_f \) and \( t \) attributes and associate them with the following decision table schemas respectively: \( f, f^1, f^2, ... \vdash t \) and \( f \vdash t^1, t^2, ... \).

3) Go to step 1 if there are any dependencies left (\( D \neq \emptyset \)).

The result of application of the BR task generation for the Polish Liability Insurance case is presented in Figure 7. Next, User tasks which acquire necessary information from the user and User/Mail tasks to communicate process results to the user have to be generated (see Figure 8 and 9).

Finally, the model have to be completed using control flow with additional flow objects, such as start and end events, and gateways. The resulting diagram can be observed in the Activiti-based environment presented in Figure 10.
VI. HYBRID EXECUTION ENVIRONMENT

As a BPMN model generated from ARD constitutes an executable specification of a process, it can be executed in the process runtime environment. However, for complete execution of the model, i.e. execution of the Business Rule task logic, a process engine, such as jBPM [37] or Activiti [38], has to delegate rule execution to the business rule engine. As decision table schemas are generated automatically, the created decision tables have to be complemented with rules. Decision table can be filled in with rules using a dedicated editor [13] or a dedicated plugin for the process modeler [11]. Then, our prototype hybrid execution environment [12], [39], can serve as a specific execution example for this approach.

VII. CONCLUDING REMARKS

The aim of this paper is to examine the possibility of generating the rule-oriented BPMN model and enriching process models with rules based on the ARD diagram. We give an overview of the method for process model generation and present a first draft of the algorithm for automatic generation of rule-oriented BPMN process models from Attribute Relationship Diagram. In the algorithm, BR tasks with corresponding decision table schemas are generated and the resulting model can be executed in the hybrid execution environment.

The presented approach can be used either to generate the whole BPMN model based on the existing ARD diagram or to enrich the existing BPMN model with BR tasks based on ARD developed parallelly to BP model or generated based on the process description. As the generated rule schemas are complementary to the process model, the solution addresses the two mentioned challenges: separation between processes and rules in the modeling phase and the problem of the execution of such separated data, which usually requires some additional integration or configuration in the execution environment.

As this paper presents a work-in-progress research, our future work will consist in refining and formalizing the presented approach. Then, we plan to extend the approach with new patterns and some optimization elements. We consider also enriching the ARD diagram with selected relations from the similar methods [24], [25], [27], [28], [26] and integrate the method with automatic verification features [40], [41].
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Abstract—The paper describes some possible time structures for describing and analyzing economic phenomena. Since a simple linear time structure is not enough for this task, use of more complex structures are proposed.

I. INTRODUCTION

INTRODUCING the notion of time allows to perform inference about changing domains, including the economic one. It also allows a computer to simulate human inference, because people infer about time and change [3]. In particular, such notions as change, causality or actions are described in the context of time, therefore the proper representation of time, and proper temporal reasoning is so important in the field of e.g. artificial intelligence [9, 10].

In artificial intelligence domain, which is concerned about knowledge, the temporal aspects of this knowledge are particularly important, because they are connected with both representation and inference. For an intelligent system to simulate intelligent behavior, to adapt to changes in the environment, or to verify its beliefs it has to be able to acquire new knowledge, and to maintain knowledge in an up-to-date form. Knowledge changes due to two main reasons. The first reason is the passing of time, the second one is new information on objects in the knowledge, having temporal characteristics [2, 11].

In order to represent properly temporal phenomena (or temporal knowledge about them) it is necessary to establish – prior to choosing the temporal formalism – a proper time structure. It is so because time structure determines the representation. For example, if one chooses dense time, it is not possible to represent knowledge in the situation calculus, because it is for only discrete phenomena [8]. In turn, the structure of time depends on the characteristics of the domain to be modeled. As Kania writes [5] p. 62, determining the structure of time is necessary to properly operate on time values, to operate on database etc.

The structure of time has to depend on a phenomena being investigated and should enable the best way to model it.

II. TIME STRUCTURES TO DESCRIBE ECONOMIC PHENOMENA — BASIC ASSUMPTIONS

We are convinced that for a temporal analysis of enterprise’s environment it should be assumed that time is: discrete, branching into the future, finite in the past, but infinite in the future. We have chosen this structure because of several reasons:

a) Discrete time – there are several elements of the environment that change in a continuous manner, but some of the elements (e.g. barriers to entry) change discretely. From a practical point of view, it is not possible to provide information to the temporal intelligent system continuously. Changes have to be registered discretely. Moreover, assuming continuous time would be linked with introducing a second order axiomatization [1] p. 36.

b) Time branching into the future – the enterprise’s environment is nondeterministic. Linear time assumes deterministic domain, while time branching into the future assumes a nondeterministic one. Also, introducing time branching into the future, when present actions may develop into several future ones, would allow to deepen the analysis of the environment, allowing e.g. for „what-if” analyses. It is not the only possible structure. For example, if we take into account the differences of temporal aspects of different markets we may think of a parallel time structure, which enables e.g. analyzing different markets simultaneously. Also a right linear time structure (time branching into the past) could be adopted – in order to determine, which changes in the past on the markets are responsible for the present situation of an enterprise. Using nonlinear time structures for analyzing economic environment is surely an interesting research area.

c) Time unbounded in the future – this assumption seems obvious: in a given moment, an enterprise is not able to define for how long it will be operating, therefore it is not possible to determine a moment in time, when the analysis will not be needed any more. However, as managerial practice shows, a time horizon longer than 5 years is not needed. For example, investment plans for more than 5 years are practically unreal. But it should be pointed out here, that a time point named „now” is different every day, moving into the future, and so moves the time horizon, even striving for infinity. Also obvious is assuming time bounded in the past: nor an enter-
prise, nor a temporal intelligent systems operate from „always”. Moreover, an analysis getting far into the past would not be useful, because the environment is changing and turbulent. It should be assumed a certain „past time horizon of analysis”, therefore bounding time in the past is justified.

Formally speaking, a time structure for modeling economic realm is a structure fulfilling the following conditions:

a) \( \forall t_1, t_2 \in T \quad t_1 < t_2 \Rightarrow \exists t_3: (t_1 < t_3 \land t_3 < t_2) \),

b) \( \forall t_1, t_2, t_3 \in T \quad (t_1 < t_2 \land t_2 < t_3) \Rightarrow (t_1 < t_3) \lor (t_1 = t_3) \lor (t_3 < t_1) \),

c) \( \neg (\forall t_1: t_1 < t) \).

It is a general assumption, but in specific situations the model may be broadened, because – as it has been already pointed out – the time structure has to be adjusted to the phenomenon being analyzed. In the next section different time structures are presented and discussed.

III. A SET OF TIME STRUCTURES

The most commonly adopted model is the one of linear time, which can be graphically depicted as a straight line, while formally a time structure T is linear, if [6] p. 20:

\[ \forall t_1, t_2 \in T: (t_1 < t_2) \lor (t_1 = t_2) \lor (t_2 < t_1). \]

The models of nonlinear time are: time branching into the future, time branching into the past, time branching in both directions (parallel time), cyclic time. A motivation for adopting the branching time structure is as follows: many different pasts („routes”) may have led to the present time, and from „now” may arise many different „routes” into the future. The formal definitions are: ([6] p. 21 and next):

A time structure T is branching into the future (left-linear), if

\[ \forall t_1, t_2, t_3 \in T \quad (t_2 < t_1 \land t_1 < t_3) \Rightarrow (t_2 < t_1) \lor (t_1 = t_3) \lor (t_3 < t_1). \]

A time structure T is branching into the past (right-linear) if

\[ \forall t_1, t_2, t_3 \in T \quad (t_2 < t_1 \land t_2 < t_3) \Rightarrow (t_2 < t_1) \lor (t_2 = t_3) \lor (t_3 < t_1). \]

A time structure T is parallel, if it is left- and right-linear, that is branching into both directions.

One more structure, discussed rarely in the literature, but interesting, is a cyclic time structure. A metric point time structure T is an ordered tuple \( (T, C, <*, \delta, S) \), where: \( T \) — set of time points, \( C \) — set of distances between points, \( < \) - a global order over \( T \), \( <* \) - local order over \( T \), \( \delta \) — metrics over \( T \), \( S \) — length of a semicircle.

For each time point \( x \in T \) there exists exactly one point \( x^* \in T \) that \( \delta(x, x^*) = S \). These two points divide the time circle into two semicircles. The characteristics of a cyclic time structure are as follows (after [4], p. 30):

• completeness: \( \forall x, y (x < y) \),
• local antisymmetry: \( \forall x, y (x <* y \rightarrow \neg(y <* x)) \),
• local linearity: \( \forall x, y ((x \neq y \land x \neq y^*) \rightarrow (x <* y \lor y <* x)) \),
• local transivity: \( \forall x, y, z ((\delta(x, y) + \delta(y, z) < S) \rightarrow (x <* y \land y <* z \rightarrow x <* z)) \),
• coherence: \( \forall x, y, z ((\delta(x, y) + \delta(y, z) < S) \rightarrow (x <* y \land y <* z \rightarrow \delta(x, y) + \delta(y, z) = \delta(x, z))) \).

One may imagine such situations, in which classic time structures would be not enough. Consider a situation, when two enterprises join (perform a fusion), operate as one enterprise for a certain period of time, and divide again into two enterprises, but cooperating together (so it is justified to analyze them together, but not on one time axis). In this case we deal subsequently with time structures: right-linear one, linear one, and left-linear one. Formally this situation may be written as:

a) \( (t_1, t_2, t_3 < t) \Rightarrow (\forall t_1, t_2, t_3 \in T: (t_1 < t_2 \land t_1 < t_3) \Rightarrow (t_2 < t_1) \lor (t_1 = t_2) \lor (t_2 < t_3)) \),

b) \( ((t_1, t_2) \land t_3 < t) \Rightarrow (\forall t_1, t_2, t_3 \in T: (t_2 < t_1) \lor (t_2 = t_3) \lor (t_3 < t_2)) \),

c) \( (t_1, t_2, t_3 < t) \Rightarrow (\forall t_1, t_2, t_3 \in T: (t_1 < t_2) \lor (t_1 = t_2) \lor (t_2 < t_3)) \),

where: \( t_F \) — the moment of fusion, \( t_P \) — the moment in which enterprise divides again.

This structure has the following properties:

- transivity: \( \forall x, y (x < y \land y < z \rightarrow x < z) \),
- anti-reflexivity: \( \forall x \neg(x < x) \),
- antisymmetry: \( \forall x, y (x < y \rightarrow \neg(y < x)) \),
- discreteness: \( \forall x, y (x < y \rightarrow \exists z(x < z \land \neg\exists u(x < u \land u < y))) \).

Of course, different structures may be combined together in different ways, according to the analytical needs. It seems that the easiest is combining branching structures with linear one. The combinations similar to the one shown above may be numerous, one can imagine e.g. chains composed of branching and linear time structures. On the other hand, combining the cyclic time structure with branching and/or linear ones seems difficult, or even impossible, because the cyclic structure is a closed one.

It is necessary to discuss, how many time structures can arise from basic ones? Before we answer this question, we have to make some assumptions:

- for simplicity, we consider only a basic structure \( (T, <) \), other axioms of this structure are omitted;
- we assume representation in 1st order predicate calculus; in the calculus generally the linearity axiom is manipulated, therefore we deal with a finite set: linearity axiom, left-linearity axiom, right-linearity axiom;
- we omit the question of time metrics, because this does not affect the linear or non-linear property of time structure.

Having the above assumptions, we may say that the set of possible time structures arising from combining basic time structures is a combination with repetitions of those struc-
As it is commonly known, the number of \( k \)-element combinations with repetitions of a \( n \)-element set is given by a formula:

\[
C^{k}_{n} = \frac{(k + n - 1)!}{k! (n - 1)!}
\]

Where
- \( k \) – number of sequence elements,
- \( n \) – number of set elements.

In the considered case, \( k = 1, 2, 3 \) or \( 4 \), and \( n = 4 \) (linear structure, left-linear structure, right-linear structure, parallel structure).

Therefore, the set of possible time structures is computed as:

\[
S = 1 + \frac{(2 + 4 - 1)!}{2!(4 - 1)!} + \frac{(3 + 4 - 1)!}{3!(4 - 1)!} + \frac{(4 + 4 - 1)!}{4!(4 - 1)!} = 66
\]

It should be noted here that in case of using multiple time structures for economic realm description and in case of using a temporal intelligent system, we have to deal with a heterogeneous time structure in the knowledge base of the system. Thus, we face a problem of unifying the structure. Is it necessary for performing reasoning by an intelligent system? This problem is similar to the one of the heterogeneous knowledge in a temporal intelligent system, described in detail in [7], but it is beyond the scope of this paper.

IV. CONCLUDING REMARKS

In the paper the motivation for temporal representation of economic knowledge has been presented, the possible time structures have been pointed out, and the possible combinations of them for economic realm description have been shown. The main conclusion stresses out the variety of possibilities given by only 4 time structures, combined in different ways. Leaving linear time axiomatization, in order to take into account richer structures, will enable to better depict the economic realm, e.g. for building a knowledge base of a temporal intelligent system.

The problem of time structures heterogeneity in a temporal knowledge base arises while using more than one structure. It has to be discussed and checked, whether to perform reasoning in a temporal intelligent system it is necessary to unify these structures, and if so, how it should be done. This will be the topic of future research studies.
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Abstract—The main purpose of this paper is to assess the level of Business Intelligence (BI) maturity in organizations. The research questions I ask in this study are: (1) what possibilities offer BI systems for different organizations, (2) how to measure and evaluate the BI maturity in organizations? The study was based on: (1) a critical analysis of literature, (2) a observation of different BI initiatives undertaken in various organizations, as well as on (3) semi-structured interviews conducted in polish organizations in 2012. Some interviews, conducted in 20 polish enterprises, were held with executives, senior members of staff, and ICT specialists. The reminder of my paper is organized as follows. Firstly, the idea of BI is described. Next, the issue of BI maturity models is recognized. Finally, Garter’s Maturity Model for Business Intelligence and Performance Management is used to assess the level of BI in surveyed organizations.

I. INTRODUCTION

ALTHOUGH Business Intelligence (BI) has been developing for over 20 years, many organizations are not able to make from it the effective tool for decision making or creating the competitive advantage [1], [2]. One of the reason of this fact is that they do not know a theoretical foundation how to diagnose (measure) BI using in organizations. So, the systematic and deliberate study on possibilities that offer BI for organizations and the ways of its assessment is crucial. The research questions I ask in this study are: (1) what possibilities offer BI systems for different organizations, (2) how to measure and evaluate the BI maturity in organizations? The study was based on: (1) a critical analysis of literature, (2) a observation of different BI initiatives undertaken in various organizations, as well as on (3) semi-structured interviews conducted in polish organizations in 2012. Some interviews, conducted in 20 polish enterprises, were held with over 80 responders: executives, senior members of staff, and ICT specialists They represented the service sector: telecommunications (T)-4, consulting (C)-4, banking (B)-4, insurance (I)-4, marketing agencies (MA)-4.

The reminder of my paper is organized as follows. Firstly, the idea of BI is described. Next, the issue of BI maturity models is recognized. Finally, Garter’s Model for Business Intelligence and Performance Management is used to assess the level of BI maturity in surveyed organizations.

The paper provides valuable information on the possibilities that offer BI systems for organizations and the ways of their evaluation. It is dedicated for decision-makers, managers and ICT specialists interested in using BI systems in organizations. The study makes useful contribution to the literature and theorists on the idea of BI, BI using in organizations, and the ways of its assessment.

II. BACKGROUND AND RELATED WORKS ON BUSINESS INTELLIGENCE

A. The issue of Business Intelligence

From a historical perspective, Business Intelligence (BI) is a popularized, umbrella term introduced by Howard Dresner of the Gartner Group in 1989 to describe a set of concepts and methods to improve business decision making by using fact-based support systems [3]. BI involves collecting, storing and presenting data, and managing knowledge by means of employing different analytic tools. Intelligent data analysis is usually obtained by OLAP (On-Line Analytical Processing), data mining and data warehouses techniques [4].

With the passing of time, the term BI has been understood much more broadly, namely, as a connecting factor of different components of decision support infrastructure [5], and providing comprehensive information for policy makers [6]. Hence, many definitions of BI focus on the capability of an enterprise to improve business efficiency and to achieve higher business goals. It is said that BI provides a means to obtain crucial information to improve strategic decisions and, therefore, plays an important role in current decision support systems [7]. The term Business Intelligence (BI) is often used as a broad category of technologies, applications, and processes for gathering, storing, accessing, and analyzing data to help users make better decisions [8]. More generally, BI can be understood as a process providing better insight in a company and its chain of actions.

According to many authors there are distinguished 3 ages in the development of BI: BI 1.0, BI 2.0, BI 3.0.

The first age of BI, called BI 1.0. falls on seventies and eighties of XX century. It is closely related with the management information systems (MIS), executive information systems (EIS), and decision support systems (DSS). Generally, the first applications from this age were dedicated on
mainframes. They were able to process the simple tasks for operational and tactical management. They were characterized by production the simple reporting and represented simple, static applications. Individual reports were written by expert programmers. BI 1.0 was focused on “delivery to the consumer” and market leaders include: SAS, IBM [9].

The second age of BI (1990-2005) - BI 2.0 is the type of enterprise scale BI we see today. It means a concept and methodologies for improvement of business decisions using facts and information from supporting systems [33]. It is characterized by end-user friendlier client-based BI tools and centralized. Data warehouse configured to deliver preformatted information to specialists analysts and users within management. So, the role of BI 2.0 and its impact on organizations (compared to BI 1.0) has been changed. From simple, static analytical applications, BI 2.0 has evolved into solutions that can be used in strategic planning, predictive modeling, forecasting, monitoring operations, and studying the profitability of products [1],[10]. BI 2.0 is focused on “creation and delivery for consumers” and market leaders include: Business Objects, Cognos, Hyperion, Microsoft, Teradata, Oracle.

BI 3.0. presents a new era in the evolution of BI. Thanks to web and mobile technologies it appears intelligent business network for every one. There is a growing acceptance of the idea that analysis is a collaborative (not only singular) and social effort. It focuses on a collaborative workgroups (which are self-regulated) and on information outcomes within the confines of core business interaction with customers, employees, regulators etc. There is common sense that BI 3.0 should go beyond reliance on unstructured data available in internal sources but should use also external, mostly unstructured data in various formats (social media posts, free form web content, images, and video files) [11]. BI 3.0 is concentrated on “creation, delivery and management for consumers” [9]. According to Scott [12] there are 5 core attributes that support BI 3.0 philosophy: proactive, real-time, integrated with business processes, operational (available to line workers), and extended to reach beyond the boundaries of the organizations to improve information delivery and decision support functionality for all. It is indicated also that there is no reason to depreciate in BI 3.0 the functions (known from BI 2.0) like: reporting, OLAP, data mining. They have still their strong position. BI 3.0 philosophy is to raise the added value of BI tools’ architecture by anchoring collaborative style of information search and analysis with intuitive and self-service user interface that delivers timely and highly relevant insights to anyone who is properly authorized and needs them [11].

According to Chatter [13] there are 3 prerequisites for software tools to be recognized as a BI 3.0 tools: be social, relevant (automatically delivers relevant insights that users really need according to their situation and user profile), and fully self-service (intuitiveness).

The analysis of different articles, papers and reports show that BI is mainly identified with:

- tools, technologies, and software products. BI is used to collect, integrate, analyze and make data available [14]. It includes: data warehouse, data mining and OLAP (On-line Analytical Processing). Data warehouse is a key technology, integrating heterogenic data from different information sources for analytical purposes [7]. Hence, it is assumed that the main tasks to be faced by BI include: intelligent exploration, integration, aggregation and a multidimensional analysis of data originating from various information resources [15];

- knowledge management. BI is the capability of the organization to explain, plan, predict, solve problems and learn in order to increase organizational knowledge [16]. BI is assumed to be solution that is responsible for transcription of data into information and knowledge [10];

- decision support systems. BI is considered as a new generation of decision supports systems. They differ from previous management information systems in, first of all, their wider thematic range, multivariate analysis, semi-structured data originating from different sources and multidimensional data presentation [17], [16], [6], [18];

- dashboards. Dashboards are the becoming the preferred method for delivering and displaying BI to users. They are more visual and intuitive, and typically provide linkages that enable immediate action to be taken [5];

- new working culture with information - BI constitutes an important upturn in techniques of working with information [4]. It means specific philosophy and methodology that would refer to working with information and knowledge, open communication and knowledge sharing [10]. The BI users must know more than just technology - business and soft skills are needed too;

- process. The process constitutes of activities to gather, select, aggregate, analyze, and distribute information [19]. Some of these activities are the responsibility of the BI staff, while others are the joint responsibility of the BI staff and the business units [8];

- analytics and advanced analyses. The term “analytics”, introduced by Davenport and Harris [20], means “the extensive use of data, statistical and quantitative analysis, explanatory and predictive models, fact-based management to drive decisions and actions. Analytics are a subset of what has come to be called BI: a set of technologies and processes that use data to understand and analyze business performance”;

- Competitive Business Intelligence (CI). Another subset of BI is CI. Its goal is to provide a balanced picture of the environment to the decision makers [15]. CI is the analytical process that transforms scattered information about competitors and customers into relevant, accurate
and usable strategic knowledge on market evolution, business opportunities and threats.

B. Business Intelligence in organizations

According to Goodhue, Wixom and Watson [8] there are three targets that organizations can aim for when implementing BI:

- single or a few applications. They are used in selected departments (marketing, sale, controlling etc.) to support effective marketing campaigns, to analyze profitability different products and to monitor the behaviors of customers;
- BI infrastructure. "The organizations create an infrastructure for BI by clearing up and defining their data, establishing efficient process to move data from source systems to a highly extensible data warehouse, implementing a variety of BI tools and applications, and investing in BI user training";
- organizational transformation. BI systems are used in order to introduce new business model oriented on change management, knowledge management and customer relationship management. BI aims to run company differently. In this case, some investments in huge corporate data warehouse are needed.

Many case studies confirm that BI may be utilized in an organization for [11], [21], [22];

- increasing the effectiveness of strategic, tactic and operational planning including first of all: (a) modelling different variants in the development of an organization; (b) informing about the realization of enterprise’s strategy, mission, goals and tasks; (c) providing information on trends, results of introduced changes and realization of plans; (d) identifying problems and ‘bottlenecks’ to be tackled; (e) providing analyses of “the best” and “the worst” products, employees, regions; (f) providing analyses of deviations from the realization of plans for particular organizational units or individuals; (g) and providing information on the enterprise’s environment;
- creating or improving relations with customers, mainly: (a) providing sales representatives with adequate knowledge about customers so that they could promptly meet their customers’ needs; (b) following the level of customers’ satisfaction together with efficiency of business practices; (c) and identifying market trends;
- analysing and improving business processes and operational efficiency of an organization particularly by means of: (a) providing knowledge and experience emerged while developing and launching new products onto the market; (b) providing knowledge on particular business processes; (c) exchanging of knowledge among research teams and corporate departments.

The most spectacular results, from using BI, have been observed while running promotional campaigns, anticipating sales and customer behaviors, creating loyalty policies and investigating anomalies and frauds [23]. The studies show that BI may also generates a wide variety of organizational benefits [8]. Some BI benefits are tangible and easy to measure (e.g., the reduction of software and hardware licenses and fees). Other benefits, such as improved quality and timeliness of information or improvement of business process and the enabling of new ways of doing business, are much more difficult to quantify, but they may generate a competitive advantage or open up new markets for the company. According to Howson [24], who examined 513 organizations, to the most significant measures of success of BI projects belong: improved business performance, better access to data, support of key stakeholders, user perception that it is mission critical, return on investment, percentage of active users, costs savings, defined users.

C. Business Intelligence maturity models

The effective development of BI in the organization should be based on scientific theories. It seems that theory of maturity models gives the good foundation [25]. The term of maturity describes a “state of being complete, perfect or ready. To reach this a desired state of maturity, an evolutionary transformation path from an initial to a target stage needs to be progressed” [26]. Maturity models are used to guide this transformation process. They help define and categorize the state of an organizational capability [27]. Maturity model for BI helps organization to answer for these questions: where in the organization is most of the reporting and business analysis done today?, who is using business reports, analysis and success indicators?, what drives BI in the organization?, which strategies for developing BI are in use today?, and what business value does BI bring? [28].

A high number of maturity models for BI has been proposed [26], [29], [27], [30].

One of the most popular is Gartner’s Maturity Model for Business Intelligence and Performance Management. It describes a roadmap for organizations to find out where they are in their usage of BI. It provides a path for progress by which they can benefit from BI initiatives. The model recognizes five levels of maturity: unaware, tactical, focused, strategic, and pervasive. The assessment includes three key areas: people, processes, metrics and technology [28], [29], [30]. The first level is often described as “information anarchy”. It means that data are incomplete, incorrect, inconsistent and organization does not have defined metrics. The uses of reporting tools are limited. The second level of BI maturity means that the organization starts to invest into BI. Metrics are usually used on the department level only. Most of the data, tools, and applications are in “silos”. Users are often not skilled enough in order to take advantage of the BI system. At the third BI maturity level the organization achieves its first success and obtains some business benefits from BI, but it still applies to a limited part of the organization. Management dashboards are often requested at this level. At the strategic level, organizations have a clear business strategy for BI development. The application of BI is
often extended to customers and suppliers. It supports the tactical and strategic decision making. Sponsors come from the highest management. At the last BI maturity level, BI pays pervasive role for all areas of the business and corporate culture. BI provides flexibility for adapting to the fast business changes and information demand. The users have access to information and analysis needed for creating a business value and influence business performance. The usage of BI is available to customers, suppliers, and other business partners.

Moving from one maturity level to another requires changes in all of the characteristics that make up these stages (e.g., changes in management vision, founding, data management) [8].

### III. RESEARCH METHODOLOGY

The aim of the survey was to assess the BI using in 20 purposefully selected organizations, and to determine the factors that allow the firms to achieve high competences in BI, and consequently various business benefits [2]. The research was of qualitative nature and used as a research tech-

<table>
<thead>
<tr>
<th>Name of the model</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>TDWI’s Business Intelligence Model – Eckerson’s Model Eckerson [30]</td>
<td>This model focuses mainly on the technical aspect for maturity assessment. It constitutes of 6 maturity levels and uses a metaphor of human evolution: prenatal, infant, child, teenager, adult and sage</td>
</tr>
<tr>
<td>Gartner’s Maturity Model for BI and PM [31]</td>
<td>The model is a mean to assess the maturity of an organization’s efforts in BI and PM and how mature these need to become to reach the business goals. The model recognizes 5 maturity levels: unaware, tactical, focused, strategic, pervasive</td>
</tr>
<tr>
<td>AMR Research’s Business Intelligence/Performance Management [29]</td>
<td>The model is described by 4 maturity levels: reacting (where have we been?), anticipating (where are we now?), collaborating (where are we going?), and orchestrating (are we all on the same page?). It is used to assess the organization in the area BI and PM</td>
</tr>
<tr>
<td>Business Information Maturity Model [28]</td>
<td>The model is characterized by 3 maturity levels. The first level answers the question „ what business users want to access”, the second “why the information is needed”, the third “how information put into business use”</td>
</tr>
<tr>
<td>Model of Analytical Competition [1]</td>
<td>The model describes the path that an organization can follow from having virtually no analytical capabilities to being a serious analytical competitor. It includes 5 stages of analytical competition: analytically impaired, localized analytics, analytical aspirations, analytical companies, and analytical competitors</td>
</tr>
<tr>
<td>Information Evolution Model, SAS [32]</td>
<td>The model supports organization in assessing how they use information to drive business, e.g., to outline how information is managed and utilizes as a corporate asset. It is characterized by 5 maturity levels: operate, consolidate, integrate, optimize, innovate</td>
</tr>
<tr>
<td>Model Business Intelligence Maturity Hierarchy [33]</td>
<td>The model was developed in knowledge management and constitutes of 4 maturity levels: data, information, knowledge and wisdom</td>
</tr>
<tr>
<td>Infrastructure Optimization Maturity Model [28]</td>
<td>The model enables a move from reactive to proactive service management. It aids in assessing different areas comprising the company infrastructure. The model is described by 4 maturity levels: basic, standardized, rationalized (advanced), and dynamic</td>
</tr>
<tr>
<td>Lauder of Business Intelligence (LOBI) [28]</td>
<td>The model describes levels of maturity in effectiveness and efficiency of decision making. IT, processes and people are assessed from the perspective of 6 levels: facts, data, information, knowledge, understanding, enabled intuition</td>
</tr>
<tr>
<td>Hawlett Package Business Maturity Model</td>
<td>The model aims at describing the path forward as companies work toward closer alignment of business an IT organizations. It includes 5 maturity levels: operation, improvement, alignment, empowerment, and transformation</td>
</tr>
<tr>
<td>Watson’s Model [27]</td>
<td>The model is based on the stages of growth concept, a theory describing the observation that many things change over time in sequential, predictable ways. The maturity levels include: initiation, growth, and maturity</td>
</tr>
<tr>
<td>Teradata’s BI and DW MM [26]</td>
<td>Maturity concept is process-centric, stressing the impact of BI on the business processes. The model has 5 maturity levels: reporting (what happened?), analyzing (why did it happen?), predicting (what will happen?), operationalizing (what is happening?), and activating (make it happen).</td>
</tr>
</tbody>
</table>
The collected and processed data were mapped onto Gartner’s Maturity Model for Business Intelligence and Performance Management. The obtained results allow to state that among 20 surveyed organizations two organizations fall into the category of “pervasive” level. These were telecommunication company and marketing agency. Their analytical and BI competences are aimed at business benefits, like: acquiring new customers, launching new products and new channels of sale.

BI competences are treated by these organizations as their core competences that help them to compete on the market. Organizations achieve significant economic benefits and use BI for marketing analyses (sales profitability, profit margins, meeting sales targets, time of orders), customer analyses (time of maintaining contacts with customers, customer...
TABLE III.
OVERVIEW OF BI- MATURITY LEVELS IN SURVEYED ORGANIZATIONS

<table>
<thead>
<tr>
<th>Level</th>
<th>People</th>
<th>Process</th>
<th>Metrics and technology</th>
<th>Scope of benefits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unaware</td>
<td>Users do not know their own data requirements or how to use them</td>
<td>Users do not know business processes; data are poor quality</td>
<td>Lack of appropriate hardware and software; the metrics are not defined; the use of reporting is limited</td>
<td>Almost none</td>
</tr>
<tr>
<td>Tactical</td>
<td>The users take the first BI initiatives; low support from senior executives</td>
<td>Identification of basic business processes</td>
<td>Regional data warehouses are built; analyzing trends and past data; first interactive reporting tools; metrics are usually used on the department level only</td>
<td>Low benefits limited to small group of users; better access to data and static reporting</td>
</tr>
<tr>
<td>2I, 2C, 1MA</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Focused</td>
<td>Users try to optimize the efficiency of individual departments by BI</td>
<td>Standardization of business processes and building best practices in BI</td>
<td>Management dashboards are used; a centralized data warehouse is built; ad-hoc reporting, query drilldown</td>
<td>Benefits limited to departments and business units; improvement of internal business processes and decision making on operational level</td>
</tr>
<tr>
<td>2T, 1MA, 2C, 2I, 2B</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strategic</td>
<td>Users have high BI capabilities, but often not aligned with right role</td>
<td>Business process management based on facts</td>
<td>High-quality data; have BI strategy; using more complex prediction and modeling tools; data mining</td>
<td>Benefits for the whole organization; integrated analysis for finance, logistics, production; improvement of decision making on all levels of management</td>
</tr>
<tr>
<td>1MA, 1I, 1T, 2B</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pervasive</td>
<td>Users have capabilities and time to use BI; skill training in BI; users are encouraged to collect, process analyze and share information; CEO passion and broad-based management commitment</td>
<td>Broadly supported, process-oriented culture based on facts, learning and sharing of knowledge</td>
<td>Enterprise-wide BI architecture largely implemented; customized reports; business and BI are aligned and cooperative</td>
<td>Benefits for the whole environment; competing in BI; new ways of doing business</td>
</tr>
<tr>
<td>1T, 1MA</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Success factors: support from senior management, appropriate BI tools, quality of data, defined business processes and metrics

Success factors: developing corporate culture based on facts, stating clearly BI strategy, implementing training system on BI

Success factors: support from CEO, motivation of users for collecting, analyzing and using information

Success factors: strong support of CEO, effective HRM and all user’s trust in BI

profitability, modeling customers’ behavior and reactions, customer satisfaction, monitoring of competitors and current trends in the marketplace. The common analytical approach is used by the whole organization where broadly supported fact-based and learning culture is cultivated. The interviewees confirmed that the factors that help those organizations to stay at that high maturity level in BI, include strong support of CEO and all user’s trust in BI.

An interesting group was made up of organizations classified at the fourth BI maturity level. Four organizations (1MA, 1T, 2B) in my study fit into the strategic level. They do not compete through BI, but they have high competences in using different BI analyses, like: financial analyses (reviewing of costs and revenues, calculation and comparative analyses of corporate income statements, analyses of corporate balance sheet and profitability), customer profitability, customer segmentation, improving marketing effectiveness. It seems that there is a very little to be done in order to use BI for making significant changes in running a business. Therefore, shifting these organizations from "strategic" to "pervasive" level requires more support from CEO and his/her real passion. The interviewees indicated the greater need for motivation of users for collecting, analyzing and using information.

The survey has shown that up to 9 organizations (2T, 1MA, 2C, 2I, 2B) use BI on the department level. Although they would be much more common in a random sample, and perhaps the largest group. BI in these organizations has not been playing a strategic role and benefits from it are limited. BI is used to perform ad hoc reporting and to answer questions related to departments’ ongoing operations, up-to-date financial standing, sales and co-operation with suppliers and customers. BI and management are often not aligned. The observation and interviews with senior executives allow to state that the lack of appropriate knowledge about possibilities of BI among staff results in a relatively low use of it. Therefore, the main tasks for organizations include first of all: developing corporate culture based on facts and learning,
stating clearly BI strategy and implementing training system on BI.

I found in my study that 5 organizations (2I, 2C, 1MA) are at the position of “tactical” maturity level. They use a traditional approach to management, focused more on the performing the basic tasks of departments than on business processes. The knowledge about BI in these organizations is rather low and identified mainly with regional data warehouses or databases. Only basic business processes are recognized and basic metrics are used. The interviewees indicated that many users have some problems with recognizing their own data after processing. The users have rather low experience with other types of management information systems. Their intellectual resources are not adequate in order to develop complex BI infrastructure and to use it for improvement of business processes and decision-making.

To conclude the discussion on the use of BI in surveyed organizations, I wonder why organizations in a similar segment, with similar financial resources and comparable BI infrastructure, derive from BI such diverse benefits (e.g. in the studied case, telecommunications companies and advertising agencies). Seeking the answer to this question it should be noted that the organizations, that have been classified into the category of “perverse” level, were highly determined to collect, process, analyze, and share information. Corporate culture based on facts and learning helped them to use chances offered by BI. The most important factors that decided on the success of BI initiatives refer not to the technology, but to the strong believe of all users in BI.

VI. CONCLUSIONS

The main conclusion of this study is that BI systems may be a trigger for making more effective decisions, improving business processes and business performance, as well as doing new business. Observation and conducted discussions with interviews let to state, that the factors that allow organizations to achieve business benefits with BI, include first of all: management leadership and support, corporate culture, expressed by effective information resources management, clearly stated strategy and objectives, and use of appropriate BI technologies. Additionally, the important factors were: clearly defined business processes, business performance measurement, incentive system to encourage collecting, analyzing information and knowledge sharing, appropriate resources (financial, intellectual), training and education on BI and knowledge management.

The research has made a theoretical contribution to our understanding of BI issue. The outcomes extend current theory on BI and provide useful information, which hopefully will help the organizations to understand the consequences of the different ways of BI using, as well as, to determine the factors on which they should give particular attention while building different BI applications.
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Abstract—With the new technological advances and strong move towards Future Internet and Internet as a Platform a new environment is emerging. This environment is generative, social, strongly interactive and collaborative, so users play a fundamental role in it. Business applications are simplifying, webifying and getting more user-centric. In this environment, context and context-awareness plays a fundamental role, as context gives meaning and accurately describes the situation of an user. This paper introduces the basis for a new research methodology that aims to address and visualize the topic of context and context-awareness from a holistic point of view, by means of text mining and text clustering.

I. INTRODUCTION

The concepts of context and context awareness have been studied for more than 20 years in the field of artificial intelligence, computer and cognitive science. However, it has been still identified by Gartner, alongside cloud computing, business impact of social computing, and pattern based strategy, as being one of the broad trends that will change IT and the economy in the next 10 years [1].

Moreover these IT and economical changes are reflecting themselves also onto business applications. Applications are simplifying, are becoming mobile, are moving to the cloud, are getting more social and user focused [2].

For instance smart phones although almost anywhere present nowadays, they present also a lot of downsides, i.e. they ring in movie theaters, conferences, meetings, air flights, they are the cause of car accidents. Theaters and even restaurants in some places have employed cell-phone jamming to limit cell-phone disruptions. This could be considered partly a social problem, but is also a technological problem. Through better applications, people can be helped to make better and safer use of their smart phones.

Hence we are faced with a series of new challenges in the context of developing future business apps. They need to:

- be highly adaptive;
- provide UIs that are user specific;
- provide means for users to modify them by themselves according to their needs, goals, context, while still keeping the underlying infrastructure in place;
- be interactive;
- be distributed, at the same time cloud computing ready;
- support both desktop and mobile environments, while providing a similar experience, finally developed with business users, and vendors and for customers, while hiding as much as possible all technical requirements.

To understand what is required to tackle these challenges a holistic and unified approach is needed. In this setting, the purpose of this paper is to introduces the basis of a new research methodology that aims to address and visualize the topic of context and context awareness from a holistic point of view, by means of text mining and text clustering.

It is worth emphasizing, that in this paper we do not explicitly introduce the term ”context”. In fact, we aim at identifying and categorizing different uses of this term according to the existing literature.

II. CONTEXT AND CONTEXT AWARENESS – RELATED WORK IN GENERAL

Over time, there have been written a large number of surveys on the topic of context and context-awareness addressing different directions of research. By far the most known and most cited (according to Google Scholar1: 3213 times) survey is the work by Dey and Abowd [3]. They argue that context is important for interactive applications and for applications where the context of users is changing rapidly. They discuss what a context-aware application means and give a definition for the term context.

Context and context-awareness in mobile computing is one of the oldest directions [4] of research when it comes to context-aware applications. This is because information such as user’s location, nearby people and devices, time of day and user activity can be used to improve, for instance, latency time or boost up communication signal by using bandwidth from nearby devices and so forth.

Context modeling is part of any endeavor that tackles context-aware systems. Strang and Popien [5] address the problem of modeling of context in the context of ubiquitous computing paradigm (paradigm for which context is a driver). Several approaches are studied and discussed. Bolchini et al. [6] deal also with the problem of context modeling from a data-oriented perspective. A general framework for classifying context modeling approaches has been defined.

1http://scholar.google.com/scholar?cites=7671228831233541198&as_sdt=2005&sciudad=0,5&hl=en
Context-awareness has become lately of importance also for the development of web service-based systems [7]. These systems are more and more knowledge-based [8], e.g. using business rules and processes for a specification [9]–[11].

Although the issue of context has been well studied in the field of mobile systems and pervasive computing, the interest in the business-oriented community has been only recently growing. In fact with business applications becoming more social and user focused, cloud-based, massively distributed and mobile, both of these areas seem to finally meet. Therefore, studying the impact of context in business applications is of great conceptual and practical importance.

III. RESEARCH METHODOLOGY

To be able to investigate and to get a better understanding about the role of context and context awareness in relationship with business applications we used a particular research method which we are going to present in this section.

We are going to emphasize throughout this section, that there is a huge amount of work that tackles the problem of context and context awareness in different fields and from different aspects. However, there is no unified view on the matter, nor – to the best of our knowledge – there is any approach that provides a holistic view on the subject. Therefore we propose a research methodology which takes advantage of the existing techniques for text clustering and text mining to get a broader view on the research that has been done on the side of context and context awareness.

The motivation to use text mining and clustering techniques is very simple. Too many papers that need to be organized, make the task almost impossible to fulfill. Moreover such an approach will provide an automatic way to extract related terms, topics and directions of research.

We present our methodology in a form of a simple workflow, modeled as a business process model, designed using the BPMN [12] notation and depicted in Figure 1. The model presents the steps that we took in our research approach and the ordering of those steps.

We have compiled a bibliography file which so far contains 94 carefully selected bibliographic entries that spans over a period of more than 20 years, starting 1991-2013. The quality of the papers is also an important factor. There are two ways to weight and assess the quality of the papers. One way is to consider the year of publication, another is to consider the number of citations a paper has. We have extracted the number of citation, where this number serves as a weight and Evaluation the quality of the papers. One way is to consider the year of publication, another is to consider the number of citations a paper has. We have also extracted the number of citation, where this number serves as a weight and Evaluation the quality of the papers. One way is to consider the year of publication, another is to consider the number of citations a paper has. We have not found any relationship between these measures.

We have compiled our bibliography with JabRef®. To export the bibliographic information into Carrot2® a search algorithm, Carrot2® as stated on the project website is an "Open Source Search Results Clustering Engine. It can automatically organize small collections of documents (search results but not only) into thematic categories. The reason for using Carrot2® over other tools (such as Lemur®) is its simplicity. It was very simple to write an export layout from JabRef® to Carrot2® XML input format. The export layout is also available online at the previously given address. And also the results are by default given also in several visual formats.

Although Carrot2® provides several search algorithms we used Lingo® and K-Means algorithms as they provided the best results. Unfortunately the free version of Carrot2® does not provide options to addresses issues such as synonyms in order to improve the results. Arthur and Vassilvitskii state in [13] that the K-Means method is a well known geometric clustering algorithm based on work by Lloyd [14]. Though the K-Means term has been first used by MacQueen [15]. According to [13] given a set of n data points, the algorithm uses a local search approach to partition the points into k clusters. Lingo® as described by the authors is able to capture thematic threads in a search result, that is discover groups of related documents and describe the subject of these groups in a way meaningful to a human.

Figures 2 and 3 depict the results of running the K-Means and respectively Lingo® algorithms over our bibliographic collection. The results are visualized in a Foam representation. Results are similar but not the same. We can easily visualize directions of research and words related with the context concept. Having similar results helps to verify the output of
EXCERPT OF CONTEXT RELATED BIBLIOGRAPHY

<table>
<thead>
<tr>
<th>No.</th>
<th>Title</th>
<th>Year</th>
<th>Citations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Contextualization as an Independent Abstraction Mechanism for Conceptual Modeling</td>
<td>2007</td>
<td>25</td>
</tr>
<tr>
<td>2</td>
<td>A Survey on Context-aware Web Service Systems</td>
<td>2009</td>
<td>83</td>
</tr>
<tr>
<td>3</td>
<td>A data-oriented survey of context models</td>
<td>2007</td>
<td>181</td>
</tr>
<tr>
<td>4</td>
<td>Towards a better understanding of context and context-awareness</td>
<td>1999</td>
<td>3213</td>
</tr>
</tbody>
</table>
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Abstract—This work addresses the problem of automated graphical user interface generation for functional programs in relation to rapid application prototyping. First an analysis of current state in the field of automated GUI generation is performed. Based on the analysis, the concept of functionally structured user interface (FSUI) is introduced. Meta-data system for code annotation is then specified for the Clojure programming language and a transformation from this system to FSUI data model is implemented. Finally, a graphical layer for displaying the actual interface is implemented in Clojure.

I. GOAL

The focus of this work is to investigate the idea of automated GUI generation for functional programs for application in software prototyping. The main goals are:

1) Analyse the current state in the field of automated GUI generation.
2) Based on the analysis, explore possible approaches to GUI generation for functional languages.
3) Design and implement an automated GUI generator for functional programs.
4) The generator should create the GUI from annotated source code of the program.
5) Both the generator and the GUI should be implemented in functional language.

II. PAPER STRUCTURE

Firstly, the basic concepts, such as application prototyping and functional programming along with the motivation for this work, are explained in section III. Then, the Clojure programming language is introduced in section IV. Analysis of current state in the field of GUI generation is performed in section V. Some possible approaches to a solution of the stated problem, based on results of the analysis, are described in section VI. Finally, the concept of functionally structured user interface is presented in section VII.

III. INTRODUCTION

Software engineering industry is evolving and expanding rapidly, constantly searching for better techniques and technologies allowing software to be created faster with lower cost and better resulting quality [1]. Great desire for innovations can be observed in the field of business applications where the cost of the development is a key factor [2]. In this domain, the advantageous fact is that business applications have many common characteristics. They are based on similar principles, work with similar data and they have to deal with alike limitations [2]. This situation creates a good opportunity to use techniques such as prototyping [3] and generative programming [4].

A. Prototyping and generative programming

Application prototyping focuses on creating incomplete versions of the software being developed [3]. The purpose of such prototypes may be to explore possible solutions or to provide a piece of working software to the customer for evaluation in early stages of development [3]. There are several approaches to prototyping [5]: some prototypes are developed only to be discarded after they served their purpose. Such approach is called throwaway prototyping or sometimes rapid prototyping. Another approach is to incrementally evolve the prototype to fully functional product. This approach is often called evolutionary prototyping.

The main concern of either approach is being able to create prototypes as fast as possible [3]. Some techniques that can be used to shorten the prototype development time may be those of generative programming [4] and model driven development [6]. When significant parts of prototypes can be generated from conceptual models or from annotated source code, developers may focus more on implementing application logic rather then, for instance, implementing graphical user interface.

Graphical user interface (GUI) seems like a good candidate for a functionality to be generated out of annotated source code. GUIs used in prototypes do not need to meet too strict requirements on user friendliness since their aim is primarily to be suitable for presentation to the customer or for quick testing of basic functionality of the demanded software [3]. Furthermore, generating the GUI from source code may help to shorten the development time since there is minimum additional and external information needed to generate the GUI. According to [7] the source code already contains enough information to create properly working GUI.
B. Functional languages

The family of Lisp languages such as Common Lisp [8], Scheme [9], Clojure [10] and others are hereby taken as functional languages. This work is focused on generating GUI from source code written in such a functional language. There are several reasons for choosing functional languages rather than imperative ones as focus of this work.

1) Code in functional languages has simpler structure than a code written imperatively [11, 12]. Since thorough analysis of source code is needed this decision simplifies algorithms used in GUI generation.

2) Functional languages are growing in popularity even for writing business applications [13].

3) There is a number of similar tools for object-oriented languages such as Java or Smalltalk (discussed in section V). It is interesting to investigate which of its functionalities and approaches could be used in the functional world.

IV. THE CLOJURE LANGUAGE

Clojure is a relatively new functional language based on Lisp [10]. It was created by Rich Hickey whose goal was to create mainstream functional language which can compete and complement present mainstream object oriented languages [10]. Basic features and characteristics of Clojure according to Rich Hickey [10] are

Functional programming

The philosophy behind Clojure is that most parts of most programs should be functional, and that programs that are more functional are more robust compared to programs written imperatively. Clojure provides the common functional tools, however, doesn’t force the program to be referentially transparent.

Lisp

Clojure is a member of the Lisp family of languages, extending the code-as-data system beyond parenthesized lists (s-expressions) to vectors and maps.

Dynamic Development

Programming in Clojure is interactive. It is not a language abstraction, but an environment, where almost all of the language constructs are reified, and thus can be examined and changed.

Hosted on the JVM

Clojure is designed to be a hosted language, sharing the Java virtual machine (JVM) type system, garbage collector, threads etc. It compiles all functions to JVM bytecode. Clojure has simple syntax to reference and create Java classes therefore it can easily interoperate with Java and its libraries.

Runtime Polymorphism

Clojure supports polymorphism at 3 levels. First, almost all of the core infrastructure data structures in the Clojure runtime are defined by Java interfaces. Second, Clojure supports the generation of implementations of Java interfaces. The final and primary language construct for polymorphism is the Clojure multimethod.

Concurrent Programming

Since the core data structures are immutable, they can be shared readily between threads. However, it is often necessary to have state change in a program. Clojure allows state to change but provides mechanism to ensure that, when it does so, it remains consistent, while alleviating developers from having to avoid conflicts manually using locks etc. This is achieved by using the software transactional memory system (STM) [14].

Clojure is chosen here to represent a Lisp-like functional language. This work therefore focuses on generating GUI from source code written in Clojure. Clojure was chosen as a representative language for several reasons.

1) Clojure can easily interoperate with Java and so the GUI can be created using standard Java GUI libraries such as Swing [15].

2) Clojure has very robust mechanism for state manipulation which allows to write the code for the GUI in Clojure itself.

3) Clojure is more suitable for writing business applications than other commonly used Lisps [13]. Therefore, it makes more sense to create rapid prototypes with graphical interfaces especially in Clojure.

V. CURRENT METHODS FOR GUI GENERATION

This section analyses current state in the field of automatic GUI generation. The author of this work did not find any current implementation of automated GUI generation for functional languages. Several implementations exist for object oriented languages such as Java, C# or Smalltalk. There is also work [7] which explores automated GUI derivation from programs written in term rewriting systems [16]. Let’s first focus on object oriented frameworks.

Most of the object oriented GUI generators share a similar paradigm which is based on annotating domain data model using some kind of meta-data. This annotated model is then used as an input to the generator which then generates not only a graphical interface but often also application logic, database scheme and other components. This is essentially the whole application. In some cases a static generator isn’t even necessary and the application’s GUI accesses the annotated classes dynamically using reflection. Reflection is an ability of a programming language to change properties and behaviour of objects at runtime.

A. OpenXava

OpenXava [17] was hereby chosen as the main representative of the formerly described approach to object oriented GUI generation and a business application generation. This framework is capable of generating web applications in Java programming language with GUI based on AJAX technology. Input for the generator is a domain data model written in Java, annotated with combination of JPA annotations and
OpenXava’s own annotations. The output is a complete web application which uses Hibernate or JPA to store its data. An example of generated GUI is shown in figure 1.

OpenXava is a powerful technology which allows total separation of development of application’s business logic and its user interface. Its advantages and disadvantages are more or less common to all hereby mentioned OO frameworks:

1) Independence of particular UI technology. It is possible to implement generators that produce code for different GUI libraries ranging from desktop UI to web or mobile interfaces.

2) Developers are freed from time consuming changes of the graphical interface when the model changes or when migrating to another platform.

However, the formerly described technology has some disadvantages as well:

1) Source code of the data model is often overloaded with meta-data which complicates orientation in the code and potential changes.

2) The user interface should better be derived from user behaviour and adapt to his intuition and habits rather than following the logic of the code underneath the UI [18].

B. Other OO frameworks

The OpenXava framework was used here as a representative of many others that function on similar principles. Some of them are listed along with their brief characteristics and differences.

NakedObjects [19]

is a framework based on .NET platform. It works with domain model as well, however, the model is now written in languages for CLR – Common Language Runtime. In contrast to the OpenXava, NakedObjects uses reflection instead of code annotations and the resulting UI is created dynamically.

RomaFramework [20]

works with domain model in Java. Besides code annotations, it makes it possible to use separated XML files to provide meta-data. Both annotation and XML approaches can be used together which can significantly reduce the amount of annotations in source code.

Magritte [21]

is targeted at dynamic web application written in Smalltalk. Domain classes are annotated with so called description objects which add additional information using naming conventions. Such information is then used to generate GUI, database schemas etc.

There are other OO frameworks based on paradigm described above such as Tynamo [22] (previously named Trails [23]), JMatter [24], Apache Isis [25] and others. The nature of all frameworks mentioned so far is very close to the term of model driven software development (MDSD) [6] where the whole application is generated from some kind of model. As shown above, for decorating the model with additional UI information, a rich annotation language is often required. Even though, according to [7] a source code already contains enough UI information even without using expressive annotations. This idea is demonstrated in [7] by writing a small application computing an average of entered numbers. The application is written in term rewriting language [16]. Generating GUIs using this approach for functional languages is discussed in the next section.

VI. POSSIBLE APPROACHES

Several possible approaches for generation of graphical interfaces from functional code were investigated during this work. Here are the main criteria according to which the final solution was assessed.

Practicality

Useful and practical solution are favourized. For instance, code heavily burdened with vast amount of annotations is not considered practical since it corrupts readability and maintainability. These factors are key in prototyping since prototypes should be developed rapidly [3].

Separation

The generated GUI should be separated from the application logic so that those two parts can be developed independently.

Generator extendability

The solution should be extendable enough to allow creation of generators for other platforms such as mobile platforms or web.

A. IO oriented approach

The input/output (IO) oriented approach is based on the idea in [7]. It is hereby named IO oriented since its primary focus is on inputs entered by the user and outputs returned by the program in response. Term rewriting is in its nature close enough to the functional paradigm and thus the technique
described in [7] can be easily adapted for Clojure. The original tree rewriting program is shown in figure 2 and its Clojure implementation is shown by listing 1. This solution, however, has some serious disadvantages.

### Listing 1 Program for computing an average rewritten to Clojure.

```clojure
(defn add-number [average size]
  (do
    (label "Add:Result" 
      (str "Average of " size " = " average))
    (action
     "Add:Add"
     (add-number
      (/ (+ (* average size) (number 0)) (inc size))
      (inc size))
     "Add:Finish" 
     (alert "Done" "Completed"))))

(defn compute []
  (add-number (number 0) (number 1 1 100)))
```

1) The code in Clojure is difficult to read since the GUI directives are heavily intertwined with the code for application logic. This violates our practicality requirement.

2) The GUI is tightly coupled with the application. It is not even possible to run the application without some kind of GUI. Moreover, the GUI directives cannot be easily removed from the program. Even the computational nature of the program has to take the GUI into consideration. This goes against the requirement of separation.

3) Another problem, which is more technical in nature, is interrupting the program. When the program is expecting some input from the user, it is blocking other possible actions such as termination.

Problems described above arise from the very nature of the idea used in [7] thus they cannot be easily overcome.

### B. Action oriented approach

All problems described above have essentially the same cause. That is that functions contain directives for graphical interface inside their bodies. From certain point of view we can say that functions are actions that a user can execute. Such an action expects some inputs, produce some output, and as a an implicit side effect, it enables or disables some other actions. This information can be explicitly captured by annotating those functions before or inside their bodies.

The only GUI directive used inside bodies of functions would be a directive for enabling or disabling actions. The GUI generator could, by some kind of source code analysis, identify actions that belong together in the sense of their inputs. Graphical representation such as buttons and input fields belonging to those actions could then be grouped into graphical forms and windows.

According to the solution eventually presented in this article the above approach goes in the right direction. Even though, it is still rejected because serious difficulties are connected to it. The main issue is that the graph representing how actions are enabled and disabled through the flow of the program may heavily depend on the input of the program since we do not impose any restrictions on how the function should determine which actions will be enabled or disabled. Thus, constructing such a graph is in general an undecidable problem (explained in [26]). On the other hand, imposing restrictions that would make this problem decidable would seriously limit expressiveness of the functional language (further details in [26]).

### VII. Functionally structured user interface

The above approaches to generating GUI from source code are not very useful still. The IO oriented approach has serious disadvantages and the action oriented approach forces us to overcome undecidability issues. This pushes us to look at the problem from another point of view. An interesting idea is to make the GUI less static and adjust its behaviour according to how functional programs actually work.

The question is how is the functional program essentially different from object oriented program from the user’s point of view. By user is hereby meant the end user of the graphical interface of the program. One way to look at this is that when using graphical interface of OO program, the user creates and manipulates objects as primary entities. Functional program, on the other hand, is more about using functions as primary entities. These functions only then create, manipulate and transform objects. Thus, to reflect the different nature of functional programs, the GUI should be somehow function or operation (here we say action) centric. This is how we arrive at the term functionally structured user interface (FSUI).

#### A. FSUI specification

The main idea of the FSUI concept is that the UI has the same structure for all Clojure functional programs. Only the description of actions and their inputs and outputs is generated. GUI directives for enabling and disabling actions are not annotations. Instead, they are executable functions which then call the FSUI throw registered callbacks. Thus then, the program may be executed without any generated GUI just form a command line. In such a case, no callbacks are registered for the directives and so those directives do nothing.

Design of the graphical FSUI is shown in figure 3. The graphical FSUI is based on interaction of three basic kinds of components – actions, invokers and value holders.

#### Actions

An action represents a function from the source code of the underlying program. Each action is represented as a button on the left side of the UI. The program starts with some initial actions which can then enable or disable other actions by executing GUI directives inside the body of the function. These are the only directives that are placed inside function
implementations. The key concept here is that actions do not execute functions right ahead. Instead, they open so called **invokers**.

**Invokers**

Invoker is a component used to collect inputs for particular action. The user can enter those inputs using slots (see figure 3). Slots are represented in the FSUI by text fields. Each slot declares its type so that the user cannot enter invalid values (more about the type system later in this section). The invokers panel in the middle of the UI can contain as many opened invokers as the user wishes. The actual invocation of the represented function is done by clicking on **Invoke** button. The same function can be executed multiple times since the invoker stays opened until the user closes it. When the function returns a value this value is inserted into so called **value holder**.

**Value holders**

Value holder displays a graphical component according to the type of value returned by the executed function. There are four types of holders at this time (see figure 4). These types are taken from the type system described later in this section.

Value from a holder can be transferred to a slot with compatible type. The fundamental idea here is that all values in holders are immutable thus they can be changed only by invoking a function on them. This preserves the immutability principle from the functional programming paradigm and makes the UI actually more function oriented than object oriented.

The flow of the program is controlled solely by enabling and disabling actions in the source code. Since all values are immutable, and the user has to execute a function even to create a non-primitive value, the programmer has a great control over what the user can and cannot do at a given moment.

The FSUI is implemented in Clojure in Swing GUI toolkit [15] with help of Seesaw library [27]. This library makes it easier to write GUIs in functional style.

**B. The type system**

Although the user is limited to create non-primitive values only using functions, he has considerable freedom in what
functions to execute and what values to pass them as arguments. To prevent errors and misunderstandings in the GUI, a function should clearly declare values of what types are expected as input and what is the type of the returned output. As the Clojure language is not statically typed, a type system for annotating functions had to be developed.

These requirements were imposed on the type system:

1) The types system should be simple enough so that the user can understand it and be able to relatively easily determine which value can be passed to which function.
2) There is absolutely no need for type inference. All the type information is explicitly written in function annotations.
3) Primitive types as well as composed ones should be implemented. Lists, maps and objects are for now the basic composed types in FSUI. Objects are just heterogeneous key-value structures grouping different kinds of values together.

The type system meeting the above requirements was developed based on [28]. It is used for annotating function bodies in a way that each function is prepended with a type signature. Type signature is a list of type forms specifying value types. The first form in the list specifies the type of the return value and the following forms specify types of the arguments. The grammar for the type signature is shown in listing 2.

Listing 2 Structure of type signature.

```
<signature> ::= (<form> <form-list>)
<form-list> ::= <form> | <form> <form-list>
<form> ::= <prim> | (seq <form>) | (map <form> <form>) | (object <name>)
<prim> ::= :bool | :int | :float | :ratio | :number | :string | :file
<name> ::= arbitrary symbol starting with a lower case letter
```

C. The generator

As it was previously mentioned, the GUI itself is dynamic which means that the code for the GUI itself doesn’t have to be generated. The GUI needs only a description of actions and their respective inputs and outputs. This description is saved in Clojure data structure which is the output of the generator. Input for the generator is annotated source code in Clojure. The generator and the dynamic GUI are both implemented purely in Clojure.

VIII. DISCUSSION

The solution developed in my master thesis [26] and described here contributes a new approach to the field of application prototypes development in functional languages hereby represented by Clojure. The main attributes of this solution, compared to object oriented approaches analysed in section V, are:

1) The UI generation is done using actual source code instead of domain data model.
2) The generator of the FSUI was developed to use more lightweight annotations then the OO solutions usually use.
3) The generated UI is uniform for all generated prototypes.
4) The type system was implemented with simplicity in mind so that the user can understand the GUI quickly.
5) Output of the generation was designed to simplify implementing the FSUI on other platforms.

Possible shortcomings of the whole FSUI and ideas for future development may be:

1) The FSUI is not flexible enough to support specific needs of particular prototypes. More control over the resulting UI layout could be integrated into source code annotations. Specific locations for invokers and value holders may be specified or actions could be nested and produce menu hierarchies.
2) The type system is not flexible enough either since it does not yet support recursive types.
3) This solution is built on top of Lisp-like languages which are dynamically typed. If statically typed languages such as Haskell are used, there will be no need for separate type system and the code annotations could reduce even further.

IX. CONCLUSION

Focus of this work was on the problem of automated GUI generation for functional languages in relation to application prototyping. Its result is, on the one hand, an analysis of current state in automated GUI generation in object oriented languages, on the other hand, a design and implementation of functionally structured user interface concept using Clojure and Java programming languages.
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Abstract—This work presents the analysis of evaluation concerning the articles that are send to publication in academic journals, basing on additional parameters not resulting from essential value of the research work. Currently, majority of article verification algorithms is oriented on the selection of such works that are potentially more strongly influencing the international position of journal. For that purpose, editorial offices, and also reviewers, apply multi-criterion parametric evaluations and accepted parameters have often very subjective character. Presented work makes an attempt to identify used criterion functions i.e. defining evaluation parameters. These parameters were divided onto categories and there was proposed their preliminary verification basing on statistical analysis of already published articles in individual journals. Each parameter has attributed weight function, which allows to defined its impact on the total evaluation of article, and also adaptation of formula to any academic journal. Weight functions will be determined with usage of neural networks or genetic algorithms, aiming to their individual adaptation to particular journal.

I. INTRODUCTION

PREFERVIOUS investigations over the evaluation of academic journals, cause the continuous improvement of algorithms by which the articles published in these journals are verified. This results from endless aspiration of journals to obtain maximum of points in created rankings (Philadelphia List, Impact Factor, quoting indicators etc.) [2-4].

New appearing methods of the evaluation of journals and modifications of already existing, cause that the essential evaluation of the article can be unsettled in the interest of the parametric evaluation forced by publisher[8-16].

In effect, innovative publications can be inadequately evaluated or not published due to their wrong preparation. Introduced and described below coefficients of scientific articles parametrization are supposed for the task to determine an influence of these subjective parameters on the evaluation of articles in individual journals. Furthermore, there were presented series of factors which, if they will be taken into consideration during writing of scientific articles, have a chance to increase probability of obtaining positive review and in effect the acceptance of publication in renowned journals. In the further process of research works, there is planned realization of automatic information system, which role will be verification of the working version of article, before sending it to the journal and the definition of the probability of obtaining high parametric evaluation. Described parametric evaluation will determine the coefficient EPQ – Estimated Paper Quality. This coefficient will be helpful for scientists who concentrate mainly over essential, and less over the editorial part of their scientific article. The low value of EPQ should induce the author to analyze and supplement his publication before sending article to editorial office of chosen earlier journals.

II. EVALUATION OF JOURNALS

Academic journals are subjected to continuous verification through evaluation of published articles influence on environment of scientists. There exist many parameters evaluating the parametric quality of the journal, here are some of them [20-26]:

- Impact Factor (IF)
- Relative Citation Rates (RCR) / Journal to Field Impact Score (JFIS)
- Article Influence (AI)
- SCImago Journal Rank (SJR)
- Source-Normalized Impact per Paper (SNIP).

Each of them characterizes different factors which influence final evaluation of journals. Different journal evaluation criteria cause the inhomogeneity in resultant rankings. Furthermore, algorithms of evaluation are subjected to continuous changes aiming to the most reliable definition of publications quality. From this reason, the aim of publishing companies, instead of valuing scientific publications having less ‘popular’ character (though substantially equally good whether even much better), can be wish of achievement of as highest parametric coefficients evaluating other of their publications.

The most popular is Impact Factor (IF) (1). It counts all quoting from particular calendar year, and it divides them by amount of “cited” publications from last two years (C)
\[ \text{IF} = \frac{B}{C} \quad (1) \]

Other indicators, although they also reflect the parametric quality rating of journal, are not so popular. It can be accepted that, as higher evaluation of given journal in the ranking, the article published in it, has a chance to obtain greater range, and consequently receiving greater quantity of quotations. It seems that there exists the conformity of business among the journal and author of the article, however this concerns only wishes of obtaining as maximum quotations quantity at other publishers through the large number of scientists.

Wanting to check our chances for the publication in given journal, often we set incorrect question - will this journal publish my article?

To show existing dependences and conflicts of interests between author and editor, one ought to set himself the question:

*How is measured such influence?*

The answer is dependent on many factors (the general diagram of dependence among publication publishers and authors is presented on Fig. 1), which can subjectively influence the evaluation of article, aside from its essential value.

![Diagram](image)

**Fig 1. The influence of research work elements on financing and publishing of research**

### A. The evaluation of Authors

Authors are also subjected to parametric evaluation, targeting the verification of their achievements through the creation of ranking reflecting their contribution to the development of given field. One of main parameters applied in relation to authors of publication is proposed in year 2005 the Hirsch index (h-index) [1]. As easily can be envisaged, such evaluation can be sensitive on manipulation on the side of several cooperating with themselves authors, who mutually will quote their works (aside from their essential contribution into researches). The parametric evaluation of publication issues from the category of scientific research. Scientific researches require financings, and one of the popular sources of learning financing are exploratory grants. To obtain the financing there is expected that the scientist will carry out planned investigations and their effect will have visible influence on given exploratory field. How is measured such influence?

Most readable measure are publications and their quotations. From this reason, scientists who have a suitably high Hirsch index, are treated as trustworthy to commit to them public money on carried researches. Readable dependencies appear between the financing of research, with quantity of publication, and with their quotations which put themselves greater chance for future financial resources.

### III. Parametric evaluation of the Article

Every article, except the essential value, can be described by a group of parameters defining its quality from the interest of journal point of view. Here appears mentioned conflict of interests between publishing houses, and authors [17].

In the evaluation of article, the essential value can be estimated by additional parameters defining the range of carried researches, e.g. the article containing theoretical models can classified lower than articles containing, except the theory, also simulation models. As the best will be evaluated articles containing the experimental verification carried researches. Separately, enough high classification can have articles containing rich and complex reviews of the literature from the given field, because this type of articles are quoted many times. This results from the specific approach of scientists to carried researches and wishes of using elaborated earlier literature review - which often requires a lot of time, and belongs to „little attractive” researches.

Thereby, that at the evaluation of articles value nobody can foresee how often he will be quoted in the future. In the simplification it can be assumed, that in the initial phase of article analysis, each has an evaluation for the essential value on the same level. Since the quantity of elaborated article future quotations cannot be influenced, it can be influenced whom the author quotes in his own publication. This way the quantity of "gained" quotations from the journal’s point of view, can be controlled. The issue here is the period of time in which journals are subjected to evaluation in rankings. For the calculation of Impact Factor, there are taken into consideration last 2 years, what means that the auto quotation of other articles which appeared in the same publishing house within a period of last 2 years, have a positive influence on IF indicator increase. Therefore, the publishing house will be willingly promoting art-
icles which already show quotations from their own journal, what is a method to obtaining higher place in the ranking. However, if there exists a group of journals given by the common institution, then cross quotations of other journals belonging to the same publisher are also added value. Here arises a threat regarding the reliability of published articles, because one can apply the mechanism which would permit ranking speculations between journals. Following the paragraphs of this article contain the case study describing such situations.

IV. EPQ - THE COEFFICIENT OF THE PARAMETRIC EVALUATION OF ARTICLE

To show series of factors participating in the evaluation of given article, there was proposed the EPQ coefficient (Estimated Paper Quality). It can be presented as weighted mean of individual parameters, with suitably assorted weights functions. The value of parameters is standardized so that it contains itself in range from 0 to 1. This type of method descends from Churchman and Ackoff (1954) researches, under the name SAW (Simple Additive Weighting) [18-19]. SAW is one of more popular solutions in MADM type (Multi-Attribute Decision Making) problems of which undoubtedly is a problem described in work. Elaborated process of EPQ calculation is similar to above methods, however there appear differences in designating of individual parameters. Differences are caused by different way of parameters values determination.

\[
EPQ = \frac{1}{n} \sum_{i=1}^{n} P_i \cdot w_i
\]

where \( P_i \) is appropriate parameter of evaluation, with following index \( n \) appointed, and \( w_i \) is weight for given parameter. Below in the table (cf. Table I) there is presented list of parameters together with their asserted values and ranges. All parameters \( P_i \) are situated in the same range: \( P \in [0,1] \).

V. THE EXAMPLE OF THE EPQ CALCULATION

The definition of the exact value EPQ does not decide about “the success” and the publication of the given magazine article. This will permit however finishing up and improvement of the editorial part which could not take into account mentioned above factors influencing decision of editors and reviewers. Elaborated in such way system using the informatics network, will permit quick definition of the article modification. Outwardly, it will enable based on obtained result EPQ to propose the alternative academic journal which parameters answer to the result. There was calculated the value EPQ for example of publication based on the Matlab software.
## Table 1. Defining Parameters for Calculation the EPQ Indicator

<table>
<thead>
<tr>
<th>No.</th>
<th>Parameter $P_i$</th>
<th>Meaning of value substituted to $P_i$</th>
<th>Formula on $P_i$</th>
<th>Range</th>
<th>Initial weight $w_i$</th>
<th>Range of weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$P_1$</td>
<td>H - authors Hirsch index</td>
<td>$P_1=\left(1-\frac{1}{1-H}\right)\left(\frac{w_1}{1}\right)$</td>
<td>$H=[0:\infty]$</td>
<td>1</td>
<td>$[0:1]$</td>
</tr>
<tr>
<td>2</td>
<td>$P_2$</td>
<td>1 - the quantity of authors indexed publications</td>
<td>$P_2=\left(1-\frac{1}{1-I}\right)\left(\frac{w_2}{1}\right)$</td>
<td>$I=[0:\infty]$</td>
<td>1</td>
<td>$[0:1]$</td>
</tr>
<tr>
<td>3</td>
<td>$P_3$</td>
<td>C - quantity of authors indexed quotations</td>
<td>$P_3=\left(1-\frac{1}{1+C}\right)\left(\frac{w_3}{1}\right)$</td>
<td>$C=[0:\infty]$</td>
<td>1</td>
<td>$[0:1]$</td>
</tr>
<tr>
<td>4</td>
<td>$P_4$</td>
<td>S - degree/ the scientific title of the author (none/engineer/MSc/the doctor/assistant professor/professor)</td>
<td>$P_4=\left(1-\frac{1}{1+20*S}\right)\left(\frac{w_4}{1}\right)$</td>
<td>$S=[0:5]$</td>
<td>1</td>
<td>$[0:1]$</td>
</tr>
<tr>
<td>5</td>
<td>$P_5$</td>
<td>Gaussian distribution calculated basing on the quantity of all quotations contained by author in the article, where: $d$ - height of the Gaussian curve top, $x$ - quantity of all quotations contained by author in the article, $\sigma$ - standard deviation of Gaussian distribution, $\mu$ - expected value, equal average quantity of quotations devolving on one article in the given journal, $a$ - quotations devolving on one article (k) in the given journal.</td>
<td>$P_5=\left(\frac{-\left(x-\mu\right)^2}{2\sigma^2}\right)\left(\frac{w_5}{1}\right)$</td>
<td>$d=[1]$</td>
<td>$x=[0:inf]$</td>
<td>$\sigma=[0:inf]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\mu=[0:inf]$</td>
<td>$a=[0:inf]$</td>
</tr>
<tr>
<td>6</td>
<td>$P_6$</td>
<td>A - the quantity of quotations coming from archival numbers of the same journal to which the publication is submitted</td>
<td>$P_6=\left(1-\frac{1}{1-A}\right)\left(\frac{w_6}{1}\right)$</td>
<td>$A=[0:inf]$</td>
<td>1</td>
<td>$[0:1]$</td>
</tr>
<tr>
<td>7</td>
<td>$P_7$</td>
<td>B - the quantity of quotations coming from archival numbers of remaining journals belonging to the same publishing house to which publication is submitted</td>
<td>$P_7=\left(1-\frac{1}{1+B}\right)\left(\frac{w_7}{1}\right)$</td>
<td>$B=[0:inf]$</td>
<td>1</td>
<td>$[0:1]$</td>
</tr>
<tr>
<td>8</td>
<td>$P_8$</td>
<td>The indicator of the publication originality. $O$ - the quantity of similar articles earlier published by the author. $D$ - the sum of “duplicates”, measured by the coefficient of similarity of genuine text and small pictures between previous articles of the author, and with his current publication</td>
<td>$P_8=\left(\frac{1}{1+O}\right)\left(\frac{w_8}{1}\right)$</td>
<td>$O=[0:inf]$</td>
<td>$D=[0:inf]$</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>$P_9$</td>
<td>$R_d$ - the quantity of quoted publications of the current editor of journal to which publication is submitted</td>
<td>$P_9=\left(1-\frac{1}{1+R_d}\right)\left(\frac{w_9}{1}\right)$</td>
<td>$R_d=[0:inf]$</td>
<td>1</td>
<td>$[0:1]$</td>
</tr>
<tr>
<td>10</td>
<td>$P_{10}$</td>
<td>$R_c$ - the quantity of quoted publications of current reviewer of journal to which publication is submitted</td>
<td>$P_{10}=\left(1-\frac{1}{1+R_c}\right)\left(\frac{w_{10}}{1}\right)$</td>
<td>$R_c=[0:inf]$</td>
<td>1</td>
<td>$[0:1]$</td>
</tr>
<tr>
<td>11</td>
<td>$P_{11}$</td>
<td>J - the quantity of authors publications quoted by current editor or reviewer of the journal to which publication is submitted</td>
<td>$P_{11}=\left(1-\frac{1}{1+J}\right)\left(\frac{w_{11}}{1}\right)$</td>
<td>$[0:inf]$</td>
<td>1</td>
<td>$[0:1]$</td>
</tr>
<tr>
<td>12</td>
<td>$P_{12}$</td>
<td>K - the quantity of authors common publication articles and current editor or reviewer of journal to which publication is submitted</td>
<td>$P_{12}=\left(1-\frac{1}{1+K}\right)\left(\frac{w_{12}}{1}\right)$</td>
<td>$[0:inf]$</td>
<td>1</td>
<td>$[0:1]$</td>
</tr>
<tr>
<td>13</td>
<td>$P_{13}$</td>
<td>Z - quantity of elements from the range carried researches (the form of survey): review, theory, model, simulation, experiment, lack-other.</td>
<td>$P_{13}=\left(1-\frac{1}{1+20+Z}\right)\left(\frac{w_{13}}{1}\right)$</td>
<td>$[0:5]$</td>
<td>1</td>
<td>$[0:1]$</td>
</tr>
</tbody>
</table>

**Content Rating of Article**

- **$d$** - [1]
- **$x$** - [0:inf]
- **$\sigma$** - [0:inf]
- **$\mu$** - [0:inf]
- **$a$** - [0:inf]
- **$k$** - [0:inf]
“artificial” increasing of IF for the journal, or with “artificial” increasing of the H-index for given scientist.

B. How to create Journal with IF=100 (Case Study I)?

In the after-mentioned mental experiment we establish that one publishing house can belong to several academic journals having similar character, or there was undertaken cooperation between publishing houses for the purpose of one common journal strong promotion. The first journal

```
Journal „A”
```

```
CITED
```

```
Journal „B”
```

```
CITED
```

```
Journal „C”
```

![Fig 2. The diagram of quotations hinterland building for promoted journal.]

„A” will be promoted, however remaining „B”, „C” will constitute the hinterland with place for journal "A” quotations.

In this case arises classical system of hinterland with links (in our case - with quotations), known among computer scientists dealing with the positioning of websites (so called SEO - Search Engine Optimization). The example of building of quotations hinterland is presented on “Fig. 2”. On the assumption that the journal “A” will have few articles in one publishing-cycle, then remaining journals can force writing for them authors, to quote several articles from journal “A”. So extortionate ranking of promoted journal can have other advantages.

VII. THE METHODOLOGY OF DESIGNATING WEIGHTS

Particularly essential from the usage of EPQ indicator point of view, is the possibility of weights definition \( W_j \) in way compatible to parametric evaluations applied by the given journal. The large number of academic journals causes different approach to the parametric evaluation of accepted to editorial office and the review of article. Basing on the data from previous years, considering all publications printed within the framework of one publishing-title, we are able to determine weights of individual parameters individually for the given journal.

For that purpose we will use neural networks with the feedback which will learn to recognize the influence of given parameter on the positive acceptance of article to the publication. In case of the analysis, already printed publications, we will subordinate the quantity of published articles from the value of individual parameters. The more articles will have e.g. the high parameter P6, the greater influence on the printing of publication has the quantity of archival articles quotations laded from the same journal.

VIII. APPLICATION REALIZING EPQ DESIGNATING

For the purpose of individual parameters designation, we will use the access to individual databases, among others: SCOPUS, WEB OF KNOWLEDGE, and others. Application in the first instance will collect data: ref. of author, quotations, journal, publication, and then made the evaluation of parametric sent publication. Based on this evaluation, it can propose suggestions ref. introductions of changes in the article, or present proposal of the alternative journal to which the parametric evaluation was in order better. The system architecture may be built based on the client-server methodology what is presented on Fig. 3.

IX. THE ARCHITECTURAL SCHEMA

On the after mentioned Fig. 3 there is presented the general architectural schema of the system.

```
Presentation layer (GUI)
```
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```
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```
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```

```
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```
Factors analyzer
```

```
Citations sources
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```
Authors data sources
```

```
Factors sources
```

```
DB
```

![Fig 3. The architecture of proposed information system designating the EPQ coefficient.]

In presented architecture system we distinguish:

1. \textit{Presentation layer} - layer of the application responsible for the presentation of results and communication with user, receiving data from user (proposed article, survey for the author)
2. \textit{Application layer} - layer responsible for the resumption of data and processing of results, consists of:
   - \textit{citations analyzer} (module processing the quotation categorizing and counting quotations of authors works)
• **authors data analyzer** (module processing data of authors (also reviewers and editors), checking relations of author with journals across quotations as well as categorizing his achievement)
• **factors analyzer** (module being supposed for the task to process available data sources information of used in the algorithm coefficients for journals and authors)

1. **DB** - layer of database recording source data and results of calculations with application layer, permitting caching of data sources in the situation when data don’t need to be refreshed at every operation of weight-coefficients calculation weight-coefficients.

2. **Sources** - layer of gaining data from chosen sources dividing into sources of quotations gaining ("citations sources"), given authors ("authors the date sources") and coefficients used in the algorithm of EPQ count ("factors sources").

The system architecture in case of further development can be calibrated because the module of processing may receive partial results of calculations (weights of component parameters) from individual modules which can be find on separate instances of servers. Every module of gaining data can have the separate database in which will store received results of the data sources indexing. In case of presentation layer, the system can communicate with software of the thin client type in case of approach users (authors of articles) and with the software of the fat client type in case of the administrator who can control work of the processing module (settings control).

### III. Conclusion

As this is the elaboration of the preliminary concept of articles parametric evaluation across proposing of the EPQ parameter, only verification on figures will permit the definition of its real effectiveness in the classification of articles to individual academic journals. Methodology is based on foundations that the substantially good article can be worse evaluated, due to remaining factors on which reviewers and editors of journals pay attention. Elaborated system, targets proper verifying and correction of article before delivering to publishing houses. This will permit to carry essential research on equally high level, and to regard of subjective 'expectations' from the side of publishing house in relation to the author. So improved article has greater chances for printing in the renowned journal, what can positively rebound on future publications of many authors.
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Abstract—Most companies have a large number of projects that they would like to do for various reasons. However, usually there is never enough time and money available to complete all of them. Selecting a portfolio from available project proposals is crucial for the success of each company. This paper proposes a practical framework for modelling projects portfolio selection problem with fuzzy parameters resulting from uncertainty associated with decision makers’ judgment. A fuzzy multi-attribute decision-making approach is adopted. A two-step evaluation model that combines fuzzy AHP (Analytic Hierarchy Process) and fuzzy TOPSIS (Technique for Order Preference by Similarity Ideal Solution) methods is used to rank potential projects. The proposed approach is illustrated by an empirical study of a real case from steel industry involving five criteria and ten projects.

I. INTRODUCTION

Decisions on investment projects have a direct impact on a company’s success. They are, however, particularly difficult, because of the ubiquitous uncertainty associated with any business activity. This causes that the project portfolios selection (PPS) becomes an increasingly complex decision task, which in turn motivates managers to utilise modern techniques and tools to optimise capital allocation.

At present, there are a lot of methods that can be applied to solve PPS problems, including Economic Analysis, Decision Theory, Optimisation and Multi-criteria methodologies. In order to deal with both financial and non-financial project attributes, the multi-criteria decision making (MCDM) analysis is a preferred approach. The goal of the multi-criteria decision making analysis is to "provide a set of attributes aggregation methodologies that enable the development of models considering the decision makers’ (DMs’) preferential system and judgement policy” [7]. In general, MCDM methods may be divided into two groups: multi-objective decision making (MODM) and multi-attribute decision making (MADM). The latter have been used to solve problems with discrete decision choices and a predetermined or limited number of alternative choices. A comparative study on various MCDM methods is presented, e.g., in [1] and [8].

In this paper, an MADM approach to project portfolio selection is applied. The classical approach is expanded to deal with uncertainty expressed in the form of fuzzy numbers. There is a range of scientific publications which develop very sophisticated methods for describing uncertainty. Meanwhile, according to the survey of Hubbard [9], modern enterprises still assess and mitigate risk using old fashioned methods which have not evolved much for several decades. This paper attempts to fill out the gap between the theory and practise. A practical framework to deal with the PPS problem is developed. The reminder of this paper is organised as follows. Section II briefly describes problems with modelling uncertainty in PPS. Section III presents methodology used to solve the PPS problem. The proposed framework is described in Section IV. Numerical example is shown in Section V. The paper ends with concluding remarks.

II. RISK AND UNCERTAINTY IN PROJECT PORTFOLIO SELECTION

There is no universally accepted definition of business risk and uncertainty, but in the PPS context they may be understood as potential problems with availability and certainty of information, and also imprecise choices. To deal with uncertainty in PPS, it must be first noted that PPS usually consists of two stages. In the first stage, projects are selected on the basis of the threshold criteria which are determined by decision-makers. In order that a project can pass to the next stage, it must strictly fulfil these criteria. The selected projects are input for an MADM method, which usually first calculates the weights of criteria, and then determines the ranking of potential projects. Each part of an MADM method is associated with different type of uncertainty. The main source of uncertainty in determination of criteria weights is imprecision of expert judgements. Due to cognitive biases, decisions may be deviated from a standard of rationality or good judgement. To take into account these systematic errors, fuzzy numbers are used instead of crisp numbers.

In this paper, fuzzy criteria weights are obtained using a fuzzy AHP method. Some researchers believe that classical Saaty’s AHP method has some weaknesses which are connected with uncertainty. In [18] authors points out that mapping experts judgement to crisp numbers and cognitive biases generates uncertainty which is not taken into account by the classical AHP method and may have huge impact on the results. To deal with this problem, some researches fuzzified AHP (e.g., [4] has considered trapezoidal fuzzy intervals for comparison ratios in AHP and [5] has proposed approach for triangular case).

Some criticise the fuzzy AHP and argue that it does not give much different results then the crisp version. However, it is important to note that the main criticism is based on assumption that comparison ratios are based on expert consensus. In practise, comparison ratios are usually averages of expert
ratios. As long as there are no agreement between experts, everyone of them interprets linguistic variables in different ways. In this situation, expert verbal possibilities should better be translated into fuzzy than crisp numbers.

The second aspect of representing model uncertainty by fuzzy numbers concerns the type of fuzzy numbers that should be used. Generally, there are two approaches to fuzzification of comparison ratios – fuzzy numbers [19], [21] and fuzzy intervals [13]. The empirical study shows [3] that membership functions of numerical equivalents of linguistic terms are similar to fuzzy numbers, which are not distributed equidistantly along the possibility scale and which vary considerably in symmetry and vagueness.

Usually, after the first stage, the calculated criteria weights are defuzzified. In the proposed approach, fuzzy weights are passed to the second stage. This guarantees that uncertain judgements of decision-makers are taken into account also during the second phase of PPS.

The second phase of PPS determines the ranking of potential projects based on the weights obtained in the first stage. In this phase, uncertainty concerns attributes of alternatives. The attributes are divided into two groups: objective (numerical) and subjective (linguistic). A majority of authors argue that only subjective criteria should be described in terms of fuzzy numbers. In the proposed approach it is assumed that quantification of financial attributes of investment projects should be modelled as mixture of possibility and probability distribution.

III. METHODOLOGY

The proposed methodology of selecting an efficient portfolio of investment projects consists of the following steps. First, multiple criteria that are considered in the decision-making process are identified. Then, criteria weights are calculated according to the fuzzy AHP methodology. After constructing the relationship of a criteria decision matrix, the fuzzy TOPSIS approach is used to achieve the final ranking results.

The AHP method ([16]) is a flexible MCDM tool for complex problems where both qualitative and quantitative aspects need to be considered ([2]). The AHP integrates different measures into a single overall score for ranking alternatives. By reducing complex decisions to a series of simple, pairwise comparison judgements, then synthesising the results, the AHP not only helps the analysts to arrive at the best decision, but also provides a clear rationale for the choices made [5]. The fuzzy AHP [5] is the fuzzy extension of AHP to deal with the fuzziness of the data involved in the decision making process. Fuzzy AHP enables decision makers to specify preferences in the form of natural language expressions about the importance of each performance attribute.

TOPSIS [10] is another popular approach to MCDM. The main idea is that the best alternative should have the shortest distance from the (positive) ideal solution and the farthest distance from the negative ideal solution. The TOPSIS method has also been extended in different ways to deal with fuzzy numbers. The simplest one is to change fuzzy MCDM into a crisp one by using defuzzification. This approach, however, can lead to the loss of information. Another approach is to define a crisp Euclidean distance between fuzzy numbers. An approach based on $\alpha$-cuts can also be found in the literature [20].

IV. PROPOSED FRAMEWORK FOR PROJECT PORTFOLIO SELECTION

Based on the methodology described in Section III, a new approach to project portfolio selection problem is proposed. It consists of four stages described in the following subsections.

A. Identification of available investment projects and criteria

First, a committee of decision-makers who come from different managerial levels is formed. They identify $m$ potential investment projects $A_1, A_2, ..., A_m$, and $n$ criteria $C_1, C_2, ..., C_n$ that each project must fulfil. To properly assess a project, many factors should be considered [14], [15]. McKown and Mohamed [12] presents multi-criteria project selection where uncertainty of profitability parameters is described by fuzzy numbers. They point out that the selection of investment projects should consist of two kinds of parameters – financial (e.g., net present value) and non-financial (e.g., social, environmental, strategic an organisational). The method proposed in this paper allows to aggregate financial and non-financial indicators. First, the criteria are divided into two groups – objective and subjective. Objective criteria are described by fuzzy numbers which usually result from fuzzy modelling or aggregation of historical data. Subjective criteria are qualitative criteria with values that are specified by decision makers in the form of linguistic variables. Here, linguistic variables are transformed into fuzzy numbers (triangular or trapezoidal). This simplifies further ranking of projects.

B. Calculation of synthetic importance weights

Obviously, the problem of calculating the importance weights of the criteria is a typical multi-variable and multi-objective optimisation problem. To calculate importance weights of the criteria the fuzzy AHP is used. To make a pairwise comparison, a linguistic scale is developed. Table I provides summary of translation developed based on [3]. The final scores of criteria are also represented by fuzzy numbers.

C. Development of performance ratings for projects

The performance ratings of objective and subjective parameters are calculated. At the end of this stage the threshold selection is made. Only those projects which have passed the threshold selection are taken into account in the next stage of the PPS.

D. Calculating hierarchy of projects using fuzzy TOPSIS

The hierarchy of projects is established. Then, the overall ranking of projects is calculated. The ranking allows a decision-maker to select the most appropriate investment option.
Fig. 1. Description of the projects alternative

TABLE I
COMPARISON OF RELATIVE IMPORTANCE OF CRITERIA FOR FUZZY AHP

<table>
<thead>
<tr>
<th>Linguistic terms</th>
<th>Crisp intensity of importance</th>
<th>Fuzzy intensity of importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equally important</td>
<td>1</td>
<td>(1, 1, 1)</td>
</tr>
<tr>
<td>Moderately more important</td>
<td>3</td>
<td>(1, 3, 5)</td>
</tr>
<tr>
<td>Strongly more important</td>
<td>5</td>
<td>(2, 5, 6)</td>
</tr>
<tr>
<td>Very strongly more important</td>
<td>7</td>
<td>(6, 7, 8)</td>
</tr>
<tr>
<td>Extremely more important</td>
<td>9</td>
<td>(8, 9, 9)</td>
</tr>
</tbody>
</table>

TABLE II
PAIRWISE COMPARISON MATRICES

<table>
<thead>
<tr>
<th>Criteria</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>C5</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>(1,1,1)</td>
<td>(2,5,6)</td>
<td>(8,9,9)</td>
<td>(8,9,9)</td>
<td>(8,9,9)</td>
</tr>
<tr>
<td>C2</td>
<td>(0,17,0,2,0,5)</td>
<td>(1,1,1)</td>
<td>(1,3,5)</td>
<td>(1,3,5)</td>
<td>(1,3,5)</td>
</tr>
<tr>
<td>C3</td>
<td>(0,11,0,11,0,13)</td>
<td>(0,2,0,34,1)</td>
<td>(1,1,1)</td>
<td>(1,1,1)</td>
<td>(1,1,1)</td>
</tr>
<tr>
<td>C4</td>
<td>(0,11,0,11,0,13)</td>
<td>(0,2,0,34,1)</td>
<td>(0,2,1,1)</td>
<td>(1,1,1)</td>
<td>(1,1,1)</td>
</tr>
<tr>
<td>C5</td>
<td>(0,11,0,11,0,13)</td>
<td>(0,2,0,33,1)</td>
<td>(0,2,1,1)</td>
<td>(1,1,1)</td>
<td>(1,1,1)</td>
</tr>
</tbody>
</table>

TABLE III
PAIRWISE COMPARISON MATRICES - SUBCRITERIA

<table>
<thead>
<tr>
<th>Sub-criteria</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>(1,1,1)</td>
<td>(1,1,1)</td>
<td>(6,7,8)</td>
</tr>
<tr>
<td>C2</td>
<td>(1,1,1)</td>
<td>(1,1,1)</td>
<td>(6,7,8)</td>
</tr>
<tr>
<td>C3</td>
<td>(0,13,0,14,0,17)</td>
<td>(0,12,0,14,0,17)</td>
<td>(1,1,1)</td>
</tr>
<tr>
<td>C4</td>
<td>(1,1,1)</td>
<td>(0,12,0,14,0,17)</td>
<td>(1,3,5)</td>
</tr>
<tr>
<td>C5</td>
<td>(6,7,8)</td>
<td>(1,1,1)</td>
<td>(0,16,0,2,0,5)</td>
</tr>
<tr>
<td>C6</td>
<td>(2,5,6)</td>
<td>(1,1,1)</td>
<td>(0,11,0,11,0,13)</td>
</tr>
<tr>
<td>C7</td>
<td>(1,1,1)</td>
<td>(6,7,8)</td>
<td>(1,1,1)</td>
</tr>
<tr>
<td>C8</td>
<td>(0,13,0,14,0,17)</td>
<td>(1,1,1)</td>
<td>(1,1,1)</td>
</tr>
</tbody>
</table>

TABLE IV
PAIRWISE COMPARISON MATRICES - ATTRIBUTES

<table>
<thead>
<tr>
<th>Attributes</th>
<th>C2.3.1</th>
<th>C2.3.2</th>
<th>C2.3.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>C2.3.1</td>
<td>(1,1,1)</td>
<td>(1,3,5)</td>
<td>(1,1,1)</td>
</tr>
<tr>
<td>C2.3.2</td>
<td>(0,2,0,33,1)</td>
<td>(1,1,1)</td>
<td>(1,3,5)</td>
</tr>
<tr>
<td>C2.3.3</td>
<td>(1,1,1)</td>
<td>(0,2,0,33,1)</td>
<td>(1,1,1)</td>
</tr>
</tbody>
</table>

The proposed approach was applied for PPS in steel industry. There are five criteria C1, . . . , C5 – financial, market, technology and environment, staff and compliance with the company’s strategic objective. Each of them is divided into subcriteria. The objective ones are NPV, IRR, Pay-back period, the rest is subjective. There is also the third level of subcriteria for the C2 criterion. They are called attributes.

To calculate weights of criteria, a team of decision makers make pairwise comparison. The results of this comparison are presented in Tables II, III and IV. Then, using the fuzzy AHP global priorities are obtained (Table V). The priorities are presented in terms of fuzzy numbers. It can be noticed that the higher hierarchy of the criteria is, the wider fuzzy number are. For example, fuzzy weight C2.3.1 range between 0 to nearly 0.3. This illustrates the well-known phenomenon of accumulation of uncertainty. That is why in next step the consistency degree should be used (e.g., fuzzy preference
TABLE V
IMPORTANCE WEIGHTS OF INDIVIDUAL REQUIREMENTS

<table>
<thead>
<tr>
<th>Weight</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1 (0.429,0.633,0.917)</td>
<td>C3.1 (0.006,0.008,0.018)</td>
</tr>
<tr>
<td>C2 (0.005,0.064,0.122)</td>
<td>C4.1 (0.013,0.036,0.145)</td>
</tr>
<tr>
<td>C3 (0.051,0.064,0.122)</td>
<td>C5.1 (0.006,0.05,0.307)</td>
</tr>
<tr>
<td>C4 (0.051,0.064,0.122)</td>
<td>C2.2 (0.001,0.002,0.0264)</td>
</tr>
<tr>
<td>C5 (0.051,0.064,0.122)</td>
<td>C2.3 (0.002,0.015,0.127)</td>
</tr>
<tr>
<td>C6 (0.006,0.05,0.307)</td>
<td>C2.3 (0.002,0.015,0.127)</td>
</tr>
<tr>
<td>C7 (0.018,0.061,0.204)</td>
<td>C2.3 (0.002,0.015,0.127)</td>
</tr>
<tr>
<td>C8 (0.001,0.063,0.310)</td>
<td>C2.3 (0.002,0.015,0.127)</td>
</tr>
</tbody>
</table>

TABLE VI
FINAL RANKING OF PROJECTS

<table>
<thead>
<tr>
<th>Project</th>
<th>Rank</th>
<th>Project</th>
<th>Rank</th>
<th>Project</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>P9</td>
<td>0.7154</td>
<td>P3</td>
<td>0.6817</td>
<td>P5</td>
<td>0.6770</td>
</tr>
<tr>
<td>P10</td>
<td>0.7010</td>
<td>P7</td>
<td>0.6789</td>
<td>P6</td>
<td>0.6714</td>
</tr>
<tr>
<td>P1</td>
<td>0.7095</td>
<td>P8</td>
<td>0.6782</td>
<td>P2</td>
<td>0.6615</td>
</tr>
<tr>
<td>P4</td>
<td>0.7011</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In the next step, evaluation matrix is created. Matrix consists of 15 criteria and 10 projects (P1, …, P10). The objective criteria are characterised by fuzzy intervals. The level of subjective criteria are specified by experts. The subjective criteria are translated into triangular fuzzy numbers.

In the presented example, there are two kinds of subjective attributes – some of them describe patterns, and some of them judgements. Market size criterion C2.1 and prospects for market growth criterion C2.2 belong to first group. They describe the belief of decision maker that market for project i will behave in accordance with some pattern. For example, pattern stable means the dynamic of the market growth which may be described by the fuzzy number (−1, 0, 1, 0).

The second group that is subjective criteria represents judgements of experts. Therefore, they are treated as ordinal fuzzy variables. Since all of subjective criteria are ordinal (variable with order), thus fuzzy ordinal rank transformation is used. After translation of linguistic variables – the fuzzy TOPSIS is applied. The obtained final ranking of projects is presented in Table VI.

VI. CONCLUSION

The evaluation and selection of industrial projects is one of the most important aspects of PPS. This paper proposed a combined fuzzy MADM approach based on fuzzy AHP and fuzzy TOPSIS techniques. A real world case study from steel industry was presented to explain approach. The paper introduced fuzzy decision making concept, when some data is burden with uncertainty. It is argued that if a fuzzy MADM problem is defuzzified into crisp one to early, then the advantage of modeling uncertainty becomes negligible. The rational approach is to defuzzify imprecise values at the very end of methods. Based on this argument, we perform defuzzification at the very end of MADM method during calculate weight of criteria.

More research is needed to examine projects interaction and dependency. Further research is also required with respect to the subjective criteria of project selection. The problem of quantifying the qualitative factors remains a difficult and sometimes controversial tasks.
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Abstract—The paper addresses tools that support knowledge-based management. These tools are referred as Business Intelligence. Competitive Intelligence is also discussed. They transport data into comprehensive information about company processes and real-world impact on their progress. Basic principles of these applications are also described. The paper presents the results of the questionnaire survey conducted among SMEs in the Czech-Polish border area. The questions are focused on the use of these tools and intensions in cloud exploitation. The results and the lack of show a considerable interest in the use of Business Intelligence applications awareness of business managers with regard to Cloud computing possibilities.

I. INTRODUCTION

Global economic models are undergoing profound changes which include e.g. global competition, global transfers and changes in the way of work in many industries or the pressure on the qualification of the workforce. In developed countries, this causes a gradual shift to an economy of intangible assets and relationships [1]. These changes are underpinned by the key role of information and communication technologies (ICT) providing modern infrastructure, which allows implementing most of the changes. Simultaneously, ICT provides tools to increase performance, competitiveness and innovation in virtually all areas of the economy.

Managers currently have access to a considerable amount of data available from a variety of sources. To make decisions, they need an efficient tool that would help them process data to obtain necessary information. Such tools are Business Intelligence (BI) applications that specifically aim to provide decision support to managers. These tools allow them to analyses the situation in their own company, provide access to information from external company environment and based on the processed data, provide the managers with early warning of existing threats and highlight new business opportunities [2].

At the same time, the range of Competitive Intelligence (CI) tools and methods is expanding. The CI tools and methods introduce into management sophisticated methods of work for contextual search in external information sources through the Internet [3].

New opportunities for managers are also brought about by the new Cloud Computing (CI) technologies provided by ICT companies as a service. While part of company managers is aware of the existence of CI, the majority are still distrustful of it or have no idea what the term means.

II. INCREASING THE ENTREPRENEURIAL POTENTIAL OF USING ICT IN THE CZECH-POLISH BORDER AREA

Since 2012, the Department of Applied Informatics, VSB-TU Ostrava has been conducting a research "Application software for decision support in small enterprises in the Czech-Polish border area". This research is conducted jointly by the Department of Economic Informatics, University of Economics in Katowice.

The survey results also confirmed that the adoption of ICT present an adaptive challenge, not a technical problem. It provides the SMEs with several advantages, especially at the tactical and operational level of management.

- At the level of operational management: an increase in the quality of data management, communication, decision making, data exchange, improving cash-flow control, gradual transition to work with digital documents, shortening the response time to queries (improving customer relations, company profile).
- At the tactical level: rapid response to changes, promotion of teamwork, more flexible scheduling, flexible processing of offers, better integration of business processes, and overall improvement in efficiency and effectiveness.

Although information is today recognized as an important means of creating added value, there is a lack consistency between ICT and business. The basis to solve these problems can be found in the balance between the global and information strategies of the company. These strategies must be prepared on the same basis and with the same weight (attention). The truth is that most SMEs typically do not pay attention to the information strategy – creating IS and ICT development plan in the company in the long term. They are focused on current issues in the struggle to keep the company on the market.

A company information strategy mainly aims to strengthen the link between IS and ICT development in the company and its global strategy in order to subsequently increase its competitiveness and support the development of new forms of business.

When preparing the IS strategy in the longer term, it is necessary to consider four aspects of the IS: achieving the intended objective (effectiveness), efficiency, reliability and continuity of its development.
III. METHODOLOGY, DATA, RESULTS AND DISCUSSION

Part of the survey focuses on segmenting entities by type of the applications used and by their relationship to the type of ICT service provision. A sub-aim is to familiarize the respondents with a range of options currently offered to purchase, operate and maintain ICT and to determine the level of awareness of companies about the possibility to use cloud computing. Previous results in these areas confirm very similar approaches in the border area concerned.

The survey also includes a questionnaire survey carried out in electronic form on both Czech and Polish sides of the region. The outcome of the project was 160 replies from companies. The return rate of the questionnaire on the Czech side was 18.4% (105 responses of 572 questionnaire views). Average time to fill out a questionnaire was about 11 minutes.

The questionnaire is divided into eight interconnected parts: A, B (present and future use of ICT tools), D (data sources to support decision-making processes), M (modules used within IS), E (what are your preferences in software procurement), F (software functions important to select ICT), G (way of ICT maintenance) and I (company identification).

The part concerning the applications used is divided into four groups:

A1, B1 – Application for personal IT – office software; antivirus; compression software.
A2, B2 – IT support for key processes in your organization (production, storage, logistics, billing, human resources, inventory, accounting, purchase and sale, etc.).
A3, B3 – Information technology at the tactical management level (MIS – an economic software, using data provided by systems at the operational management level).
A4, B4 - Comprehensive BI solution.

For these four types of applications, intensity of use in the present is examined (variables A1-A4), as well as the assumption of utilizing these applications in the future (variables B1-B4).

The first part of the analysis is focused on distributing the relative frequencies of using ICT tools in SMEs in the Czech-Polish border area in the second half of 2012 in %. The results are shown in Table I.

In the Czech border area, the first level is used the most (L1) – Simple Office ICT tools with 97%, followed by the second level supporting the management of the sub-processes (L2) in 93% of the SMEs. The third level - Comprehensive ICT tools of MIS System (L3) are used only in 62% of companies and BI ICT (L4) are supported in 42% of SMEs. In the Polish border area, ICT tools of L1/L2/L3/L4 levels are used in 97% / 93% / 56% / 28% of SMEs. The first two levels are comparable between regions, but the use of integrated MIS and BI are in the Czech border area significantly higher by about 6% and 14%.

In terms of future development in ICT tools used in both border areas, the use of Simple Office ICT tools assumes the same level, but in the case of ICT tools for the sub-process analysis in SMEs there is stagnation in the Polish region and a slightly increase of 3% is expected in Czech SMEs. On the other hand, it is beneficial planned to increase of ICT using for L3 (a comprehensive MIS) by 10.2% and 5.6% in the Czech and Polish SMEs, respectively. This trend is also detected for of BI tools (by 18.4% in the Czech SMEs and only by 8.3% in the Polish SMEs).

The above results show a considerable interest in and expansion of the use of BI applications.

Another issue of interest includes part E of the questionnaire “What are your preferences in software procurement?”. This section offers the respondents four answers, as shown in Figure 2. Out of 96% of valid responses on the Czech side and 56% of valid responses on the Polish side, the evaluation was carried out for the entire region, as well as separately for the Czech and Polish sides.

![Fig. 2 Empirical distribution of the knowledge of the cloud technologies](image)

The questionnaires about confirmed the expected lack of awareness of managers of what Cloud Computing (CC) is to offer. The correlation between the company size and the

<table>
<thead>
<tr>
<th>region</th>
<th>ICT usage</th>
<th>A1</th>
<th>B1</th>
<th>A2</th>
<th>B2</th>
<th>A3</th>
<th>B3</th>
<th>A4</th>
<th>B4</th>
</tr>
</thead>
<tbody>
<tr>
<td>CZ</td>
<td>rarely</td>
<td>3.0</td>
<td>3.1</td>
<td>7.0</td>
<td>4.1</td>
<td>38.0</td>
<td>27.8</td>
<td>57.6</td>
<td>39.2</td>
</tr>
<tr>
<td></td>
<td>often or continuously</td>
<td>97.0</td>
<td>96.9</td>
<td>93.0</td>
<td>95.9</td>
<td>62.0</td>
<td>72.2</td>
<td>42.4</td>
<td>60.8</td>
</tr>
<tr>
<td>PL</td>
<td>rarely</td>
<td>3.3</td>
<td>2.3</td>
<td>6.7</td>
<td>6.8</td>
<td>43.9</td>
<td>38.3</td>
<td>71.9</td>
<td>63.6</td>
</tr>
<tr>
<td></td>
<td>often or continuously</td>
<td>96.7</td>
<td>97.7</td>
<td>93.3</td>
<td>93.2</td>
<td>56.1</td>
<td>61.7</td>
<td>28.1</td>
<td>36.4</td>
</tr>
</tbody>
</table>

TABLE I:
EMPIRICAL DISTRIBUTION OF THE USE OF ICT TOOLS IN THE SURVEYED REGIONS

<table>
<thead>
<tr>
<th>region</th>
<th>ICT usage</th>
<th>A1</th>
<th>B1</th>
<th>A2</th>
<th>B2</th>
<th>A3</th>
<th>B3</th>
<th>A4</th>
<th>B4</th>
</tr>
</thead>
<tbody>
<tr>
<td>CZ</td>
<td>rarely</td>
<td>3.0</td>
<td>3.1</td>
<td>7.0</td>
<td>4.1</td>
<td>38.0</td>
<td>27.8</td>
<td>57.6</td>
<td>39.2</td>
</tr>
<tr>
<td></td>
<td>often or continuously</td>
<td>97.0</td>
<td>96.9</td>
<td>93.0</td>
<td>95.9</td>
<td>62.0</td>
<td>72.2</td>
<td>42.4</td>
<td>60.8</td>
</tr>
<tr>
<td>PL</td>
<td>rarely</td>
<td>3.3</td>
<td>2.3</td>
<td>6.7</td>
<td>6.8</td>
<td>43.9</td>
<td>38.3</td>
<td>71.9</td>
<td>63.6</td>
</tr>
<tr>
<td></td>
<td>often or continuously</td>
<td>96.7</td>
<td>97.7</td>
<td>93.3</td>
<td>93.2</td>
<td>56.1</td>
<td>61.7</td>
<td>28.1</td>
<td>36.4</td>
</tr>
</tbody>
</table>
knowledge of the term CC is a weak, blat statistically significant.

IV. BUSINESS INTELLIGENCE TOOLS AND COMPETITIVE INTELLIGENCE, CLOUD COMPUTING

BI is system of tools, design solutions and organizational measures to enable the organizational management based on knowledge. These tools have been increasingly applied in companies worldwide. They are specifically aimed at supporting the needs of managers. They form a part of the overall company IS that works with selected or modified data, and that uses these modifications to become the bearer of comprehensive information characterizing the relevant processes in the company. Primarily, they are used to identify and locate specific phenomena in the company, and subsequently to perform their in-depth analysis. An area of BI consists of a number of separate components, with its own architecture and methodology [4].

Many case studies confirm that BI may be utilized in an organization for:

- Increasing the effectiveness of strategic, tactic and operational planning including: modelling different variants in the development of an organization; informing about the realization of enterprise’s strategy, mission, goals and tasks; trends, results of introduced changes and realization of plans; identifying problems to be tackled; providing analyses of products, employees, regions; providing analyses of deviations from the realization of plans for particular organizational units or individuals;
- Creating or improving relations with customers, mainly: adequate knowledge about customers for sales representatives so that they could promptly meet their customers’ needs and identifying market trends;
- Analyzing and improving business processes and operational efficiency of an organization.
- Providing knowledge and experience which emerged while developing and launching new products onto the market; providing knowledge on particular business processes. [5].

The BI applications use the "OLAP" (On-Line Analytical Processing) technology and Data Mining for advanced analyses. Data Mining allows searching of correlations in large volumes of data, which were not known in advance. The ultimate goal is to provide readable, well-organized, analyzable and readily available information from the maximum number of corporate databases and external sources, which can be utilized in the management [6].

CI represents a set of following activities: definition, collection, analysis and distribution of information and knowledge about clients, competitors and other aspects of the external environment surrounding the organization. These activities are carried out in order to reduce the risk of threats from external business environment, mapping potential opportunities and reaching competitive position.

If we ask ourselves the question what difference there is between CI and BI, the correct answer is that the difference is not very significant. The basis for this assertion is the understanding of the meaning of "intelligence" as the ability to use knowledge assets in action. In our case, these actions relate to the strategic management of an organization.

Thus, the CI only represents another development step, introducing into management sophisticated working methods in connection with the development of advanced technologies for contextual search in external information sources throughout the Internet.

CC is sharing HW and SW means via networks, changing the traditional IT processes and business models. It allows a more efficient use of computing and other data center sources and service providers and brings users to meet their requirements for the speed of the deployment of services, their quality and availability at a transparent price [4]. As already stated above, CC is based on virtualization. Storage, servers, applications and desktops are separated from the actual physical information infrastructure of the business. Virtualization enables greater efficiency and flexibility of IT while reducing IT costs. CC also brings benefits and risks. Benefits of CC:

- The applications or services are provided from centralized data centers through a network, thereby eliminating the software management on each PC.
- Users are not required to know the technology, nor manage its operation on their own. Access to applications and data located on a server is facilitated through a web browser (SaaS - Software as a Service).
- HW can also be provided as a service (IaaS - Infrastructure as a Service). The same applies to the computing platform (PaaS - Platform as a Service).
- Dynamically scalable resources and elasticity.
- Reducing financial costs; the provider supplies the product to multiple users (multitenancy).
- CC changes ICT to a service. Computing power becomes a commodity that we buy and scale as needed.

Limiting factors of CC:

- A possible risk of failing to maintain permanent operation of IT via the Internet – reliability.
- Increased costs for the transfer of large volumes of data.
- Concerns about the security of sensitive data and data in general.
- Lack of control over one's own data, valuable data located off the company.
- Problems with managing permissions and roles with growing company portfolio of CC applications.

A very important contribution of CC for the customer is the transfer of risk and responsibility to the service provider. The supplier is responsible for implementation, audit, security, monitoring, necessary capacity plan, maintenance and support, as well as for availability management.

By using the CC, one can solve the problem of SMEs - lack of availability of many ICT due to their prices and the required infrastructure. In the current economic situation,
CC offers SMEs a viable solution to secure access to the necessary technologies [7].

Currently, CC services offer on-line provision of virtually all software products that can be virtualized into the cloud.

Users no longer have to worry about the management of applications, servers and computer networks and can focus on selecting the range and quality of services purchased from the provider, measuring their use and the prices they pay.

V. CONCLUSION

A company's global strategy is currently an active strategy. Its quality is dependent on the support of the existing IS. If the IS/IT are well designed and used, they may affect the company's competitiveness. The goal is an interconnection between the development of the information system and the global strategies of a company or an institution [8].

The ICT has become a necessary tool for enterprises, public administration and citizens in most countries. Good strategic management of companies and institutions is conditional upon continuous IS management and maintaining its integrity.

In EU-25, there are approximately 23 million SMEs, representing 99% of all EU companies and providing jobs to approximately 75 million people [9].

The significant role of SMEs is certainly beyond any doubt. It is the ability to respond quickly to changing conditions or absorb free labor that is seen as irreplaceable. SMEs struggle to gain access to capital. This problem persists despite the fact that commercial banks in recent years show a growing interest in these otherwise risky clients that mostly want relatively small loans. The above suggests that capital-intensive investment in ICT is often not a priority for the management of these companies [10].

Changes in company strategy and processes require changes in hardware, software, data storage sites and telecommunication equipment. The quality of business processes is often dependent on the capabilities and features provided by company IS.

Sufficient amount of information nowadays becomes the key factor for success in all fields of human activity. However, obtaining information as such is not enough; they must meet certain parameters. Valuable, meaningful piece of information is one which is provided at the right time and the right place, which it is relevant, correct, complete, and meeting many other requirements.

Projections suggest that in the next decade, we should expect a very rapid development in conventional as well as unconventional approaches to IT and information processing. Possible results are not attractive only in terms of technology, but they can significantly contribute to cost savings and increased productivity in all areas of business and management [11].
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Abstract—This paper is devoted to the analysis of the Big Data phenomenon. It is composed of seven parts. In the first, the growing role of data and information and their rapid increase in the new socio-economical reality, are discussed. Next, the notion of Big Data is defined and the main sources of growth of data are characterized. In the following part of the paper the most significant possibilities linked with Big Data are presented and discussed. The next part is devoted to the characterization of tools, techniques and the most useful data in the context of Big Data initiatives. In the following part of the paper the success factors of Big Data initiatives are analyzed, followed by an analysis of the most important problems and challenges connected with Big Data. In the final part of the paper, the most significant conclusions and suggestions are offered.

I. INTRODUCTION

Increasing amounts of data are streaming into contemporary organizations as a result of the rapidly growing quantity of data being generated not only by the organizations themselves but also in the organizations’ business environments by both their stakeholders and other entities operating there. Thus, it is in this context that such expressions as “a data-centric world” have become more and more common [1].

The above mentioned processes are significant elements of the socio-economical changes taking place worldwide, where the extremely dynamic development of increasingly powerful and pervasive information technology has an important role to play. Advancements in this field have been a significant catalyst for the transformation of the contemporary economy and the emergence of an “interconnected economy”. This new type of economy, in the resource dimension, is a knowledge-based economy, where the most meaningful form of capital is intellectual capital [2]. Under these conditions, from an organization’s point of view, the ability to collect the right data and information and to transform it effectively into useful knowledge becomes an increasingly important issue.

Recently, the field of information technology has begun to enter into a new era, as a result of the intensification of the progress being made there. It is an era where processing power and data storage have become virtually free, while networks and cloud-based solutions provide users with global access and pervasive services. As a result of these processes, Big Data sets are being generated which have grown exponentially in size [3]. In 2012, about 2.5 exabytes of data were created every day, with this amount doubling about every forty months [4]. Generally, 90% of the global data in existence has been created over the last two years [5].

As a result, the amount of data and information available for organizations for analysis is exploding [4]. This provides organizations with completely new operating possibilities, while simultaneously generating numerous new challenges. In this context the term “Big Data” has emerged and is being used more and more commonly in the business world.

II. BIG DATA AND THE MOST IMPORTANT SOURCES OF THE GROWTH OF DATA

The term Big Data is not universally understood and applied, leading to various approaches to analyzing it. According to the Leadership Council for Information Advantage, this term is not precise “(...) it’s a characterization of the never-ending accumulation of all kinds of data, most of it unstructured. It describes data sets that are growing exponentially and that are too large, too raw or too unstructured for analysis using relational database techniques” [6]. On the other hand, NewVantage Partners describes Big Data as “a term used to describe data sets so large, so complex or that require such rapid processing (sometimes called the Volume/Variety/Velocity problem), that they become difficult or impossible to work with using standard database management or analytical tools” [8]. It is important to underline that Big Data not only relates to the storage and consumption of original content but also to the data connected with this consumption [9].

Generally, there have been some significant trends that have caused a considerable increase in data generation [7]. The first trend, the growth in traditional transactional databases is chiefly connected with the fact that organizations are collecting data with greater granularity and frequency. This is due to various reasons such as the increasing level of competition, increasing turbulence in the business environment and the growing expectations of customers. All of these factors require organizations to react rapidly and with maximum flexibility to the changes taking place and then adjust to them. In order to be able to do this, they are forced to conduct more and more detailed analysis concerning marketplaces, competition and the behavior of consumers [7].

The second trend, the increase of multimedia content, is connected with the rapid increase in the use of multimedia in the various industries of the contemporary economy, such as the health care sector where over 95 % of the clinical data
generated is in video format. Generally, multimedia data already accounts for over half of Internet backbone traffic and it is predicted that this share will grow to 70% by the end of 2013 [7].

The next trend which has caused a growth in the amount of data being generated is the development of the phenomenon called “The Internet of Things”, where the number of physical objects or devices that communicate with each other without any human interference is increasing at a fast pace. They link with each other in a wired or wireless manner, often using IP protocols. As they are equipped with various sensors or actuators they collect and send huge amounts of data [10]. By 2015 the amount of data generated from the ‘Internet of Things’ will grow exponentially as the number of connected nodes deployed in the world is expected to grow at a rate of over 30% per year [7].

Social media is the next extremely significant source of the increase of data. Facebook users alone generate huge amounts of data. In 2011 the 600 million active users of this social platform spent over 9.3 billion hours a month on the site, with the average Facebook user generating 90 pieces of content (photos, notes, blog posts, links, or news stories) [7]. A year later the number of Facebook users reached 1 billion. Research conducted at the beginning of 2012 showed that if only messages are considered, users receive an average of nearly twelve messages a month, and send nine [11]. In the case of YouTube, every minute 24 hours of video is uploaded, while over the same timeframe Twitter users send 98000 tweets [7], [12]. In addition, smart phones are playing an increasingly important role in social networks. Although the penetration of social networks is increasing for both PCs and smartphones, it is significantly higher for smartphones. If frequent users are considered in the case of PC’s it is 11% p.a while in the case of smartphones it is 28% p.a [7]. This has caused a rapid increase in mobile data traffic which doubled between the third quarter of 2011 and the third quarter of 2012. It is predicted that mobile data traffic will grow twelve fold by 2018 [13].

III. OPPORTUNITIES AND BENEFITS CONNECTED WITH BIG DATA UTILIZATION

The development of the Big Data phenomenon and its associated tools and techniques, is not something which has been separated from the wider processes which have been taking place in organizations over recent years. In fact, it is becoming more and more common in organizations concerned with the field of analytics and has significantly expanded the possibilities available within the scope of business intelligence (BI) tools.

Given their role in providing organizations with numerous possibilities and opportunities in the sphere of analytics, business intelligence systems are well suited for aggregating and analyzing structured data [14]. But there are, however, some types of analyses that BI can not handle. These mainly relate to situations where data sets become increasingly diverse, more granular, real-time and iterative.

Such types of unstructured, high volume, fast-changing data, pose problems when trying to apply traditional approaches based on relational database models. As a result, it has become apparent that there is growing demand for a new class of technologies and analytical methods [6].

There are many diverse benefits arising from the utilization of Big Data, depending on the sector of the economy, as has been confirmed by the results of research conducted by the McKinsey Global Institute. These results show the transformational potential of Big Data in such diverse domains as health care, public sector administration, retail, manufacturing and personal location data [7]. According to the results of a survey conducted in summer 2012 by NewVantage Partners, among C-level executives and function heads from many of America’s leading companies, there are seven basic groups of benefits connected with Big Data initiatives. Better, fact-based decision making (22%) and an improved customer experience (22%) are the most important of these benefits, coupled with the overall message that the expectation is to make better decisions faster. The other groups of benefits include: increased sales (15%), new product innovations (11%), reduced risk (11%), more efficient operations (10%) and higher quality products and services (10%) [15].

Organizations use Big Data platforms to give them answers to important questions in seconds rather than months. Thus, the key value of Big Data is to accelerate the time-to-answer period, allowing an increase in the pace of decision-making at both the operational and tactical levels [14], [15]. An extremely important new element, in the context of decision-making, connected with the Big Data phenomenon, is the possibility for constant business experimentation to guide decisions and test new products, business models, and customer-oriented innovations. Such an approach even allows, in some cases, for decision making in real-time. There are many examples of companies using this in practice. For example multifunctional teams in Capital One perform over 65,000 tests each year. They experiment with combinations of market segments and new products. The online grocer FreshDirect adjusts, on a daily basis or even more frequently, prices and promotions based on online data feeds. Tesco is another example. This company gathers transaction data on its millions of customers through a loyalty card program and uses it to analyze new business opportunities. For example, it looks at how to create the most effective promotions for specific customer segments and how to inform them about decisions concerning pricing, promotions, and shelf allocation [17]. Walmart is another example. This company created the Big Data platform (The Online Marketing Platform) which is used, among other things, to run many parallel experiments to test new data models [16]. Also such dot-com giants as Amazon, eBay and Google have been using testing in order to drive their performance [17].

According to the McKinsey Global Institute, five key ways in which Big Data creates value for organizations can be distinguished [7]:

• creating transparency by integrating data and making it more easily accessible to all relevant stakeholders,
• enabling experimentation to discover needs, expose variability, and improve performance,
• segmenting populations in order to customize actions,
• replacing or supporting human decision making with automated algorithms,
• innovating new business models, products and services.

Generally, the results of the research conducted in February 2012 among 607 executives from around the world by the Economist Intelligence Unit confirm the value of Big Data utilization by companies. The surveyed executives claim that Big Data initiatives have improved the performance of their organizations over the past three years by around 26%. Simultaneously they expect that such initiatives will improve performance by an average of 41% over the next three years [18]. In addition, it is worth noticing that according to the results of the research of Brynjolfsson et al., firms where decision making is based on data and business analytics have 5-6% higher output and productivity. Decision making based on data and business analytics also impacts on other performance measures such as asset utilization, equity return and market value [18].

As in the case of BI initiatives Big Data systems have been used for two purposes - human decision support and decision automation. According to the results of the above mentioned research conducted by the Economist Intelligence Unit, Big Data is used, on average, for decision support 58% of the time and for decision automation around 29% of the time, based on the level of risk connected with the decision [14].

IV. TOOLS, TECHNIQUES AND THE MOST USEFUL DATA IN THE CONTEXT OF BIG DATA INITIATIVES

The effective implementation of Big Data initiatives requires an undertaking of appropriate organizational actions, including ensuring organizations are provided with all the necessary resources to enable analysis of the ever-growing data sets to which they have access. In this context, the application of proper techniques and technologies is one of the key issues. In practice, organizations use many various techniques and technologies to aggregate, manipulate, analyze, and visualize Big Data. They come from various fields such as statistics, computer science, applied mathematics, and economics. Some of them have been developed intentionally and some of them have been adapted for this purpose. Examples of techniques utilized for the analysis of Big Data are: A/B testing, data fusion and data integration, data mining, machine learning, predictive modeling, sentiment analysis, spatial analysis, simulation or time series analysis. Examples of technologies used to aggregate, manipulate, manage, and analyze of Big Data are: Big Table, Cassandra, Google File System, Hadoop, Hbase, MapReduce, stream processing, visualization (tag cloud, clustergram, history flow, spatial information flow) [7].

Increasingly, there are a number of new analytical toolkits for the analysis of Big Data. Examples of such solutions are [19]:

• Alterian, TweetReach (network intelligence tools for real-time analysis of the reactions and responses to changes of industry players),
• NM Incite, Social Mention, SocMetrics, Traackr, Tweetpi (sentiment analysis tools for estimating the buzz around a product or service, influencer intelligence tools for identifying key influencers and targeting for marketing or insights),
• Attensity, Autonomy (live testing tools for getting direct feedback from users on new products or ideas, data mining tools for text-analytics to estimate market size).

In addition, a very important element of Big Data initiatives is properly trained people. In this context, a specific type of worker is indicated, known as data scientists, who are properly trained to work with Big Data. In practice, it means that they should be people who know how to discover the answers to an organization’s key questions from huge collections of unstructured data. These people should be a hybrid of analyst, data hacker, communicator and trusted advisor [20]. In addition to analytical abilities and substantial and creative IT skills, they should be close to the products and processes inside the organization [21]. As the acquisition of in-depth domain knowledge from data scientists typically takes years [14], most organizations build platforms to close the gap between the people who make decisions and data scientists, such as that created by Walmart - the Social Genome Platform. It facilitates cooperation among buyers, merchandisers, product managers and other people who have worked in retail for years and data scientists [22].

In addition to proper techniques, tools and people, the basic resource required for Big Data initiatives is appropriate data. As was mentioned earlier, a lot of data from various sources is currently flowing into contemporary organizations but not all Big Data sets are equally valuable. Business activity data such as sales, purchases, costs etc. is definitely the most important source of data. Office documentation is the second key source of data, closely followed by social media. In certain sectors such as healthcare, pharmaceutical, and biotechnology, data sets from social media are more important that those from office documentation. The other important types of data sets include: point-of-sale data, website clickstream data, RFID/logistics data, geospatial data, telecommunications data, telemetry data [18].

V. SUCCESS FACTORS OF BIG DATA INITIATIVES

Through an analysis of implemented Big Data initiatives, various success factors can be determined, each with their own set of recommendations. Marchand and Peppard have identified five important guidelines for the success of a Big Data project. They include [24]:

1. Placing people at the heart of the Big Data initiative.
2. Emphasizing information utilization as the way to unlock value from information technology.
3. Equipping IT project teams with cognitive and behavioral scientists.
5. Worrying more about solving business problems than about deploying technology.

Based on their experiences gained from cooperation with companies from data rich industries, Barton and Court, on the other hand, came to the conclusion that full exploitation of data and analytics requires three capabilities [25]:
1. Choosing the right data. In this context two aspects are important: creative sourcing of internal and external data and upgrading IT architecture and infrastructure for easy data merging.
2. Emphasizing information utilization as the way to unlock value from information technology. In this context two aspects are important: focusing on the biggest drivers of performance and building models that balance complexity with ease of use.
3. Equipping IT project teams with cognitive and behavioral scientists. In this context two aspects are important: creating simple, understandable tools for people on the front lines and updating business processes and developing capabilities to enable tools utilization.

According to Barth et al., organizations that benefit from Big Data base their activities on three fundamental issues [21]:
1. Paying attention to data flow as opposed to stocks.
2. Relying on data scientists and product and process developers rather than data analysts.
3. Moving analytics away from the IT function, into core business, with operational and production functions.

VI. THE MOST SIGNIFICANT OBSTACLES AND CHALLENGES CONNECTED WITH BIG DATA

As with other IT-related initiatives, Big Data also has its own set of problems and challenges. The Economic Intelligence Unit research mentioned earlier indicates some of the impediments to the effective utilization of Big Data for decision-making [14]. “Organizational silos” were the most significant barrier (55,7%), which result from the fact that data connected with particular organizational functions (i.e. sales, distribution etc.) are collected in “function silos” rather than pooled for the benefit of the entire company. The second (50,6%), although no less important, issue is the lack of appropriately skilled people (data scientists) prepared to analyze data. The third aspect (43,7%) is the excessively long time it takes organizations to analyze huge data sets. As was mentioned earlier, organizations expect to be able to analyze and act on data in real time. The fourth barrier (41,7%) is the difficulties concerned with the analysis of ever increasing amounts of unstructured data. Finally, the inability of senior management to view Big Data in a sufficiently strategic way (34,9%) is the fifth key impediment [14].

McAfee and Brynjolfsson indicate five management challenges which prevent organizations from reaping the full benefits of Big Data utilization. They are: leadership, talent management, technology, decision making, company culture.

When considering leadership, having more or better data does not guarantee success. The leaders still have to have a vision of the organization’s development, set clear goals, understand the market, etc. Big Data changes the way organizations make many of their decisions. Talent management is connected with the necessity of providing the organization with the right people (such as data scientists) who are prepared to work with huge sets of data. The next challenge relates to the problem of assuring the data scientists have the proper tools to handle the Big Data. Although the technology alone is not enough to succeed in Big Data initiatives, it is a necessary part of it. The next challenge is connected with the problem of ensuring there are mechanisms in place to guarantee that the information and the relevant decision-makers are in the same location. It is important to make sure that the people who understand the problems are able to use the right data and to work with people who have the necessary problem solving skills.

The final challenge is connected with changes related to organizational culture. The key issue in this context is to make decisions as data-driven as possible, instead of basing them on hunches and instinct [4]. It is worth mentioning that the significance of such cultural transformation is also mentioned in other research e.g. that concerning sectoral Big Data projects [23].

In addition, the numerous challenges connected with data and legal rights should be noted. They relate to such issues as copyright, database rights, confidentiality, trade marks, contract law, competition law [1]. There is another important challenge also connected with legal aspects. It relates to the transparency in data collection practices. A further important risk is around the utilization of Big Data to increase the automation of decision-making. There is one more important danger which is underlined in the context of Big Data. It is connected with the fact that Big Data might not be providing the whole picture for a particular situation. There are several reasons for this i.e. biases in data collection, exclusions or gaps in data signals or the constant need for context in conclusions [26].

At the same time, existing pre-Big Data challenges and threats are still developing, such as the problem of securing collected data and information. These issues chiefly relate to the problem of how to protect competitively sensitive data and data that should be kept private by organizations (e.g. various types of consumer data) [7]. As a result, the problems connected with the broadly defined security of the IT infrastructure of organizations and protection against various attacks becomes an even more important issue than previously [27]. The increasing dependence, as a result of the Big Data phenomenon, of organizations on the efficient and reliable functioning of their IT infrastructure, means that securing it has become even more important.

VII. CONCLUSIONS

The rapidly growing amount of data which organizations have at their disposal and the opportunities connected with its practical utilization are increasingly changing the processes relating to making decisions at various organizational
levels. Thus, Big Data offers huge potential to positively impact on the functioning of organizations generally and gives them a competitive advantage. Companies are now trying to utilize to an even greater degree the opportunities and chances that are emerging.

But if initiatives aimed at the practical usage of Big Data sets are to be successful at giving an organization a competitive advantage and be of value, it is not enough to just collect and own the appropriate data sets. In fact, this is only the starting point of every Big Data initiative. Further essential elements are suitable analytical models, tools, skilled people, and organizational capabilities. Lack of all of these necessary components can lead to a situation whereby instead of expected benefits there is only disappointment and a belief that Big Data initiatives are only the next wave in a long line of management fads.

Generally, although Big Data solutions have a huge potential for both commercial organizations and governments, there is uncertainty concerning the speed with which they can be utilized in a secure and useful way [3].
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DURING the last decade agent systems have been constantly developed and many approaches were successful in such areas as transport, decision support, distributed monitoring and control systems, computation. Such, imminent features of the agents like autonomy or task-orientation assured the result. These (and others) features of the agent systems may be further extended to produce new paradigms for constructing scalable computing systems with focus on grid computing, cloud computing, resilient control and monitoring systems, SCADA and many more.

It is also worth noticing, that hardware available several years ago, such as computing clusters, are nowadays outperformed by simple desktop sets or even portable computers. Even environment appliances such as gaming consoles or GPUs may be used to perform complex computations in parallel, much faster than even multi-core CPUs. Such a plethora of possibilities calls for promotion and dissemination of results and ideas connected or inspired by agent-based systems or their features.

TOPICS

For the “Agent Day” Session we would like to give guidance in the subject, as the following topics, that do not exhaust all the possibilities:

- multi-agent management, scheduling, load-balancing
- multi-agent computation and simulation
- stochastic and structural modeling of complex systems
- distributed and grid computing
- software reuse in complex systems
- GPU and gaming consoles for computing
- nature-inspired, evolutionary and memetic computing
- scalability, extendability, resilience in complex systems
- mobile robotics
- data-intensive computing
- various application of multi-agent systems

STEERING COMMITTEE

Cetnarowicz, Krzysztof, AGH University of Science and Technology, Poland
Dobrowolski, Grzegorz, AGH University of Science and Technology, Poland

DOBRZONIECKI, Joanna, AGH University of Science and Technology, Poland
Nalepa, Grzegorz J., AGH University of Science and Technology, Poland

PROGRAM COMMITTEE

Ambroszkiewicz, Stanisław, Institute of Computer Science, Polish Academy of Sciences, Poland
Atzmüller, Martin, Kassel University, Germany
Bureczynski, Tadeusz, Cracow University of Technology, Poland
Burguillo Rial, Juan Carlos, University of Vigo, Spain
Byrski, Aleksander, AGH University of Science and Technology, Poland
Canadas, Joaquin, University of Almeria, Spain
Carvalho, Marco, Florida Institute of Technology, United States
Cervena, Radovan, Whitestein Technologies AG
Cetnarowicz, Krzysztof, AGH University of Science and Technology, Poland
Cotta, Carlos, University of Malaga, Spain
Dajda, Jacek, AGH University of Science and Technology, Poland
Danoy, Gregoire, University of Luxembourg, Luxembourg
Dobre, Ciprian, Politehnica of Bucharest, Romania
Dobrowolski, Grzegorz, AGH University of Science and Technology, Poland
Eleftherakis, George, The University of Sheffield International Faculty, CITY College, Greece
Florea, Adina Magda, University Politehnica of Bucharest, Romania
Gong, Simon, University of Macau, Macao S.A.R., China
Grzech, Adam, Wroclaw University of Technology, Poland
Kaleta, Mariusz, Warsaw University of Technology, Poland
Kisiel-Dorohinicki, Marek, AGH University of Science and Technology, Poland
Kliazovich, Dzmitry, University of Luxembourg, Luxembourg
Kołodziej, Joanna, Cracow University of Technology, Poland
Koukam, Abder, IRTESE-T Université de Technologie de Belfort Montbéliard, France
Letia, Ioan Alfred, Technical University of Cluj-Napoca, Romania
Ligęza, Antoni, AGH University of Science and Technology, Poland
Michalewicz, Zbigniew, University of Adelaide, Australia
Nalepa, Grzegorz J., AGH University of Science and Technology, Poland

ORGANIZING COMMITTEE

Byrski, Aleksander, AGH University of Science and Technology, Poland

Agent Day 2013
Nawarecki, Edward, AGH University of Science and Technology, Poland
Negru, Viorel, West University of Timisoara, Romania
Ogiela, Marek, AGH University of Science and Technology, Poland
Pecero Sanchez, Johnatan, University of Luxembourg, Luxembourg
Schaefer, Robert, AGH University of Science and Technology, Poland
Skowron, Andrzej, University of Warsaw, Poland
Sycara, Katia, Carnegie Mellon University, United States
Toczyłowski, Eugeniusz, Warsaw University of Technology, Poland
Wegrzyn-Wolska, Katarzyna, ESIGETEL, France
Wojtusiak, Janusz, George Mason University, United States
Learning sensors usage patterns in mobile context-aware systems

Szymon Bobek∗, Krzysztof Porzycki†, Grzegorz J. Nalepa‡
AGH University of Science and Technology
Al. Mickiewicza 30, 30-059, Krakow, Poland
∗szymon.bobek@agh.edu.pl, †kporzyck@student.agh.edu.pl, ‡gjn@agh.edu.pl

Abstract—Context-aware mobile systems have gained a remarkable popularity in recent years. Mobile devices are equipped with a variety of sensors and become computationally powerful, which allows for real-time fusion and processing of data gathered by them. However, most of existing frameworks for context-aware systems, are usually dedicated to static, centralized architectures, and those that were designed for mobile devices, focus mainly on limited resources in terms of CPU and memory, which in nowadays world is no longer a big issue. Mobile platforms require from the context modelling language and inference engine to be simple and lightweight, but on the other hand – to be powerful enough to allow not only solving simple context identification tasks but also more complex reasoning. These, with combination of a large number of sensors and CPU power available on mobile devices result in high energy consumption of a system. The original contribution of this paper is a proposal of an intelligent middleware for mobile context-aware frameworks, that is able to learn sensor usage habits, and minimize energy consumption of the system.

I. INTRODUCTION

Research in the area of pervasive computing and ambient intelligence aims to make use of context information to allow devices or applications behave in a context-aware, thus “intelligent” way. Dey [1] defines context as “any information that can be used to characterize the situation of an entity. The information in Dey’s definition may be: (1) location of the user (spatial context), (2) presence or absence of other devices and users nearby, or collaboration with other users (social context), (3) time (temporal context), (4) user behavior or activity, and possibly (5) any other environmental data gathered by microphones, light sensors, etc.

The variety of sensors available on nowadays mobile devices allow for complex context-based reasoning, but at the same time requires a lot of resources and energy.

Although there are many frameworks and middlewares developed for context-aware systems [2], [3], [4], they do not provide full support for all of the challenges that we believe are crucial for mobile computing (e.g. smartphones or tablets), with respect to the context modelling and context-based reasoning. Those are:

Energy efficiency – most of the sensors, when turned on all the time, decrease the mobile device battery level very fast. This reflects on usability of the system and ecological aspects regarding energy saving.

Data privacy – most of the users do not want to send information about their location, activities, and other private data to external servers. Hence, the context reasoning should be performed by the mobile device itself.

Resource limitations – although mobile phones and tablets are becoming computationally powerful, the context aware system has to consume as low CPU and memory resources as possible in order to be transparent to the user and other applications.

System responsiveness – in mobile environment context changes very fast. Hence, no delays are admissible in processing contextual data.

Context data distribution – in mobile pervasive environments many devices produces huge amount of contextual information, hence the quality measures should be developed and distribution methods designed to fit characteristics of such unstable and dynamic network [5].

All of these require from the modelling language and inference engine to be simple and lightweight. On the other hand, the model should be powerful enough to allow not only solving simple context identification tasks but also more advanced context processing and reasoning.

This gives motivation for developing a solution that will allow for using advanced reasoning and modelling techniques, with as low energy cost as possible. The original contribution of the paper is a proposal of an intelligent middleware for mobile context aware frameworks, that is able to learn sensor usage habits, and minimize energy consumption of the system.

The rest of the article is organized as follows: In Section II an existing context aware systems and frameworks are presented, and the motivation of the paper is given. The architecture that can be used in combination with our approach is presented in Section III. The Section IV discusses the learning algorithm used for intelligent middleware and Section V presents an evaluation of the algorithm. Finally, summary and directions for future work are given in Section VI.

II. STATE OF THE ART AND MOTIVATION

In recent years, a lot of development was devoted to build applications that use mobile devices to monitor and analyse various user contexts. The availability of application distribution platforms for common mobile operating systems, e.g. Google Play for Android stimulated the popularity and adoption of such solutions. However, most of them focus only on a very narrow application area of context awareness. Most of them are end user applications, and not more generic
frameworks. Some selected representative cases are briefly described below.

A. Context aware systems

The SocialCircuits platform [6] uses mobile phones to measure social ties between individuals, and uses long- and short-term surveys to measure the shifts in individual habits, opinions, health, and friendships influenced by these ties.

Jung [7] focused on discovering social relationships (e.g., family, friends, colleagues and so on) between people. He proposed an interactive approach to build meaningful social networks by interacting with human experts, and applied the proposed system to discover the social networks between mobile users by collecting a dataset from about two millions of users. Given a certain social relation (e.g., isFatherOf), the system can evaluate a set of conditions (which are represented as propositional axioms) asserted from the human experts, and show them a social network resulted from data mining tools.

Sociometric badge [8] has been designed to identify human activity patterns, analyse conversational prosody features and wirelessly communicate with radio base-stations and mobile phones. Sensor data from the badges has been used in various organizational contexts to automatically predict employee’s self-assessment of job satisfaction and quality of interactions.

Eagle and Pentland [9] used mobile phone Bluetooth transceivers, phone communication logs and cellular tower identifiers to identify the social network structure, recognize social patterns in daily user activity, infer relationships, identify socially significant locations and model organizational rhythms.

Beside research projects, there exist also a variety of application that are used for gathering information about context from mobile devices, like SDCF [10], AWARE 1, JCAF [11], SCOUT [12], ContextDriod [13], Gimbal 2. These are mostly concerned with low-level context data acquisition from sensors, suitable for further context identification. On the other hand, they do not provide support nor methodology for creating complex and fully customizable context-aware systems and do not provide any mechanisms for limiting energy consumption of the system.

What is more, all of the approaches described above use their own dedicated methods for gathering and maintaining context. These methods are mostly not applicable for reuse, or their functionality is limited to simple context matching. Some of the systems do not provide any support for context modelling nor context reasoning, limiting their functionality only to identifying and collecting contextual information.

B. Context aware frameworks

To solve the issue of reusability of the system, a lot of frameworks were designed. These frameworks are based on many different architecture paradigms which pros and cons in terms of energy efficiency, responsiveness, and privacy were presented in this Section.

The system described in [14] uses direct sensor access architecture which is usually not very energy efficient, however it preserves privacy issues, since no communication with external servers is usually needed, and the interpretation of the sensor data as well as reasoning is performed directly on the host device.

The CoBrA system [15] was built on centralized context server architecture. This approach is especially useful when a context-aware system is composed of many mobile devices with limited resources. The server relieves mobile agents from performing reasoning tasks. On the other hand, one has to consider privacy issues connected with sending private contextual data to remote server, quality of service issues, etc. This approach is also characterized with rather low responsiveness that stems from a possible lack of network connection or communication delays.

Service oriented architecture with combination of distributed architecture was used in SOCAM [16] system. In context-aware applications this architecture is used mainly in pervasive environment, where variety of context information from many different sources has to be processed. This architecture usually does not preserves privacy nor energy efficiency issues since usually it assumes communication over the web between each of its elements. Although SOCAM provides architecture for distributed mobile systems, it mostly solves problems of a low memory and CPU power of mobile agents, which nowadays is no longer a big issue for most of the mobile devices like smart-phones or tablets. On the other hand, energy efficiency issue is still a big problem, which was not addressed by none of the solutions described in this Section.

This gives motivation for developing an architecture that will allow for advanced context-based reasoning and modelling, but at the same time allow for minimizing energy usage costs of sensors that are needed in such reasoning. An overview of the proposed system is presented in following Section.

III. INTELLIGENT MIDDLEWARE APPROACH

The proposed solution incorporates an idea of a mobile device as an autonomous context-aware entity, equipped with intelligent middleware layer and context-based inference layer. The intelligent middleware act as a proxy between context sources and inference layer. It is able to learn sensor usage patterns and thus adjusting sampling rates to significantly improve energy consumption of the system (See Section IV).

The architecture of a system that may use intelligent middleware approach should consist of three main elements:

1) sensors layer – responsible for gathering data from sensors and performing initial preprocessing of them,
2) inference layer – responsible for context based reasoning and knowledge management, and
3) intelligent middleware layer – acting as an intelligent proxy between sensors layer and the inference layer.

The Sensor Layer gathers data directly from mobile device sensors. Due to the different possible sensor types (GPS, Accelerometer, Bluetooth), different methods for interpreting

1http://www.awareframework.com
2https://www.gimbal.com/
these data are required. Hence, each sensor has its own interpreter module that is responsible for initial preprocessing of the raw data. Data preprocessing is triggered by the intelligent middleware.

The Interpretation Layer is responsible for performing reasoning, based on the model (knowledge base) and the working memory elements (facts). The inference engine may be a rule engine, first-order logic reasoner, probabilistic inference module, or any other custom approach. However, we argue, that to allow more complex reasoning tasks than just simple context classification, the best choice is lightweight rule engine [17].

The Intelligent Middleware is responsible for exchanging information between sensors layer and inference layer. The working memory is shared between all models stored within the inference layer, acting as a knowledge cache. Therefore, it minimizes the number of required requests to the sensors layer, improving power efficiency of the entire system.

The idea of separating Intelligent Middleware from inference layer is that it is able to learn sensors usage habits, and in consequence adapt itself to the individual device characteristics. It automatically generates a model of usage habits from historical data and based on that model data it adjusts the sampling rates for the sensors appropriately. It improves power efficiency of the system, since sampling rates are not fixed, but leaned from the usage patterns. On the other hand it may help in increasing responsiveness of the system, since the learned model allows predicting not only future sensor activity, but also context-aware application needs. Hence, it is possible to get the desired context in advance, before the application actually requests it. It can be especially useful in cases when context cannot be obtained by the middleware directly from the sensor layer, but has to be for example downloaded over the internet. However in this paper we focus only on the power efficiency advantage of the usage of the intelligent middleware approach.

The following sections describes in details the learning algorithm used, and provide an evaluation on a simple use case scenario.

IV. LEARNING ALGORITHM

Input data. The algorithm takes as an input a vector of \( m \) percepts. Each percept is described by a pair \( (X_i, Y_i) \) interpreted respectively as time of percept and sensor activity state. Such a notation results in two vectors \( X, Y \) of size \( m \) such that \( \forall i \leq m 0 \leq X_i \leq 24 \land (Y_i = -1 \lor Y_i = 1) \).

Time equals numbers of hours passed since last midnight and percept is:

\[
Y_i = \begin{cases} 
-1 & \text{for inactive state} \\
1 & \text{for active state} 
\end{cases}
\]

Learning objective. Sensor activity depends largely on its stochastic and inaccessible environment. Being so, it is impossible to predict it with absolute certainty, however, often some part of its variance can be explained by time of a day. The algorithm proposed aims to exploit that possibility by finding a function determining probability of sensor usage given time of a day \( F(t) = P(X = 1|t) \). Problems of learning conditional probability are often addressed in Machine Learning by using logistic regression. The following paragraphs define necessary concepts and present the problem in terms of logistic regression with accordingly chosen parameters.

Hypotheses set. Finding objective function \( F(t) \) is achieved by searching a hypotheses set \( H \). Each function \( h \) in hypotheses set has to have the following properties:

1) be continuous,
2) be defined in range \( < 0; 24 > \),
3) \( h(0) = h(24) \),
4) return values in range \( < 0; 1 > \) (probability).

To perform search it is necessary to represent each function in \( H \) in a general form parametrized by some vector \( w \) of length \( 2n + 1 \), such that every combination of parameters in \( w \) will yield in a proper hypothesis \( h = H_w \). Such representation allows to transition from searching a set of functions to searching a linear space \( \mathbb{R}^{2n+1} \).

A representation that has the first three of required properties is given below:

\[
S(\omega, t) = \omega_0 + \sum_{i=0}^{n-1} (\omega_{2i+1} \cos \left( \frac{i \pi t + 12}{12} \right) ) + \sum_{i=0}^{n-1} (\omega_{2i+2} \sin \left( \frac{i \pi t + 12}{12} \right) )
\]

It may be understood as a sum of some first terms of Trigonometric Fourier Series parametrized by vector \( \omega \). Using only low frequency components is desirable because they are
most likely to describe habits of usage that usually occurs in long sequences of same actions. The only requirement left, that is – unbound return values, can be addressed by composing function \( S(\omega, t) \) with sigmoid function:

\[
\theta(x) = \frac{1}{1 + e^{-x}}
\]

The resulting and correct hypotheses set parametrized by vector \( w \) is given by formula:

\[
H_{\omega}(t) = \theta(S(\omega, t))
\]

**Interpreting hypothesis as probability**

Assumed interpretation that \( P(y = 1|x) = h(x) \) implies that \( P(y = -1|x) = 1 - h(x) \). Because \( h(x) = \theta(s(\omega, t)) \), and the properties of \( \theta \): \( \theta(s) = 1 - \theta(-s) \), the resulting probability formula is drawn:

\[
P(y|x) = \theta(y \ast S(\omega, t))
\]

This formula is based on the assumption made earlier, that \( y \) takes 1 for active and \(-1\) for inactive state.

**Learning input data** Out of all possible functions in the hypotheses set one has to be chosen in terms of its lowest cost. In order to perform such a selection a cost measure has to be defined. The suggested measure is a combined probability of all the observations in a learning set. The higher the combined probability the better a hypothesis describes the user habit that gave rise to such sensor readings. Derivation of final formula to be optimized: \( \max_{\omega} \prod_{i=0}^{m-1} P(Y_i|X_i) \) Maximizing an expression is equivalent to maximizing its logarithm:

\[
\begin{align*}
\max_{\omega} & \ln \prod_{i=0}^{m-1} \theta(Y_i \ast S(\omega, X_i)) \\
\max_{\omega} & \frac{1}{m} \ln \prod_{i=0}^{m-1} \theta(Y_i \ast S(\omega, X_i)) \\
\min_{\omega} & \frac{1}{m} \ln \prod_{i=0}^{m-1} \theta(Y_i \ast S(\omega, X_i)) \\
\min_{\omega} & \frac{1}{m} \sum_{i=0}^{m-1} \ln \left( \frac{1}{\theta(Y_i \ast S(\omega, X_i))} \right)
\end{align*}
\]

Formula in such a form is then subject to optimization. The optimization algorithm used in this case was gradient descend with initial \( \omega \) coefficients set all to 0. Fast convergence to unique value is always achieved thanks to minimized formula being always convex.

**V. EVALUATION**

We implemented a prototype of an intelligent middleware, that learns user habits based on the usage of device sensors (in this case a GPS sensor). We assumed that the GPS sensor is active if the speed of the device exceeds some fixed threshold, otherwise the sensor was assumed to be inactive. This reflects to the cases where someone was moving or not.

The learning and evaluation process is presented in Figure 2. We first performed an acquisition of the GPS sensor data and save it to SQLite database. We collected samples from 5 consecutive days, which later were preprocessing offline to be ready for the learning algorithm. The main aim of the preprocessing phase was to decide weather the GPS sensor was active or not, depending on the speed threshold. After the learning process was finished, we moved learned model back again to the mobile device and based on that, we were adjusting sampling rates of the sensors.

In the following Sections more details about implementation and evaluation results is presented.

**A. Implemented**

The prototype of the learning algorithm was written in Octave, and the evaluation of the learned model was performed on a Samsung Galaxy S II smartphone with Android 4.2 Jelly Bean installed.

The Octave learning phase was performed according to the learning algorithm described in Section IV. Fragment of a gradient descent source code responsible for learning parameters of the model is presented below.

```octave
for i=1:max_iterations,
    derivatives = zeros(nparams,1);
    for j=1:n_samples,
        product = -Y(j)*(X(j,:)*weights);
        error(i) += log(1+exp(product))/n_samples;
        sigm = sigmoid(product);
        for k=1:nparams,
            derivatives(k) = derivatives(k) +
```
During the evaluation phase, we used an Android device with a model of the sensor usage habits generated by the Octave algorithm. The algorithm that was adjusting sampling rates based on the learned model, performed following steps:

- Sample GPS sensor with a rate predicted by the intelligent middleware algorithm.
- When any movement is discovered, start sampling with the highest possible rate called baseFreq (we fixed this to be 1 second).
- After some fixed period of time called continuityThreshold (10 seconds in our approach), if no sensor activity was discovered, return to sampling rate predicted by the intelligent middleware algorithm.

The source code fragment responsible for this is presented below:

```c
if (timeFromLastActivity < continuityThreshold) {
    newFreq = baseFreq;
} else {
    float probability = middleware.getProbability(clockTime);
    int multiplier = (1.0f - probability) * scaleFactor + 1.0f;
    newFreq = baseFreq * multiplier;
}
if (newFreq != refreshFrequency) {
    rescheduleUpdatesFromProviders(newFreq);
}
```

### B. Results

We made experiments on two identical devices carried by the same person. One device was equipped with and intelligent middleware algorithm implemented and the other does not. Both devices were fully charged at the beginning of the experiment and was not recharged during it. We decided to use speed threshold equal to 5 km/h. With lower thresholds, the difference between intelligent middleware approach and the other one was hardly visible, because of the errors in GPS sensor readings which results in fake "active" states. As depicted in Figure 3, the intelligent middleware approach allowed for 50% battery saving than in case of the device without the algorithm implemented.

Figure 3 presents a proportion of the time that both devices worked on the battery. The right plot shows the time that the device without the intelligent middleware implemented worked, and the left plot presents a work time of the device with the intelligent middleware implemented.

The distance error which we define as a difference between the GPS samples generated in our approach and referenced samples generated by the approach without learning algorithm, is presented in Figure 4. The average distance error of the presented data equals 0.053 km. The high error in several places on the plot is a result of noisy readings of GPS sensor rather than an algorithm fault.

### VI. SUMMARY AND FUTURE WORK

In this paper we presented a prototype of an intelligent middleware approach that is able to learn sensor usage habits and adjust sensor sampling rates to minimize energy consumption of the context-aware system. The middleware was presented as a part of a context reasoning platform tailored to the needs of such intelligent distributed mobile computing devices. We argue that most of the existing solutions are not fully applicable to mobile architectures, and does not fulfil energy efficiency needs of context-aware distributed systems. The presented approach was designed to solve that issue, however we believe that it is suitable for predicting not only future sensor activity, but also context-aware application needs. Hence, it is possible to get the desired context in advance, before the application actually requests it. It can be especially useful in cases when context cannot be obtained by the middleware directly from the sensor layer, but has to be for example downloaded over the internet.

We used a logistic regression algorithm to learn sensor usage model form historical data. This allowed for adjusting sampling rates of the sensors according to usage probability.
Evaluation on a real device showed that we can gain up to 50% of energy saving using this algorithm. As a future work the implementation of the algorithm for an Android device is planned to allow real-time online learning and full evaluation of the intelligent middleware approach, not only for a GPS, but also other sensor like accelerometer, gyroscope, etc.

It is also planned to implement the learning algorithm that uses Markov chains, and compare it to existing implemen-tation. We plan to design and develop an architecture dedicated for mobile context aware applications equipped with an intelligent middleware layer and rule based inference layer provided by the HeaRT [18] inference engine, which is a lightweight rule-based engine that uses XTT2 [19] notation for knowledge representation. This will allow for lightweight reasoning [20] and also verification of context models [21]. We plan to incorporate and evaluate the middleware in the context-aware system for monitoring threats in urban environment proposed in [22]. We also believe that it would be valuable to compare challenges and problems in mobile context-aware computing with an area connected with research about wireless sensor networks [23]. This two fields of science can possibly benefit from exchanging solutions and ideas especially regarding energy efficiency and resource limitations issues.
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System Design and Implementation Decisions for ParaMoise Organisational Model

Abstract—ParaMoise is a novel organisational model that permits to specify parallel and concurrent systems’ organisation and reorganisation. Workflows, locks and multiple organisation managers are the entities that differentiate this model from its antecedent, the Moise framework. All these entities must be efficiently designed and implemented to ensure the practical usage of the theoretically formulated model. The main challenge here is the distributed synchronisation of workflows and locks, that will maximise the performance of the system. This paper presents and analyses different workflows and locks management approaches that can be used to achieve this goal: from basic centralised or middleware based solutions, towards truly decentralised coordination mechanisms.

I. INTRODUCTION

ORGANISATIONAL models are used in Multi-Agent Systems (MAS) to facilitate the teamwork between agents. They define the coordination and cooperation mechanisms between agents, resulting in a model that can be reused in various systems and environments, without need to create a custom solution for each of them. Additionally, a model of organisation enables to explicitly represent the social aspects of a MAS, which can be useful for both agents and external observers of the MAS.

Multiple organisational models were introduced [1]–[3], each of them with its own properties and assumptions about MAS architecture. The cited frameworks are notable, as they are general purpose and can fit into multiple domains that benefit from the MAS paradigm.

In this study, we further extend the MOISE [1] organisational model, which relies on a three dimensional description of the Organisation Specification (OS). The OS consists of a Structural Specification (SS) that describes roles together with their hierarchy and possible interactions, groups, and links between roles and groups, a Functional Specification (FS) that describes the schemas, further divided into goals, which are in turn grouped into missions, and a Deontic Specification (DS) that binds the SS and FS by a set of deontic modalities, which enforce or allow agents playing specific roles to commit to missions.

Moreover, MOISE clearly divides the general description of the organisation (OS) from the instantiation of that description, called Organisational Entity (OE). An OE consists of an OS, a set of agents, and the elements that create a valid instance of the OS using this set of agents, e.g. functions that determine the current assignment of agents to roles, groups, and missions, the set of currently existing groups, the set of applied deontic modalities.

The next step in the development of organisational models is considering the benefit and the cost of running an explicit organisation infrastructure in a system. The rationale for running an organisation is to facilitate reaching the desired states by the system. In case of a dynamic environment, it is likely that the organisation may decrease its efficiency due to changes in its environment. As a result, the reorganisation may be necessary to adapt the system [4]. The urge for the reorganisation can be especially important for large scale distributed systems, that may trigger reorganisation not only because of external environmental changes, but also due to internal events in MAS. Additionally, the concept of artifact, a general and abstract representation of object that can be perceived and used by agents, may be applied to represent organisation [5].

The state-of-the-art development in the field of modelling is ParaMoise [6], that enhances its predecessors by introducing novel concepts coming from the distributed and parallel computing field: workflows, locks, alternative or redundant execution paths, transactions, and failure handling mechanisms, as well as multiple managers of organisation. In effect, the resulting model offers more possibilities to execute parallel and concurrently, without removing or diminishing any of the properties of the antecedent models. The final goal of this development is improving the distribution properties of a MAS, which shall result in an increased performance and reliability, which are essential for dynamic, large scale systems.

However, ParaMoise is a theoretical approach, which application and performance will depend on a proper design and implementation of the proposed mechanisms. In this work, we aim to address this issue by discussing possible alternative designs. In this context, our contributions are the proposals of various design and implementation possibilities for the ParaMoise model divided into two groups:
a) Centralised: classical tools such as databases that supports transactions, which can be possibly seen as artifacts by MAS.

b) Decentralised: artifacts distributed among agents. In this context we consider that the responsible Organisation Manager (OrgManager) could host the organisational artifacts, which can be also delegated to a new auxiliary Organisation Carrier (OrgCarrier) role that sole purpose is to host the organisational artifacts. We also present the possible solutions for preventing deadlocks that can occur in case of multiple locks, followed by some further refinements of organisation to minimise the resulting synchronisation overheads. Finally, we highlight the impact of using distributed algorithms, as they give agents the possibility to choose the organisational artifact type according to their needs.

The rest of the article is organised as follows. Section II provides a state-of-the-art on ParaMoise, artifacts and distributed synchronisation. Section III presents a centralised solution approach that fulfils the basic requirements for the implementation, while section IV discusses the organisation distributions possibilities. Finally, section V describes the advantages of distributed artifacts and section VI concludes the paper.

II. STATE OF THE ART

This section is divided into three parts. Section II-A describes in more details the ParaMoise model, then section II-B presents the artifact-based approaches that are important in the discussed design concepts, and finally section II-C describes the basic algorithms that can be used for the distributed concurrency control.

A. ParaMoise

This section describes the main concepts introduced in the ParaMoise [6] organisational model. ParaMoise is a novel organisational model based on the MOISE [1] and Moise+ [7] models. One of the assumptions of Moise models is the full autonomy of agents, i.e., the agents decide by themselves what to do and when, given their current deontic situation, which in turn defines possible rewards or penalties for some performed actions. As a result, the system does not need any central scheduler that will assign tasks to agents, contrary to other state-of-the-art solutions such as GPGP/ST/EM [3].

The ParaMoise model is based on the state-of-the-art definitions of organisational models [7], [8], and defines an OE as a tuple [6]: \(\langle OS, A, GI, SL, O, sg, ar, am \rangle\), where \(OS\) is the organisational specification; \(A\) is the set of agents; \(GI\) is the set of group instances; \(SL\) is the set of social schemes; \(O\) is the set of current deontic modalities; \(sg : GI \rightarrow P(GI)\) maps each group to its subgroups; \(ar : A \rightarrow P(R \times GI)\) maps agents to the roles they are playing in the groups; \(am : A \rightarrow P(M \times SL)\) maps agents to the missions they are committed to in the social schemes.

The first major contribution of the ParaMoise model is the Workflow Specification (WFS), which is a way to present goals and dependencies between them as a workflow. WFS is defined as [6]: \(\langle G, E, M, mo, nm, alt, fh \rangle\), where \(G\) is the set of global goals; \(E\) is the set of precedence relations; \(M\) is the set of mission labels; \(mo : M \rightarrow P(G)\) is the function that specifies the mission set of goals; \(nm : M \rightarrow \mathbb{N} \times \mathbb{N}\) specifies the boundaries (min, max) of number of agents committed to the mission in well formed WFS; \(alt : E \rightarrow P(E)\) is the function specifies the precedence relations alternatives; \(fh : G_p \rightarrow \mathbb{N}\) specifies the failure handling mechanism for a primitive goal in terms of maximum number of allowed repetitions. An example of WFS is presented in Figure 1.

An instantiation of a WFS by some agents is referred to as a Workflow (WF). The latter is defined as a tuple [6] \(\langle WFS, es, gs, exe, gf \rangle\), where \(WFS\) is the workflow specification, \(es : E \rightarrow \{\text{active, inactive, discarded}\}\) is the function that maps edges to their activity status label; \(gs : G_p \rightarrow \{\text{waiting, possible, executing, suspended, achieved, discarded}\}\) is the function that specifies statuses of primitive goals; \(exe : G_p \rightarrow P(A)\) is the function that specifies the set of agents executing a goal; \(gf : G_p \rightarrow \mathbb{N}\) specifies numbers of repetitions of primitive goals. The status of the goals in the system changes according to the state transition diagram presented in Figure 2. The final example of a workflow usage is presented in Figure 3, which presents the capability of tracking the execution status.

The WFS and WF enable more parallelism, since they permit to represent an arbitrary structure of dependencies between goals. They are combined with locks to ensure mutual exclusion during reorganisation. The locks are defined as \(\langle ROE, type \rangle\), where \(ROE\) is the reduced organisational entity (the elements of the OE on which the lock applies) and \(type \in \{\text{read, write}\}\) specifies the type of the lock. Before a reorganisation, a lock must be created for all modified (write lock) or accessed (read lock) elements of the organisation. To minimise the scope of locks, they can be applied to a subset of...
a set, or for a subdomain of a function. ParaMoise also introduces multiple managers of the organisation (OrgManagers), which fulfill the requirement for an effectively concurrent system.

An efficient access to the workflows and locks is crucial to achieve a high performance of concurrent and parallel execution and reorganisation in a system that applies ParaMoise. Therefore, it is important to find a design appropriate for a considered scenario. In this article we present two approaches: a basic centralised one, applicable for small scale systems, which is interesting as it underlines the basic requirements of the implementation of the model, and the decentralised approach with various possible design choices and their anticipated consequences.

The essential requirements for any implementation of the organisational model are:

1) the existence of all elements of the defined organisation,
2) the accessibility of all the existing elements by the agents with appropriate permissions,
3) the execution of workflow that ensures their correct state transitions,
4) the effective lock and reorganisation mechanisms.

The concept of artifacts can directly meet these requirements.

B. Artifact-Based Frameworks

ORA4MAS (Organisational Artifacts for Multi-Agent Systems) [5] is an approach that describes organisational entities as artifacts, based on the Agents and Artifacts (A&A) framework [9]. Artifacts are abstraction of interactive objects that can be perceived and used by agents. An artifact is defined by observable properties that represent its state, operations that determine its functionality, links that describe its relations with other artifacts, events that can be emitted in certain conditions, and corresponding manual that instructs the agents how to use artifacts. In this context we can see the artifacts as tools that can be used to achieve the goals of agents. ORA4MAS describes the theoretical foundations for using artifacts as the basis of reorganisation, but neglects some system designs aspects. It is a centralised solution based on the paradigms of the A&A framework.

Another drawback of ORA4MAS is the absence of reorganisation. It is partially covered by the JaCaMo [8] framework, which uses a central artifact to perform reorganisation by a single OrgManager that requires halting the whole organisation.

In this context, ParaMoise offers parallel and concurrent reorganisation at runtime, performed by multiple OrgManagers. In the same way ParaMoise enhances standard execution mechanisms, enabling arbitrary precedences between goals, novel possibilities of alternative goals, and a failure handling mechanism. However, the ParaMoise model does not propose any exact design and implementation, but only mentions the usage of artifacts as a perspective. This work proposes to answer to this need. In the remainder of the paper we discuss alternative scenarios, arguing that using well-known and established solutions results in an abundance of choices in which artifacts are one of the basic concepts, being an interface between agents and organisation support systems.

C. Decentralised Synchronisation

Decentralised synchronisation problems are crucial for distributed computing and distributed systems. In contrast to easier case of centralised systems synchronisation, they must be solved taking into account such properties as lack of the global knowledge or communication delays. As a result, a number of solutions to the problem were proposed to solve some main issues for ParaMoise: mutual exclusion (locks) and transactions [10].

1) Mutual Exclusion: Exemplary mutual exclusion algorithms are the Ricart and Agrawala algorithm [11] and token-based algorithms. We focus here on the basic algorithms, despite further refinements were proposed (e.g. Maekawa [12] or Sigma [13]) as they underline the common characteristics of this type of algorithms.
The Ricart and Agrawala algorithm requires communications between all agents, that have the possibility to access the critical section. As a result, the cost of synchronisation is \( 2(n - 1) \), where \( n \) is the number of agents. Additionally, in the basic forms, the failure of any of the agents disturbs the proper work of the algorithm. These limitations prohibit usage of such algorithms in a large groups of agents. On the other hand, the algorithm is fair and in optimistic case leads to a fast resolution of the problem.

The token-based algorithms [10] ensure mutual exclusion by using a unique token for a critical section. These can be applicable for a set of distinct critical sections or resources. The token can be passed according to various strategies, e.g. continuously moving in the ring or using more sophisticated hierarchical structures.

2) Transactions: Another aspect of concurrency control is proper transaction handling, which is required for an effective WF management. Three main approaches can be distinguished [10].

Two phase locking (2PL) [14] is based on the standard lock mechanism. The locks are created in the two phases: in the first phase the locks are consecutively acquired according to the needs of a transaction and then in the following phase they are released.

The optimistic concurrency control [15] assumes that violations of mutual exclusion are rare, and it is possible to repair the potential damages done by such violation. As a consequence, there must exist an efficient repair mechanism and the collisions cannot be destructive. This is most effective in the case of relatively rare occurrence of conflicting write operations in a system [16].

The pessimistic timestamp ordering [10] is the last approach presented here. It associates the demands to access elements being part of a critical section with additional read and write timestamps. During the evaluation of the incoming transactions, the timestamps are used to check if the incoming transactions conflict with the ongoing ones. The approach is safer than the optimistic concurrency control, as it avoids the potential problems instead of resolving them.

III. CENTRALISED DESIGN

The centralised solution for synchronisation can be achieved with classical tools used for mutual exclusion and transactions. A central entity is responsible for keeping all the information about the state of the organisation. In case any agent needs to acquire knowledge about any part of the organisation, e.g. the agent’s roles, obligations or known agents, it can query this entity.

The concurrent access control is performed centrally and in result does not pose a major challenge. A system of role-based access can effectively enforce that only the entitled agents can access specific elements of the organisation. The transaction mechanism can be straightforwardly applied to the execution of workflows, ensuring the correct state transitions of goals. Finally, lock creation and checking is done by a single entity that can prohibit any forbidden overlaps.

As a result, we can see this entity as a database which stores all elements of the organisation and grants access to them only to the roles that have the required permission. The workflows are stored inside the database and their status can be changed using the mechanism of transactions. The database routines ensure that the created lock does not overlap with other locks.

For an agent in the system, the database is seen as an artifact that stores the information about the organisation with well-defined interfaces to perform organisational actions. It can return information about the organisation or be exploited as a synchronisation tool used for efficient teamwork, as it holds the workflow state. Finally, the artifact has interfaces that enable OrgManagers to change the shape of the organisation by modifying the current state of the organisation in a safe way.

IV. DECENTRALISED DESIGN

This section presents the variety of possible design choices for the ParaMoise model and discusses their properties. Firstly, it describes the basic decentralisation capabilities and concepts in section IV-A, which introduces the decentralised artifacts described in section IV-B. Artifacts management problems and the corresponding organisational challenges are presented in section IV-C, while the solving of possible deadlock problems is discussed in section IV-D.

A. Decentralised Middleware

The most straightforward way to decentralise the system is to use an existing solution to distribute the centralised middleware, e.g. a database. This involves correct replication schema together with synchronisation of replicas. From the MAS design perspective these problems of distributed computing are out of the scope of this paper, as logically there is still one entity that is distributed, possibly with multiple equivalent interfaces. Therefore, the following paragraphs describes the applicability of decentralised synchronisation algorithms for the ParaMoise model. Following the structure of Section II-C, we describe two main issues: Mutual Exclusion and Transactions.

1) Mutual Exclusion: Solving the mutual exclusion problem is an essential design decision for ParaMoise, as it effectively determines the locks mechanism, its performance and properties. The Ricart and Agrawala algorithm is applicable for the ParaMoise model. The need for broadcast communication may rise scalability issues, however proper division schemas may result in more applicable solutions, which are discussed further in Section IV-D. The other discussed solution, token-based algorithms, seems to have limited applicability in the ParaMoise model. The lock in ParaMoise could have an arbitrary form, which makes the token impractical. There could be either a large number of tokens that could create significant overhead, or in the opposite case a small amount of token responsible for major organisational elements would decrease the possible number of concurrent reorganisations. Additionally, gathering multiple
tokens to perform reorganisation may lead to increased waiting time and deadlocks.

2) Transactions: The transactions mechanism is necessary to properly modify the status of goals during progress of WF, which is the core issue for the efficiency of the parallel and concurrent execution in a ParaMoise system. A WF is also used to express all the schemas in the organisation, including reorganisation processes. 2PL conceptually fits the ParaMoise locks and could be directly applied. In the case of using optimistic concurrency control for reorganisation, there is a need to ensure that the occurrence of a conflict will not result in breaking the consistency, by applying an effective rollback mechanism. The property of allowing the conflicts to happen is not acceptable in MAS organisations, as achieving some of the goals by agents can be impossible to undo, making the rollback impossible. Additionally, the changes of reorganisation shall be directly mapped into the behaviour of agents, which could lead to an inconsistent state in an organisation. Pessimistic timestamp ordering is applicable thanks to its more cautious nature. As it ensures that the organisation will be unique at any moment in time, it is applicable for usage in ParaMoise. The specifics of the solution require a mechanism for comparing the timestamps, which could be directly performed by an artifact created for each WF. We discuss more generally the usage of decentralised artifacts in the following section.

B. Decentralised Artifacts

The next step toward decentralised system is a logical distribution of artifacts among the distributed system. In this way, the agents are no longer using the monolithic organisational artifact, but they access a set of distinct artifacts. An example of such a division may be a system that stores the definition of each role as a separate artifact.

The logical division can lead to practical consequences: as the elements of the organisation are separated among artifacts, locks are distributed among the artifacts, therefore decreasing the complexity of checking for possible conflicts. Additionally, this approach eliminates performance bottleneck, and decreases the risk of single point of failure. On the other hand, larger reorganisations can require interactions with several artifacts, increasing therefore the complexity of the operation, leading to the possibility of deadlocks, and in case of lack of redundancy failure of any of the artifacts can lead to breaking down the whole organisation.

C. Role-Based Synchronisation

The concept of decentralised artifacts can be further advanced by merging it with the concept of roles. Agents of specific roles would be responsible for maintaining organisational artifacts. The responsibility may hold for the whole system, or for a specific group. A natural choice for the role responsible for artifacts is the OrgManager, however this solution would add another functionality to this role. As OrgManagers are already responsible for coordinating organisation and executing reorganisation, we propose a new role in the structural specification: Organisation Carrier (OrgCarrier).

The OrgCarrier responsibility is to maintain the organisational artifacts. To keep the control over parts of the organisation, OrgManagers have authority over OrgCarriers, i.e. the latter should follow the orders of the former. We present the novel structural specification in Figure 4. The authority link of the OrgManager pointing to the root role soc is transitively propagated to the OrgCarrier role. However, this is the only connection of OrgCarrier, since none of Org roles, except OrgManager, has knowledge about the OrgCarrier. This structure can fulfil its goals, being transparent for the rest of the system.

D. Resolving Deadlocks

As previously mentioned, introducing multiple locks distributed among artifacts leads to the possibility of deadlocks. An example leading to a deadlock is an attempt to create locks on two organisational elements by two OrgManagers. If they actions are synchronised, but they create locks in reverse order, a deadlock occurs. Such behaviour may be simply overcome by adding a timeout for each of the locks, however this may lead to poor system performance (waiting for timeout) or aborting lock for a valid operation that lasts longer than expected [16].

Another approach to solve the problem of deadlock could be the coordination between OrgManagers, using an algorithm such as Ricart and Agrawala. Each OrgManager broadcasts the description of the lock it wants to create together with a timestamp. Other OrgManagers must reply that they allow to create the lock. In case of conflict, the OrgManager that detects it takes a decision based on the timestamps. The lock with earlier timestamp has priority. Tie breaking may be implemented, e.g. favouring the lowest agent ID number. The inherent drawback of this solution is its scalability: each agent must receive and send a message coming from the initiator of the procedure. Additionally, unreliable channels or agents that occur in dynamic systems may break this schema,
with the probability of failure growing with the number of OrgManagers.

The organisational model properties can be used to mitigate such negative behaviours. The responsibility of a subset of OrgManagers can be restricted to specific elements of the organisation. As an example, OrgManagers could form groups associated with a role. Additionally, to ensure that major reorganisation spanning across multiple roles can be executed, there must exist a subset of OrgManagers responsible for the whole organisation. As a result, each lock concerning an element of the organisation must be checked by the subset of agents (i.e., in a group) that contain the OrgManagers responsible for this element as well as the globally responsible OrgManagers. The effectiveness of such solution is based on the assumption that the major reorganisations are relatively rare. Additionally, the division of elements of the organisation must be done with a granularity that ensures correct system behaviours.

V. DISCUSSION

A. Advantages of Artifact Driven Organisation

Representing organisations with artifacts has an additional added value: agents are controlling the artifacts, thus they have the power to alter even the organisation implementation. For example, agents may initially choose to use the centralised monolithic artifact while the system is of small scale. However, together with the growth of the system agents may decide that this solution has reached its limits and shall be changed to better scale with the new situation. Then, by correct mapping of the existing organisation to new artifacts agents can replicate the existing OE and start to use the new type of artifacts.

Agents can learn how to use different organisational artifacts, what are their strong and weak points in terms of performance, reliability, recoverability, etc. Moreover, this solution can be used to perform updates, maintenance or archive the organisational artifacts. In case one type of artifacts starts to present erroneous behaviour, agents have possibility to choose another one.

VI. CONCLUSION

The ParaMoise model can be used using various designs and implementations. From the discussed alternatives, we see the Ricart and Agrawala family of algorithms, 2PL, and pessimistic timestamp ordering as the most fitting low-level primitives. We consider that artifacts could play a major role as interfaces between agents and systems that agents use. Artifacts are easy to distribute, can embed specific access control and synchronisation mechanisms, and they enhance the autonomy of agents. The paper also introduces the OrgCarrier role that can facilitate the management of the organisation. The properties of decentralised algorithms may require additional structure of the OrgManagers, for example by adding managers responsibility zones.

The future work includes experimental testing of the discussed solutions as well as implementing ParaMoise as a general purpose framework. We intend to use ParaMoise in a system optimising and managing Cloud Computing infrastructures, which could validate the approach. In this context, the optimisation of an organisation model to achieve the system objectives is a prospective research direction.
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Abstract—Petri net modeling has well-known algorithms, so it is easy to develop computer tools to build, edit, and analyse these networks. These tools are designed to be able to add extensions giving additional functionality, such as an extension for evaluation networks.

Evaluation networks are not as popular as Petri Net modeling, but they turn out that, in modeling of some of the problems, evaluation networks makes analysis of them very clear and intuitive. Unfortunately there are no mathematical tools and computer programmes for evaluation networks use. Fortunately, under certain assumptions, an evaluation network can be converted into a Petri net. This article presents an idea of how to convert an existing Petri net computer programme to draw evaluation nets and convert them into Petri nets in order to use existing tools for Petri net analysis.

Evaluation nets are well suited for modeling negotiation protocols between two parties represented by servers or software agents. This article provides an example of such a protocol presented in three versions: a sequence diagram UML, Petri net and Evaluation nets.

I. INTRODUCTION

PETRI net is one of the few languages for modeling distributed systems. It was invented in the 1960s by the German mathematician Carl Adam Petri, and described in his doctoral dissertation [1]. Petri nets are used to model concurrent systems [2], the discrete [3] synchronisation process [4], etc. They are used in computer science, and in other fields such as biology, medicine and chemistry [5].

Modeling Petri nets may be performed by a number of computer programmes, such as WoPeD [6], YASPER [7], CPN Tools [8] or PIPE2 [9]. They allow for graphical editing, interactive visualisation, and analysis of automatic Petri net.

A new areas of Petri net application arose, so various extensions were created. As a result, there are coloured Petri nets [10], timed Petri nets [11], stochastic Petri nets [12], etc. Among these extensions are evaluation nets (E-Nets), the first use of which was associated with an analysis of the operation of information systems. E-Nets were invented by Garry J. Nutt and Jerre D. Noe, and described in Nutt’s dissertation [13]. E-Nets are very poorly distributed. Teaching materials for the E-Nets are not widely available, and nor are computer programs for it. Unfortunately, E-Nets were not developed particularly dynamically for many years.

E-Nets are well-suited for modeling communication between systems [14]. However, the lack of programmes that work with E-Nets makes use of them very difficult, and the implementation of such programmes from scratch increases the cost of the study.

The main motivations for writing an article on this theme are:

1) Evaluation networks are useful for designing algorithms for negotiations, such as between agents, servers, etc., yet their universal notation is very readable for humans.
2) The project of an algorithm may be verified by including the performance simulation of the evaluation nets. But there is no such network simulator.
3) Some elements of E-Nets can easily be presented in Petri net, so existing Petri net simulators can be used.

Our concept uses an opportunity to convert E-Nets (some restrictions were imposed) to Petri nets, and uses existing Petri net analysers for analysis by a visual extension of an existing Petri net editor, which draws evaluation nets on the screen and sends the ready Petri net to the analyser (Fig. 1).

The terms E-Nets and evaluation nets usually are used interchangeably, but for the record, in the rest of this article the names will be applied differently. The term “E-Nets” will be used for the original evaluation nets [15] and the variation created for this concept will be referred to as “evaluation nets.”

The formalism of Petri Net were well described in [16] and [17]. That concept is based on those descriptions of Petri Net and it’s extensions (Table I).

II. EVALUATION NETS

An E-net is a connected set of locations over the set of allowable transition schema. The formalism of original E-nets was described in [18] and [15].
In original E-nets location may be connected with only one input and one output transition. Location in E-Nets can have no token (empty) or one token (full). For example in F-TRANSITION (Fig. 6) firing is not possible when the c location is full.

Since their creation, E-Nets have evolved. Some extensions were presented in [19]. These extensions were used in [14].

A lot of E-Nets structures can be transformed to Petri nets with coloured tokens [10] and an inhibitor arc [20] extension.

Token can have attributes. Attributes are in Resolution procedure and transition procedure. If attributes determine E-Nets, then conversion to Petri nets may be impossible. Therefore, for the simulation, we have to use external procedures to process the data in the token’s attributes and to decide about the firing transition.

Unfortunately the usage of many external procedures in the cases of resolution locations and transition procedures seems to make the proposed model complex. The Petri net tools for analysis are not able to solve or make easiest the usage and the efficiency of proposed model. However, in some cases, it’s enough to replace those procedures by simple conflict structures.

If we want to create an automatic converter from E-Nets to Petri nets, then we must impose additional restrictions on E-Nets. In this article we describe our variation of E-Nets. Some extensions are graphical only and these improve readability, but some extensions change the E-Net flow:

1) multi-connections between locations and transitions were Enabled, but this may produce conflict structures (similarly to with Petri nets),
2) if a conflict structure contains resolution locations then the order of firing is determined by the execution of these resolution procedures,
3) coloured token — a token with enumerated value (for example: colour) as an attribute,
4) transition schema — may use token colour instead of 0 and 1 values (something like switch-cache transition),
5) resolution location — can return a coloured token, return value cannot be determined from other tokens but can be randomised,
6) outer request location — a special kind of resolution location, represents request coming from outside the evaluation net (indicated by a rectangle with a double line),
7) transition with sender — transitions which are able to send tokens (represented by a horizontal arrow labeled with the corresponding message name), always after firing.

All these differences between evaluation nets and Petri nets, our extensions and transitions are described in Table I.

III. TRANSPORTING EVALUATION NETS INTO PETRI NETS

In [18], there were described 5 primitives. Primitives are basic (trivial) constructions of evaluation nets (Fig. 6). All more complex evaluation nets are built by joining and extending of those primitives. E-Nets primitives may be replaced by their equivalents from Petri net (Fig. 7). Thus, we can acquire an evaluation net converted into a Petri net.

All original E-Nets primitives from Fig. 6 can be transformed with inhibitor arcs, colour tokens and conflict structures determined by e.g. controlled transitions (Fig. 7). T-, F- and J-TRANSITION may be transformed without any extensions but additional places, transitions and tokens are required.

Transformation of X- or Y-TRANSITION must be made by a lot of additional elements because we must emulate complex transition schema and all possible states of resolution location. With coloured Petri nets the number of additional elements may be reduced to 3 and 7 additional transitions for X- and Y-TRANSITION. Also added a lot of new connections (Table II).

Transformation of a triangular location is trivial (use standard connection). The transformation of transition with sender is more difficult (Fig. 5).

Other transformation issues are described in Table I. Following such transformation, Evaluation Nets can be transformed to Petri net analysis (Fig. 1).

A. Example

It turns out that evaluation networks are well-suited for modeling protocol negotiations between the two parties, such as that shown in Fig. 2. This protocol is based on the CNP [26] and is part of Complex Negotiations [27]. The specified protocol defines two participants: initiator and participant. If the initiator wants to start negotiations, it sends a message to the participant CFP (call for proposal). If the participant is interested in negotiations, the initiator receives the offer. Otherwise, the initiator sends the message refuse to end the negotiations as a failure. When Initiator is offered, decide whether a) accept the offer (accept), thus ending the negotiations successfully, b) reject the offer and end the negotiations a failure or c) rejects the offer but made a counteroffer and waits for a response from the participant.

Thanks to evaluation networks it is possible to design a computer system using the previously described negotiation protocol. Fig. 4 shows an evaluation net divided into two subnets, one belonging to the initiator, the second to the participant. Subnets do not have direct connections with each other (using arcs), but they exchange messages.

Initially, both participants are in a state of inactivity (Idle). Then the initiator is ordered to enter into negotiations, and as a result a token appears in l1. This causes firing of a1, which in addition to placing a token in l4 sends a message called CFP (call for proposal). Initiator goes to l4 (Wait) and waits for a response S from the participant. If the answer does not appear within the required time, the wait can be interrupted by a request l3 (Timer). This is support for an emergency situation, which ends the Initiator net evaluation of the state of l5 (fail).

In the meantime, the message CFP is received by l10 (located in the participant) which results in the appearance of the token and firing of a5. Then the participant’s evaluation
<table>
<thead>
<tr>
<th>Evaluation nets item</th>
<th>Petri net equivalent</th>
<th>Original E-Nets limitations</th>
<th>Limitations of our evaluation nets variation</th>
<th>Original Petri net limitations</th>
<th>Useful Petri net variations</th>
<th>Transformation</th>
</tr>
</thead>
<tbody>
<tr>
<td>token</td>
<td>token</td>
<td>simple token or attributed token</td>
<td>first attribute is reserved for colour</td>
<td>simple token</td>
<td>colored token [10], object token [21]</td>
<td>When we use only coloured attribute value then we can use coloured token. Otherwise we must use object token.</td>
</tr>
<tr>
<td>location connections</td>
<td>place connections</td>
<td>connected to at least one transition</td>
<td>similarly to Petri net</td>
<td>no limitations</td>
<td>-</td>
<td>No conflicts.</td>
</tr>
<tr>
<td>token in location</td>
<td>token in place</td>
<td>no tokens (empty) or one single token (full) or one attributed token (full)</td>
<td>no tokens (empty) or one coloured token (full) or with other attributes or not</td>
<td>no limitations of token count</td>
<td>inhibitor arcs [20], capacities of places [22]</td>
<td>Use inhibitor arcs of places.</td>
</tr>
<tr>
<td>transition schema</td>
<td>enabling rules, firing rules</td>
<td>schema values in tuple: 0 or 1 or &quot;e&quot; (only in right hand side of a schema), enabled transition cannot be disabled, it must fired (no conflicts)</td>
<td>may be use colour value instead to 0 or 1, conflict resolving determined by execution finish of resolution procedure or randomise function, transition can be disabled</td>
<td>input places must contains one or more token, output places not constrained enabling rules</td>
<td>inhibitor arcs [20], reset arcs [23], capacities of places [22]</td>
<td>Can be emulated by additional transitions, inhibitor arcs and loop connections (connect place with transition and transition with place). In output connections we can use capacities of places or inhibitor arcs. Reset arc may be used to reduce elements and improve readability of net.</td>
</tr>
<tr>
<td>transition procedure</td>
<td>-</td>
<td>-</td>
<td>not use</td>
<td>-</td>
<td>object token [21]</td>
<td>We can use outer procedures but existing Petri nets analysers may be unusable. However we can use tools for object tokens [8].</td>
</tr>
<tr>
<td>resolution location</td>
<td>conflict structure</td>
<td>returns token (single or attributed) or not</td>
<td>may return coloured token, return value cannot be dependent from previous events, returned value may be randomised or coming from outside of the evaluation net</td>
<td>firing is not deterministic</td>
<td>for decision of firing: Controlled Petri nets [24], Timed Petri nets [11], Stochastic Petri nets [12], Labeled Petri nets [25], etc.</td>
<td>Resolution location has resolution procedure. Resolution procedure running in enabling phase and result of it determine decision of firing. Automatic transformation to Petri nets without using external procedures is very difficult. For verifying the use cases we can use Timed Petri nets. For time benchmarking we can use Stochastic Petri nets.</td>
</tr>
<tr>
<td>triangular location  [15]</td>
<td>connection</td>
<td>two interlinked triangular locations replaces long unreadable connection</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>It is only graphical notation. We can make extension for Petri net editor for supporting invisible connection and corresponding label.</td>
</tr>
<tr>
<td>transition with sender [14]</td>
<td>connection</td>
<td>-</td>
<td>it is sender triangular location and transition in one and when it fired then it sends coloured token from corresponding input location</td>
<td>-</td>
<td>-</td>
<td>Similarly to “triangular location.” This item has been introduced for the improve readability of evaluation nets. Token was sent without depending of transition schema.</td>
</tr>
</tbody>
</table>
net goes to $l_{12}$ (Wait) and expects him to make a decision (request $l_{13}$). As a result of the decision, a coloured token appears in $l_{13}$ and the colour represents the offer (submission of proposals initiator) or refuse (breaking off of negotiations). The coloured token is processed by $a_6$, which decides whether to proceed according to evaluation net state $l_{15}$ (Wait) or $l_{17}$ (fail). Then the token is placed in the message $S_i$. The participant is in state $l_{15}$ and is expecting a message from the initiator to be received by $l_{14}$. If the message does not appear

<table>
<thead>
<tr>
<th>Primitive</th>
<th>Places</th>
<th>Transitions</th>
<th>Connections</th>
<th>Inh.</th>
<th>Colours</th>
</tr>
</thead>
<tbody>
<tr>
<td>T-TR. Fig. 7 (a)</td>
<td>2/0</td>
<td>1/0</td>
<td>0</td>
<td>1/0</td>
<td>1</td>
</tr>
<tr>
<td>T-TR. Fig. 7 (b)</td>
<td>2/1</td>
<td>1/0</td>
<td>-</td>
<td>1/0</td>
<td>-</td>
</tr>
<tr>
<td>F-TRANSITION</td>
<td>3/0</td>
<td>1/0</td>
<td>0</td>
<td>3/0</td>
<td>2</td>
</tr>
<tr>
<td>J-TRANSITION</td>
<td>3/0</td>
<td>1/0</td>
<td>0</td>
<td>3/0</td>
<td>1</td>
</tr>
<tr>
<td>X-TRANSITION</td>
<td>4/0</td>
<td>1/1</td>
<td>2</td>
<td>4/6</td>
<td>4</td>
</tr>
<tr>
<td>F-TRANSITION</td>
<td>4/0</td>
<td>1/3</td>
<td>4</td>
<td>4/16</td>
<td>8</td>
</tr>
<tr>
<td>Switch: Fig. 5</td>
<td>8/0</td>
<td>2/2</td>
<td>2</td>
<td>8/12</td>
<td>-</td>
</tr>
</tbody>
</table>

Fig. 2. Negotiation protocol in sequence diagram.

Fig. 3. Negotiation protocol in Petri net.

Fig. 4. Negotiation protocol in evaluation nets (our variation). $S_i$ token can have offer or refuse enumeration value. $S_{i+1}$ token can have cancel, accept and counter offer enumeration value. $i := 1$ and $i := i + 2$ have no effect on the evaluation net flow.

Fig. 5. Equivalent of $l_4$, $l_5$, $l_7$, $l_8$, $l_{12}$, $l_{16}$, $l_{17}$, $a_3$ and $a_6$ from Fig. 4 in coloured Petri nets. Inhibitor arcs are skipped.

TABLE II
NUMBER OF OLD ELEMENTS/ADDITIONAL ELEMENTS BY CONVERTER

Fig. 5. Equivalent of $l_4$, $l_5$, $l_7$, $l_8$, $l_{12}$, $l_{16}$, $l_{17}$, $a_3$ and $a_6$ from Fig. 4 in coloured Petri nets. Inhibitor arcs are skipped.
within a given time, the emergency procedure similar to that associated with \( l_3 \) will start in the initiator.

After receiving the message, initiator \( S_i \) is processed by \( a_3 \), which acts in a similar way to \( a_0 \). If the message contains the \textit{refuse} attribute, the network is referred to the state of \( l_8 \) (\textit{fail}), but when the message contains the attribute \textit{offer}, the evaluation net goes into standby \( l_7 \) to make a decision by the initiator (decision will appear in the \( l_6 \)).

Next, the attributed token is processed by \( a_4 \) and by \( a_7 \), which receives it through error \( S_{i+1} \) passed through \( a_4 \) and \( l_{14} \).

We have tried to show the same example in Figure 3 using a controlled Petri net. This chart was prepared by hand. We tried to maintain maximum readability and so have omitted the emergency ‘time out’ in waiting for a message from the other side. We also abandoned the isolated, separate subnet Petri net for initiator and participant (such as in the evaluation net) to increase the number of transitions and arcs.

However, we provided standby. Cost reduction readability in this case was small because the whole Petri net is simple. Attributed tokens and resolution locations could be replaced with controlled transitions. In the former case, the initiator and participant received from their evaluation nets a request for attributed tokens. In this case, the initiator and participant will request a specific, enabled fired controlled transition.

Thus, this example shows that the use of an evaluation net instead of a Petri net makes sense visually. However, the lack of tools for analysis means that the evaluation drawings of the usefulness of the net are slightly larger than usual. This condition can be adjusted by using the described concept, which, however, entails the generation of a significant amount of additional elements. Only a portion of the changes resulting from the transformation in Fig. 5 is shown in Fig. 4.

\section*{IV. Conclusion}

Evaluation nets are useful for some communication protocols e.g. the negotiation protocol from Fig. 2. However, they are not so popular, and tools for making and analysing them do not exist. Fortunately, evaluation nets with some restrictions can be transformed into Petri net.

The Petri net has many tools including mathematical tools, analysers and graphic editors. It is possible to extend the existing editor to support evaluation nets, transform them into Petri net and then use Petri net analysis tools.

Moreover, it is impossible to transform all things. The \textit{transition procedure} and \textit{resolution procedure} are programming instructions that operate on the attributes of tokens.

For this reason, we must either abandon them and possibly replace the \textit{resolution procedure} function that returns a random result, or take the code of these procedures outside the Petri net and give them control over the firing transitions. In this article, we focused on the first solution. In the future, we want to focus on the other. There is a third solution, which is based on Petri net generating source code [28]. Maybe then it would be able to make a converter that is 100\% compatible with the evaluation nets.
Another problem is that transformation adds a lot of new elements. Additional elements may require some modifications to analysers, but this exists only for the analyser and not for the user. For example, without a special filter on the analyser result, we saw our elements and new elements added by the converter. Without a filter our elements may disappear among the others.

Therefore, future work should focus on adjusting existing analysers. There are plans to write an interpreter, that will be able to perform net evaluation in a way similar to the BPEL interpreter.
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Abstract—Multimemetic algorithms (MMAs) are a subclass of memetic algorithms in which memes are explicitly attached to genotypes and evolve alongside them. We analyze the propagation of memes in MMAs with spatial structure. For this purpose we propose an idealized selecto-Lamarckian model that only features selection and local improvement, and study under which conditions good, high-potential memes can proliferate. We compare population models with panmictic and toroidal grids topology. We show that the increased takeover time induced by the latter is essential to improve the chances for good memes to express themselves in the population by improving their hosts, hence enhancing their survival rates.

I. INTRODUCTION

F OUR decades ago, Richard Dawkins [3] put forward the definition of meme in analogy to the biological concept of gene. Memes were broadly characterized as units of imitation, that is, ideas or pieces of knowledge that jump from brain to brain, thriving and proliferating in some cases and becoming extinct in others. Even more interestingly, memes are not static objects but dynamic entities that mutate during their lifetime; these mutations can make them more strong/interesting/useful/... thus boosting their propagation, or can have the opposite effect, making that particular mutation fade away. This plasticity explains their comparatively faster rate of adaptation with respect to biological genes.

Inspired by this notion of meme, Moscato [13] conceived a new optimization paradigm: memetic algorithms (MAs). MAs are a family of population-based optimization techniques that blend together ideas of different metaheuristics, most notably the orchestrated interplay between global (population-based) search and local (individual-based) search. The most popular incarnation of MAs features an evolutionary search engine endowed with local search add-ons. The notion of memetic evolution is here captured by the Lamarckian lifetime learning to which solutions are subject to, via the use of some local search operators. Incidentally, it has been suggested [17] to use the term agent rather than individual or solution in this context, to emphasize the fact that they are active entities that purposefully try to optimize the problem under consideration. We refer to [7], [12], [14], [15], [16] for a broad discussion on MAs.

While memes are typically fixed in classical MAs (i.e., they are given by the particular choice of local search operators), several models trying to make them change during the optimization process have been proposed. This can be accomplished at a variety of levels. A simple possibility is the so-called ‘meta-Lamarckian learning’ [18] in which the MA has a collection of local search operators (memes) available a priori, and some mechanism is used to decide which of them is applied on which solution and when (notice the connection with hyperheuristics [2]). A more complex approach features self-adaptation of the memes themselves. An example of this kind of self-adaptation is provided by multi-memetic algorithms (MMAs), in which each solution carries "genes" that indicate which local search has to be applied on it. These can range from simple pointers to existing local search operators to the parametrization of a general local search template [10] or even to the definition of a grammar to specify new complex local search operator [9], [11].

An interesting issue that arises in the context of MMAs is how memes propagate and spread over the population. While population dynamics has been well-studied in the case of evolutionary algorithms – e.g., [1], [6], [19], [20], the scenario is more complex in the case of memes: unlike genotypes (which correspond to solutions and thus can be evaluated according to the problem under consideration), memes can be only indirectly assessed via the effect they have on genotypes. Furthermore, memes evolve in MMAs alongside with solutions by attaching to them. Since this attachment is part of the self-adaptive process, it is up to the algorithm to discover good fits between individual pairs of genotypes and memes, and this is commonly done using only information about the genetic quality of solutions (i.e., fitness information). This work is aimed to study how memes propagate in such an environment driven by genetic selection and spatial structure. To this end, we consider and analyze an idealized model of MMAs. This model is described in next section.

II. MODEL DESCRIPTION

Let us consider an abstract model of MMAs in which each agent is characterized by a pair \(\langle g, m \rangle \in D^2\), for some \(D \subset \mathbb{R}\). The first member of the pair \(g\) represents the genotype, which we equate to fitness for simplicity. As to the second member \(m\) – it represents a meme. More precisely, this value captures the improvement potential of that meme, that is,
a measure of how good solutions can get by applying the meme. We assume there is a monotonically increasing function \( f : D^2 \to D \) encapsulating the application of a meme to a genotype, i.e., the effect of a single epoch of Lamarckian learning. Thus, an agent \( \langle g, m \rangle \) becomes \( \langle f(g, m), m \rangle \) after the application of the meme, where

\[
\lim_{n \to \infty} f^n(g, m) = m \quad \text{if} \quad g < m \\
f(g, m) = g \quad \text{if} \quad g \geq m
\]

(1) (2)

Here \( f^n(g, m) \) is the \( n \)-th composition of the function on the first argument, i.e., \( f(f(\cdots f(f(g, m), m), \cdots, m), m) \). It must be noted that while this is very idealized characterization of the potential of a meme (since in general this potential is not going to be absolute but may depend on a complex match between the meme, the genotype and the problem landscape) it serves as an initial approximation to study several issues related to meme propagation in the agent pool.

The population \( P \) of the MMA is thus a collection of \( \mu \) such agents, \( P = \{ \langle g_1, m_1 \rangle, \cdots, \langle g_\mu, m_\mu \rangle \} \), endowed with a spatial structure that constrains agent communication. Let this spatial structure be characterized by a \( \mu \times \mu \) Boolean matrix \( S \), where \( S_{ij} = \text{true} \) if, and only if, the agent placed in the \( i \)-th location can communicate with the agent placed in the \( j \)-th location. Since we are interested in observing the dynamics of propagation of memes, we consider a extension of the selection-only model of evolutionary algorithms (i.e., using only selection/replacement and no variation operator) in which we add the local improvement stage of memetic algorithms. A scheme of the model is shown below in Algorithm 1.

### Algorithm 1: Selecto-Lamarckian Model

```plaintext
for i \in [1 \cdots \mu] do
    \text{INITIALIZE}(g_i, m_i);
end
while \neg \text{CONVERGED}(P) do
    i \leftarrow \text{URAND}(1, \mu) \quad /\!/ \text{Pick random location}
    \langle g, m \rangle \leftarrow \text{SELECTION}(P, S, i);
    g' \leftarrow f(g, m) \quad /\!/ \text{Local improvement}
    P \leftarrow \text{REPLACE}(P, S, i, \langle g', m \rangle);
end
```

After initializing suitably the contents of the population, the algorithm engages on a cycle of selection plus improvement until the agents converge. Convergence is here approached from a memetic perspective, that is, we terminate the algorithm when the population comprises a homogeneous collection of memes (regardless of whether there is still diversity at the genetic level or not). As to the inner working of the algorithm, it resembles the uniform choice update strategy of cellular automata [21], in which the next location to be activated is selected uniformly at random with replacement.

### III. MEME PROPAGATION

Having defined the general model in the previous section, let us consider some qualitative features of meme propagation that can be extracted from it. Let us assume that selection is done by binary tournament, i.e., once a location \( i \) selected, a neighboring location \( j \) is selected from \( \mathcal{N}(i) = \{ j \mid S_{ij} \} \), and the agent with the best fitness is retained. As to replacement, let us assume that the improved agent replaces the agent that lost the previous tournament.

We are interested in analyzing the number of copies of each meme in the meme pool, so let us denote by \( N(m, g, t) \) the number of instances of meme \( m \) attached to genotype \( g \) at time \( t \), assuming for simplicity that \( D \) is some discrete domain. If we divide this quantity by the pool size \( \mu \) we obtain \( p(m, g, t) \), the fraction of the population comprising meme \( m \) attached to genotype \( g \) at time \( t \). In each passing iteration of the system the number of copies can be estimated as

\[
N(m, g, t + 1) = \sum_{g'} \sigma(m, g', t)p(m' \to g') \quad (3)
\]

where \( \sigma(m, g', t) \) is the probability of selecting an agent carrying meme \( m' \) and genotype \( g' \) at time \( t \) and \( p(m' \to g') \) is the probability that the application of meme \( m' \) on genotype \( g' \) results in genotype \( g \). The first quantity can be computed as the probability that the binary tournament picks two agents with meme \( m \) and genotype \( g \) or only one agent with this structure but better fitness than its competitor:

\[
\sigma(m, g, t) = p(m, g, t)^2 + 2 \left\{ p(m, g, t) \left[ 1 - p(m, g, t) \right] \right\} \cdot \sum_{m'} \sum_{g' \leq g} p(m', g', t) \frac{1 - p(m, g, t)}{1 - p(m, g, t)} \quad (4)
\]

where the last factor is the probability that the fitness of the competitor is worse than \( g \) provided it is not a \( \langle m, g \rangle \) agent. This expression assumes that the global distribution of memes/genotypes across the whole population is the same as for local neighborhoods. Obviously, this holds for the panmictic case in which any two agents are neighbors so we can assume this case initially, and consider it a first approximation to more general situations.

As to the destruction of a copy of a particular pair meme/genotype, it can arise via the selection of such a pair and the subsequent application of local improvement (which will alter the genotype) or via replacement by an agent of higher fitness. The first case also requires that the other agent chosen in the tournament be a copy of the same pair, so that it is later substituted by the improved agent. Thus,

\[
D(m, g, t) = \sum_{g' \neq g} p(m, g, t)^2 p(g' \to g') + \tilde{\sigma}(m, g, t) \quad (6)
\]
The replacement probability $\tilde{\sigma}(m, g, t)$ can be expressed as:

$$\tilde{\sigma}(m, g, t) = 2 \left\{ p(m, g, t) \left[ 1 - p(m, g, t) \right]\right\} \frac{\sum_{m'} \sum_{g' > g} p(m', g', t)}{1 - p(m, g, t)}$$  \hspace{1cm} \text{(7)}

Let us know consider the evolution of the system in the early-term and mid-term, before a particular meme starts to saturate the population. In this situation memes are widely spread across genotypes, so $p(m, g, t) \ll 1$, so we can take quadratic terms $p(m, g, t)^2$ as approximately 0 and terms 1 $- p(m, g, t)$ as approximately 1. We thus have:

$$\sigma(m, g, t) = 2p(m, g, t)\sum_{m'} \sum_{g' < g} p(m', g', t)$$  \hspace{1cm} \text{(8)}

$$\tilde{\sigma}(m, g, t) = 2p(m, g, t)\sum_{m'} \sum_{g' > g} p(m', g', t)$$  \hspace{1cm} \text{(9)}

Substituting back into Eqs. (4) and (6) we get:

$$C(m, g, t) = 2 \sum_{g', m'} p(m', g', t) \sum_{g' < g} p(m', g', t)p(g' \rightarrow m)$$

$$D(m, g, t) = 2p(m, g, t)\sum_{m'} \sum_{g' > g} p(m', g', t)$$  \hspace{1cm} \text{(10)}

Since $p(g' \rightarrow m) = 0$ for $g < g'$ or $m < g$, Eq. (10) reduces to

$$C(m, g, t) = 2 \sum_{g' < g} \sum_{m'} p(m', g', t)p(m', g''', t)p(g' \rightarrow m)$$  \hspace{1cm} \text{(12)}

If $m \leq g$ then $p(g' \rightarrow m) = 1$ if $g' = g$ and 0 otherwise. Subsequently, the difference $\Delta(m, g, t) = C(m, g, t) - D(m, g, t)$ is in this case

$$\Delta(m, g, t) = 2p(m, g, t)\sum_{m'} \sum_{g'' < g' < g} p(m', g'', t)$$

$$- 2p(m, g, t)\sum_{m'} \sum_{g' > g} p(m', g', t)$$

$$= 2p(m, g, t) \cdot \sum_{m'} \left[ \sum_{g'' < g} p(m', g'', t) - \sum_{g' > g} p(m', g', t) \right]$$  \hspace{1cm} \text{(13)}

Focusing on the sign of the difference in the above expression, we essentially obtain that inert memes (i.e., memes that can no longer improve their hosts) can strive by hitchhiking, that is, if they attach to agents above the median of the population.

Let us on the other hand consider the case $m > g$. In this situation, $p(g' \rightarrow m)$ is 1 if $g' = f^{-1}(g, m)$ and 0 otherwise, where we denote by $f^{-1}(g, m)$ the genotype value such that $f(f^{-1}(g, m), m) = g$. Using $g^{-m}$ as a shorthand for $f^{-1}(g, m)$,

$$\Delta(m, g, t) = 2p(m, g^{-m}, t) \sum_{m'} \sum_{g'' < g^{-m}} p(m', g'', t)$$

$$- 2p(m, g, t)\sum_{m'} \sum_{g' > g} p(m', g', t)$$

$$= \sum_{m'} \left[ 2p(m, g^{-m}, t) \sum_{g'' < g^{-m}} p(m', g'', t) - 2\sum_{g' > g} p(m', g', t) \right]$$

\hspace{1cm} \text{(14)}

The sign of this expression depends on the balance between the goodness of genotypes in the basin of attraction of $g$ and the badness of $g$ itself (in both cases goodness/badness relative to the rest of the population). Notice that in general there is a reinforcement between these quantities in the sense that the better a genotype in the basin of attraction of $g$, the better we can expect $g$ to be. This does not just mean that active memes proliferate more and more when they attach to good solutions as one would expect, but also that memes with high potential can find their way to the final stages of the evolution provided they have enough time to improve their hosts (recall that the goodness of solutions evolves with time as an effect of the application of the meme). This suggests that models with slower genetic convergence can have a beneficial effect on the propagation of good memes, allowing the latter enough time to express themselves in the population and overcome the hitchhiking effect of bad memes. Next section provides a more quantitative analysis of this effect via numerical simulations.

IV. NUMERICAL SIMULATIONS

The numerical experimentation is aimed to explore empirically the dynamics of meme propagation and how it is affected by factors such as the population size, the relative improvement potential of memes and the underlying spatial structure of the population. Regarding population sizes, we have considered values $\mu \in \{100, 256, 400, 625\}$. These values cover a broad range of population sizes and are also perfect squares, which is important in connection with one of the spatial structures considered, namely a square toroidal grid with von Neumann neighborhood: two locations $(i, j)$ and $(i', j')$ are connected if their Manhattan distance $|i - i'| + |j - j'| \leq r$, where $r$ is the neighborhood radius. We have considered $r = 1$ which leads to the traditional North-South-East-West (plus the current location) neighborhood. The other spatial structure considered is the panmictic model in which all locations are connected. In either case, we have considered the function

$$f(g, m) = \begin{cases} g & \text{if } g \geq m \\ (g + m)/2 & \text{if } g < m \end{cases}$$  \hspace{1cm} \text{(15)}

to represent the action of memes. Intuitively, this function provides smaller improvements for increasingly good genotypes much like often happens in practice. All experiments
Fig. 1. Meme maps for simulations with $\mu = 625$. The upper row corresponds to panmictic connectivity and the lower row to von Neumann neighborhood. Similarly, the left column corresponds to genotypes initialized in $[0, 1]$ and the right one to initialization in $[0, 0.5]$ (memes are initialized in $[0, 1]$ in both cases). Lighter shades of gray indicate higher meme values. The evolution of the algorithm is depicted in each subfigure from left to right, each vertical slice representing the distribution of memes at a certain time $t$. Notice the different scale in the X-axis.

are averaged over 100 runs in order to obtain representative results. Each run is terminated upon convergence of memes, which for simplicity is determined when all memes are equal to 2 decimal positions.

Let us firstly analyze meme propagation as a function of the relative improvement potential of memes at the beginning of the run. For this purpose, we take $D = [0, 1]$ and consider a scenario in which genotypes and memes are randomly initialized in this range, and another scenario in which genotypes take initial values in $[0, 0.5]$ whereas memes are randomly sampled from $[0, 1]$. Figure 1 shows the distribution of memes at each time step (the lighter the shade of gray, the higher the meme value). Focusing firstly in the upper row (panmictic topology), notice the clearly different behavior depending on genotype initialization. When genes and memes are both initialized in $[0, 1]$ the algorithm does seldom converge to a high-potential meme. Actually, such memes temporarily proliferate in the initial stages of the algorithm but are later driven to extinction by memes hitchhiking on high quality genotypes to which they sticked by chance. The situation is quite different when genotypes are initially drawn from $[0, 0.5]$: in this case the algorithm does gradually converge to the upper part of the meme distribution, with low-potential memes quickly disappearing from the population. A more detailed perspective on this is provided by Figure 2 in which qualified runtime distributions (QRTDs) [8] are provided. These indicate the probability that a certain target (in this case, convergence to a meme in a desired percentile) is reached as a function of the number of iterations. Notice how the probabilities are below 10% for memes above the 95% percentile in the first scenario, whereas this probability is 100% in the second scenario. In the latter a spurious match between a very good genotype and a bad meme cannot happen since these very good solutions do not exist initially. Furthermore, high-potential memes initially
Fig. 2. Qualified runtime distributions for simulations with $\mu = 625$. The upper row corresponds to panmictic connectivity and the lower row to von Neumann neighborhood. Similarly, the left column corresponds to genotypes initialized in $[0, 1]$ and the right one to initialization in $[0, 0.5]$ (memes are initialized in $[0, 1]$ in both cases). The curves indicate the probability that the population converges to a meme in the $i$-th initial percentile of the population as a function of the number of iterations. Notice the different scale in the X-axis.

Attaching to bad genotypes can highly improve the quality of the latter in the initial steps, thus increasing their chances of survival.

Let us now turn our attention to the effect of the spatial structure. The bottom row of Figure 1 shows the distribution of memes for the case of von Neumann neighborhood. Notice how a similar pattern as in the panmictic case is observed with respect to genotype initialization. A more detailed inspection indicates several differences though. Firstly, notice how the convergence is slower in this case (e.g., the scale in the X-axis is larger). This is a well-known effect of the use of spatial structure and is commonly exploited in the context of evolutionary algorithms for promoting diversity and thus decreasing the chances of getting stuck in local optima [4], [23]. In the case of MMAs this has an additional advantage, namely the fact that a slower convergence increases the lifespan of individual memes, thus giving them more chances to improve their hosts if they have the potential to do so.

Hence, the algorithm is more robust and can better cope with hitchhiking inert memes. This can be seen in the meme map in the bottom row of Figure 1 by a larger prevalence of lighter-gray areas, and more clearly in the QRTDs (bottom row of Figure 2), e.g., the 95% percentile is reached with nearly 20% probability in the case of $[0, 1]$-initialization (cf. below 10% in the panmictic case), and the 99% percentile is reached with nearly 80% probability for $[0, 0.5]$-initialization (cf. about 65% in the panmictic case). A signrank test [24] indicates that the difference in the final percentile reached is statistically significant in both cases ($\alpha = .05$).

Finally, we consider the takeover time, namely the time required for a meme (not necessarily the best one as shown previously) to dominate the population. Figure 3 shows the growth curves, depicting the percentage of the meme pool occupied by the most repeated meme (notice that the most repeated meme need not be the same throughout a run; we simply count the number of copies of the most repeated one...
Similarly, the left column corresponds to genotypes initialized in $[0, 1]$ and the right one to initialization in $[0, 0.5]$ (memes are initialized in $[0,1]$ in both cases). Notice the different scale in the X-axis.

TABLE I
FITTING GROWTH CURVES TO A LOGISTIC FUNCTION. FOR EACH ALGORITHM CONFIGURATION THE SCALE PARAMETER $\alpha$ AND THE MEAN SQUARED ERROR IS SHOWN.

<table>
<thead>
<tr>
<th>topology</th>
<th>$\mu = 100$</th>
<th>$\mu = 256$</th>
<th>$\mu = 400$</th>
<th>$\mu = 625$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>mse</td>
<td>$\alpha$</td>
<td>mse</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>----------------</td>
<td>-------------</td>
<td>-------------</td>
<td>-------------</td>
<td>-------------</td>
</tr>
<tr>
<td>panmictic</td>
<td>81.628878</td>
<td>0.000042</td>
<td>210.791430</td>
<td>0.000069</td>
</tr>
<tr>
<td>von Neumann</td>
<td>186.815036</td>
<td>0.000366</td>
<td>578.914610</td>
<td>0.000554</td>
</tr>
</tbody>
</table>

at each time step). These curves exhibit the typical shape of the well-known logistic model $f(t) = 1/(1 + Ke^{-t/\alpha})$. Indeed, such a model was proposed early in the literature by Sarma and De Jong [20] in the context of spatially structured evolutionary algorithms. While by no means the unique alternative – e.g., see [5]– it serves as a good starting approximation to quantify the growth of the dominant meme. Qualitatively, we observe as expected the well-known pattern of slower convergence for increasing population sizes and for the von Neumann topology [6] as opposed to the panmictic population. From a quantitative point of view, we have fitted the growth data to a logistic curve to identify the scale factor $\alpha$ that renders the number of iterations dimensionless. The resulting data is shown in Table I. As it can be seen, the fit is quite good, yielding very low mean squared errors. The scale parameters are quite similar for variants with the same topology, and are about 2-5 times larger for the von Neumann topology than for the panmictic case, in correspondence with the relative takeover time which
can be seen in Figure 3. With respect to the population size, the increase in the scale parameter admits a linear interpolation \( \alpha = a + bp \) yielding values of \( b = 0.84 \) and \( b = 0.74 \) for the panmictic case and \( b = 3.43 \) and \( b = 3.40 \) for grid topology with von Neumann connectivity.

V. CONCLUSIONS

We have presented some initial steps in the line of analyzing meme propagation in MMAs. Using an idealized model of genotypes and memes we have shown that the selection intensity plays a very important role in allowing high-potential memes to proliferate. In a panmictic model, good memes will dominate the final population when the starting solutions have a substantial improvement margin on average. When this margin is smaller, average memes can hitchhike their way to the final stages of the evolution and make other comparatively better memes become extinct. In the presence of a spatial structure inducing longer takeover times (in our case a toroidal square grid with von Neumann topology), this hitchhiking effect is somewhat mitigated, allowing good memes to express themselves and increasing their chances for making it to the final population. An interesting line of future research focuses on the consideration of other topologies and study their effect on meme propagation. Work is in progress in this area. Looking beyond, another topic for further research is the extension of this analysis to coevolutionary memetic algorithms [22] in which memes are detached from genotypes and co-evolve alongside the latter in a separate population.
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Abstract—Multiuser voice conferencing platforms are more and more popular. Internet bandwidth is becoming very accessible, what makes voice over IP used on an everyday basis. Being able to communicate with multiple people at the same time can be beneficial, but on the other hand increases the need of coordination mechanisms. Determining a moderation scheme which is fair and efficient is not a trivial problem to solve. We define conference moderation as a multiagent resource allocation problem and introduce a process based on Vickrey auctions to solve it. A concept of co-owned communication channel is what stands as a basis of our definition of fairness.

Index Terms—Multiagent systems, Auctions, Social welfare, Moderation, Simulation

I. INTRODUCTION

Exchanging of information is a crucial part of our existence. In some situations we have to elaborate with larger groups of people. It might be very valuable, as every member of such group brings some extra knowledge, potentially useful for the whole society. Yet, it comes at a certain price. It requires an additional effort to manage the flow of information as the number of participants grows. In a most general definition, a conference is "a meeting for consultation, exchange of information, or discussion". Yet, the conferences may vary a lot in their specifics. A discussion among a group of friends lives by a different rules than a company meeting. An environment in which a large group of random people struggles to exchange some information has the biggest potential of becoming extremely chaotic, thus bringing the flow of information to a minimal level. Open societies with low entry barriers often face problems of disruptive behavior such as flooding or spamming. How do we deal with that? How do we coordinate the flow of information in a way which is efficient and fair? That is a role for moderation mechanism.

Decentralized moderation schemes for large scale social platforms like Usenet or Slashdot is being discussed in a number of papers [1], [2]. Multiagent resource allocation and a concept of bargaining or trading agents is also a common topic of research, with distribution of network bandwidth being one of the possible applications [3].

This is an extended version of the paper in which we first introduced the presented allocation model [4]. We mostly focused on the verification of the model. However, we also provided a new, refreshed view of the problem definition and social welfare, which may be found in the next two sections. We gave some more detailed insight into features a fair and effective social welfare metric should possess. Section V contains a description of Vickrey auction based allocation method. We have also introduced a resale procedure to deal with a problem of choosing a proper allocation time. Next we move on to an overview of verification methodology in Section VI followed by simulation results in Section VII. A JADE based implementation of conferencing agents is presented.

II. BACKGROUND

The environment with which we are dealing is very specific. It is a huge online audio conference platform connecting people from all parts of the world. It is used by hundreds of thousands of users every day. It is very likely that conference participants will not know each other. The discussion topics may vary and cannot be anyhow limited or managed. The only thing that can be assumed or enforced is that all participants in a single discussion share the same language. Also the number of concurrent ongoing conferences may be as high as tens of thousands. The model of a single conference is very simple though. All participants connect to a single device—media server, which is responsible for handling the voice stream. Strictly speaking it broadcasts the voice stream transmitted by a single participant to all others. It also has a steering protocol which allows controlling it to some extent. What is most important, it allows specifying which participants are allowed to transmit voice signal in the given moment of time and which ones are only allowed to receive it.

A. Moderation

For this sort of audio conversation platform to function successfully, a moderation mechanism is required. User experience would suffer otherwise. It is hard to strictly define what would be seen as "good" or "bad" conversation by the participants. There is a basic rule that definitely needs to be fulfilled in order to achieve a fair discussion.

No participant will be able dominate the discussion.

Moderation is a mean to fulfill those requirements. If the ability to speak is distributed properly among participants over time, it should be possible to maximize welfare of the whole group. There are a few standard, commonly known moderation mechanisms, which can be observed:

• No moderation—For example a group of friends talking at the cafeteria will not require any moderation to get the most of their discussion. It is important that the group
is relatively small. The fact that participants know each other well and have no point in dominating the discussion also helps.

- Discussion rules—For example a lecture at the university. Both, the lecturer and the students are aware of discussion rules up front and will respect them.
- Human moderator—A designated person is responsible for leading the discussion by granting/revoking voice to participants. It is also very important that moderator understands and follows the discussion, as it is crucial to pick the right people to speak in a given time slot.
- Queuing—All participants queue up and are the voice is granted in a "round robin" scheme.

All of the above moderation models except queuing cannot be applied in this specific environment. That is mostly because of size of the system. Queuing is the only model that does not require manual management and puts no trust that users will apply to some rules without forcing them into it. A huge drawback of queuing in this case is the maximum pessimistic waiting time. It is possible that a participant who needs the voice most will be forced to wait until everyone else uses the granted time slot. That is an area, where introducing a multi agent solution could bring better results.

B. Multiagent resource allocation

Multiagent resource allocation is a process of distributing a number of items (resources) among a number of agents [5]. This brief definition, however, does not fully describe the problem.

Resources might differ in characteristics. The whole range of resource types is substantial and each might require different allocation technique. For instance, we can distinguish divisible goods (like network bandwidth) and indivisible. Also it may, or may not be allowed to share an indivisible resource among a number of agents.

Agents may have preferences over different allocation outcomes. Not only may they have preferences over resource bundles they receive, but also over bundles received by others. Preferences can be represented in a various ways, like utility function or binary relation on alternatives. Moreover, agents may or may not be truthful while reporting their preferences.

Allocation can be performed with the use of various allocation procedures, which can be either centralized or distributed. Typical examples of centralized procedures are auctions or voting mechanisms, with a central entity empowered to decide on the final allocation. In distributed solutions agents try to come to a common agreement through a sequence of local negotiation steps. In both cases, the objective is to find an allocation which is feasible or optimal. What stands behind the concept of optimal depends on the specific multiagent resource allocation scenario.

III. Problem definition

We formulate conference moderation task as a resource allocation problem. The following definition is general and may find application whenever multiple agents compete over a non divisible resource across multiple time periods.

Let $N = \{a_1, a_2, \ldots, a_n\}$ be a finite set of participating agents. Each agent takes part in $T \in \mathbb{N}^+$ consecutive resource allocation runs, each for a separate time period. A resource can only be allocated to one agent at a time, therefore the set of feasible allocations $\Delta = N$. Let $\delta_t$ denote the allocation outcome for $t$ allocation run $\forall t \leq T$. There is also a special null allocation $\delta^-$ which represents a situation when no agent holds a resource. Each of the participating agents has its preference regarding every allocation represented by the utility function $u_{i,t} : \Delta \rightarrow R, \forall t \leq T, a_i \in N$. Let vector $x = (\delta_1, \delta_2, \ldots \delta_T)$ hold all allocations across all time periods. We call $S(x)$ a social welfare function. $S : \Delta^T \rightarrow R$. We will discuss it in details in section IV. For now it is only important that it determines an overall happiness of the whole society $N$ for a given allocation vector $x$. Objective is to find $x^*$, which will maximize $S(x)$.

Utility functions are not known upfront. While deciding upon an allocation $\delta_t$, our knowledge consists of:

- current and past utility functions for all participating agents
- allocations that have been performed up to this point

Note that the shapes of current utility functions $u_{it}$ are very likely to depend on the whole history of allocations up to this point in time $(\delta_1, \delta_2, \delta_3 \ldots \delta_{t-1})$ and what those allocations brought. In other words, every allocation decision can affect the way agents shape their utilities in the future. It might also have an impact on the total number of consecutive allocations $T$.

IV. Social welfare function

Social welfare function $S$ ranks every feasible allocation vector $x$. This ranking represents a welfare of the whole society $N$ if an allocation $x$ took place. Since $S$ determines whether we choose one allocation vector over the other, it also defines what we consider as fair. It is not a straightforward task to rule what is fair in these specific conditions. Moreover, according to Arrows impossibility theorem [6] there exists no reasonably consistent social welfare metric. It needs to be carefully chosen to fit the specific scenario.

For a given application Nash social welfare metric has advantages over Utilitarian or Egalitarian viewpoints [7]. It leverages between fairness by equalizing utility distribution among agents and higher overall utility. However, we cannot define the social welfare metric as in Equation 1.

$$S_N(x) = \prod_{a_i \in N, t \leq T, t \in \mathbb{N}^+} u_{it}(\delta_t) \quad (1)$$

Consider the scenario presented in Table I and two allocation vectors $x_1 = (a_1, a_1, a_2), x_2 = (a_2, a_2, a_1)$. Both vectors are equally valuable in terms of fairness, as each of the two agents gets his share of resources and the division is as equal as possible. After applying Nash social welfare metric we get $S_N(x_1) = 250 > S_N(x_2) = 200$, thus it clearly favors $x_1$ over $x_2$. From the utilitarian perspective we have
\[ S_{t'}(x_1) = 23 < S_N(x_2) = 25, \] what means that overall utility is lower in case of allocation \( x_1 \).

An ideal social welfare metric for this environment should in the first place ensure that all rules of fair discussion proposed in Section II-A are fulfilled. Once this is secured, higher overall profit should be promoted. We propose the conference metric given by equation 2, which mixes the concepts of utilitarian social welfare and Nash product together.

\[ S_M(x) = \prod_{a_i \in N} \sum_{t \leq T, t \in \mathbb{N}^+} u_{i,t}(x_1) + \epsilon \quad (2) \]

A. Unanimity

Unanimity principle is the most important concept of welfare economics [8]. It says that the chosen utility vector should not be Pareto inferior to any other feasible utility vector. Metric defined by Equation 2 fulfills the rule of unanimity, as it prefers allocations which bring strongly Pareto optimal utility vectors. Let \( x_1 \) be a feasible allocation vector preferred by the metric. Let \( x_2 \) be a different feasible allocation dominating \( x_1 \) in terms of Pareto dominance. Therefore we have:

\begin{itemize}
  \item \( u_{i,t}(x_{1,t}) \leq u_{i,t}(x_{2,t}), \forall a_i \in N, \forall t < T, t \in \mathbb{N}^+ \)
  \item \( \exists a_i \in N, \exists t < T, t \in \mathbb{N}^+, u_{i,t}(x_{1,t}) < u_{i,t}(x_{2,t}) \)
\end{itemize}

It is easy to see, that \( S_M(x_1) < S_M(x_2) \). This means that \( x_2 \) would be a preferred allocation vector by the metric.

Note that it does not take place if we remove \( \epsilon \) from the equation. For instance, if one of the agents had zero utility for every possible allocation, all allocation vectors would be seen as equal.

B. Anonymity

Anonymity (symmetry across the agents) is another important social welfare metric feature. It is especially significant while considering fairness, as it indicates if any member of the society in a privileged position. \( S_{AM} \) is anonymous to some extent. For any choice of agents \( a_1 \) and \( a_2 \), switching their utility functions, so that \( u_{1,t} = u_{2,t}, \forall t \leq T \) and \( u_{2,t} = u_{1,t}, \forall t \leq T \) will not change the rating of any allocation vector. This only holds true if we perform so for all values of \( t \). All allocations \( \delta_j, \forall j < t \) and utility functions \( u_{a,t}, \forall j < t \) act as an allocation history, which has a significant impact while deciding on \( \delta_j \). This historical data makes some agents more privileged then others. That is all in line with our understanding of fairness.

V. Fair allocation model

The proposed model is designed based on two assumptions:

- The whole resource is cofounded by each of the participating agents, therefore each member of the society owns an equal share of rights.
- Every agent may only grant some utility to owning the resource itself—\( u_{i,t}(a_j) = 0, \forall t \neq j \). A more general allocation model with no such restriction has been proposed in [4], but it is out of scope of this paper.

The resource is indivisible and can only be utilized if fully owned. No one can use just a part of resource, yet agents can negotiate over the price and purchase or sell it to each other. For this purpose each agent \( a_i \) is associated with \( r_{it} \), which might be interpreted as agent’s wallet for time period (allocation number) \( t \). Initially \( r_{i1} = R, \forall a_i \in N \), where \( R \) is a positive constant value to initialize all the wallets. The conference is divided into \( T \) shorter periods, at the beginning of each agent may express their desire to obtain full rights to transmission channel. Resource allocation is then performed with the use of Vickrey auction mechanism [9]. The allocation pattern for period \( t \) is following:

1. Each participant \( a_i \) issues a bid with the valuation \( v_{iT} \). The bid cannot be higher than the actual wealth of agent at that time, therefore \( v_{iT} = \min(u_{it}(a_i), r_{it}) \)
2. The winning agent \( a_k \) and the price to pay \( p_t \) is determined with the use of Vickrey auction.
3. Price to pay is deducted from the winner’s wallet \( r_{k,t+1} = r_{k,t} - p_t \).
4. All agents which sell their resource rights to \( a_k \) are rewarded \( r_{i,t+1} = r_{i,t} + \frac{p_t}{T} \).
5. The whole resource is allocated to \( \delta_t = a_k \) for time period \( t \)

According to the introduced model, resource allocation time is constant and defined upfront. It is a serious limitation given that demands might vary in terms of allocation length. If allocation time was kept constant and set too long, we would waste the resource due to excess allocation period. On the other hand, setting this time too short would cause allocations which only partially meet the demands. Moreover, there is no guarantee that agents assign any utility at all to allocations which only partially meet their demands.

We deal with this problem by setting an allocation time long and introducing a resale procedure. Whenever an agent owns a resource which he no longer requires while there is still some time left before exclusive rights period ends, he can request for an earlier reallocation. If a demand for the resource exists, he might get a fraction of the price he paid back.

Let \( \delta_t = a_i \) and \( \delta_{t+1} = a_j \). Agent \( a_j \) decided to request a resale after utilizing the resource for time \( l \) out of full allocation time \( L \). When \( a_j \) wins:

\begin{itemize}
  \item \( r_{i,t+2} = r_{i,t+1} + \frac{1}{L} \min(p_t, p_{t+1}) + \frac{p_t - \frac{1}{L} \min(p_t, p_{t+1})}{L-1} \)
  \item \( r_{k,t+2} = r_{k,t+1} + \frac{p_t - \frac{1}{L} \min(p_t, p_{t+1})}{L-1}, \forall k \neq i, j \)
\end{itemize}

It is important that an agent will never gain from the resale procedure. It is only possible to get a fraction of an allocation.
price back. Otherwise, it would motivate members of the society to purchase a resource with the hope of future resale at a higher price.

By leveraging Vickrey auction, we gain all characteristics of this auction mechanism. Performing allocation is quick and does not require a lot of overhead network traffic. This is a very important feature, as it is crucial to finish negotiations before the beginning of conference period affected by this allocation. Agents are also highly encouraged to bid their true valuations, as it is in line with the dominant auctioning strategy. It is important to mention here that in the dominant strategy equilibrium is a weak equilibrium for VCG process in case of asymmetrical bid ranges [10]. For the richest agent it is equally reasonable to bid anything from the full value of his wallet to a wallet value of the second richest agent. In this case however, it has no effect on the choice of winner or on the price.

Unfortunately Vickrey auction has a couple of drawbacks. It is vulnerable to bidder collusion agreements. A group of agents with the highest valuations may settle not to vote their true valuations in order to lower the resulting price. The model is also exposed to lying auctioneers. Agents may bid shill votes in order to inflate the price and increase the income.

VI. METHODOLOGY

In order to verify the proposed model and how it operates as conference moderation mean, we performed a whole range of simulated discussions. We implemented two types of agents playing a role in the conference—coordinator and participant. Implementation was done with the use of JADE platform [11]. Coordinator is responsible for keeping track and deciding whenever the society should transition to a next allocation phase. It is also up to the coordinator to decide upon the resource allocation based on all data (utilities) collected from participants. Participant’s main responsibility is to declare its current utility of holding the resource whenever coordinator announces the bidding phase.

A. Protocol

Naturally, interaction among agents requires a specified communication language. FIPA standard defines a huge set of protocols, which come implemented out of the box with JADE. We have chosen some of as a language for our agents.

"Subscribe" protocol—defined by the FIPA standard. Should be used, whenever "Initiator" agent wishes to monitor the state of an object owned by the "Receiver". For the purpose of this simulation, subscribe protocol is used by the participants to monitor state changes of the communication channel. This information is broadcasted by the coordinator after each performed allocation.

"Allocation" protocol—FIPA standard does not provide a Vickrey auction protocol. We designed the protocol of our own as shown in Figure 1. Every auction is initiated by the coordinator agent, who collects bids from all participants and performs the allocation according to the implemented model.

B. Behaviours

The whole process begins with a subscription phase when coordinator awaits for all participants to submit their conference subscription requests. After a certain time limit the discussion moves on to the main phase, which consists of two alternate behaviors:

- Auction—Collecting bids (valuations) from all conference participants. Making an allocation decision based on collected bids. Informing participants about the auction result.
- Allocation—Granting the resource to the new owner. Collecting and distributing the payment. Informing participants about the resource ownership change.

The whole auction process along with a decision upon the next allocation change is performed in advance (auction speedup time) to the actual change, in the background of the previous allocation time. This procedure is designed to eliminate allocation time fluctuations caused by the auction procedure, as it might involve passing a substantial number of messages over the network or performing timely calculations.

C. Demands

The main task of participant agent is to compete over a resource (communication channel) according to his preferences. Determining current utility is performed based on the agents set of demands. A single demand object is shown in the Figure 2. It is characterized by the following features
Fig. 2. Demand object

- Start time—the time since when the demand is active and has influence on agent’s utility
- Maximal delay—maximal time in which the demand is still active
- Length—allocation time required to satisfy this demand
- Maximal valuation—valuation for an allocation at the demand start time
- Minimal valuation—valuation for an allocation with a maximal delay
- Silence time—time interval from the previous demand

In order to determine the current resource valuation, an agent scans through the whole set of active demands and picks the one with highest active valuation. If a demand is not satisfied right when it arises (start time), valuation deteriorates linearly up till maximal delay.

D. Dynamic demands

Aiming to increase similarity to real live conversational environment, we implemented semi intelligent agents capable of dynamically shaping their utility functions based on discussion history. Human conversation is a process driven by certain rules [12]. Among others, these rules describe how people choose and change the discussion topic:

- RULE 3: In introducing a new topic of conversation, the topic should be chosen so that both speakers have some knowledge and interest in its discussion.
- RULE 6: The topic of conversation may drift to a subject where the conversational participants share a great amount of knowledge.
- RULE 13: Each participant in the conversation has the conversational goal of saying things that are important to the other participant.

Having that in mind, we have developed an agent capable of reacting (adjusting his utility function) to the discussion flow. Such agent is supplied with a set of topic preferences and discussion memory to record the occurrence frequencies of all topics. Given all that as an input data, whenever an agent takes active part in a discussion, it will first choose a theme possibly interesting for all parties and shape it’s utility function accordingly. Every topic from the list might be chosen with the probability directly proportional to agent’s preferences and the frequency of occurrence in the discussion so far.

E. Allocation models

We performed simulations for four different allocation models acting as a moderation procedure. Apart from the “Fair allocation model” proposed in Section V, we use three other allocation schemes for the purpose comparison:

- Queuing—Participants reporting need for the resource (positive valuation) are put into FIFO queue. Resource is always allocated to the first agent in the queue. There is no risk of dominating the discussion, yet it does not give any preference to allocations which increase the overall social welfare.
- Choosing maximal valuation—Resource is allocated to an agent reporting highest valuation at the given time. This model does not encourage agents to bid their true valuations nor does it put any preference to fair allocations. The dominating strategy is to bid just a tiny bit above the highest bidding participant.
- Maximizing social welfare metric—Chooses the allocation which maximizes social welfare metric defined by Equation 2. Prefers allocations which are both fair and increase the overall social welfare. However, participants might try to increase their profits or dominate the discussion by faking their bids. Under the assumption that allocation decision does not have any impact on the future shape of agents’ utility functions, this model guarantees to maximize the social welfare.

VII. Evaluations

We came up with three discussion participant profiles which vary in characteristics of their demands set. All demand attributes were generated from uniform distribution on a given range.

- Regular:
  - Silence time: 3 to 15 seconds
  - Maximal delay: 3 to 7 seconds
  - Length: 3 to 10 seconds
  - Maximal valuation: 2 to 10
  - Minimal valuation: 0 to half of maximal valuation
- Aggressive:
  - Silence time: 3 to 3,5 seconds
  - Maximal delay: 3 to 7 seconds
  - Length: 3 to 10 seconds
  - Maximal valuation: 10
  - Minimal valuation: 9 to 10
- Dynamic: (as described in Section VI-D):
  - Silence time: 3 to 15 seconds
  - Maximal delay: 3 to 7 seconds
We performed model evaluations by simulating a number of discussions with the following parameters:

- Discussion time—5 minutes
- Allocation time—10 seconds
- Auction speedup time—3 seconds
- Number of participants—3 to 15

For a chosen distribution of demand profiles among participants, we performed 10 simulations for every number of participants from the range and every moderation model. Welfare has been calculated according to metric defined by Equation 2 and averaged over those 10 runs. Each agent had his set of demands generated before every single simulation.

Figure 3 contains results for the most ideal scenario, where every agent has a "regular" demands profile. All allocation methods show decent behaviour, as there is was no special need to bother about fairness or overall welfare. "Maximize metric" model outperforms all others, as expected.

In the next scenario, we had chosen the ceil of 10% of all agents and set their profiles to "aggressive". Results are shown in Figure 4. "Choosing maximal valuation" clearly prefers allocation vectors which bring lower social welfare. It promotes aggressive agents over others and allows them to dominate the whole process.

The last scenario we simulated is a mixture of the previous two. Among the participants with "dynamic" demands the chosen ceil of 10% of agents have their profiles set to "aggressive". This environment highlights the weaknesses of both "queuing" and "choosing maximal valuation" which perform visibly worse than the remaining two.
In this paper we proposed a social welfare metric to determine the quality of a conference taking fairness aspects into consideration. Further on, we introduced a multiagent resource allocation scheme which embraces the described concept of fairness while getting as much out of overall social welfare as possible. We have performed a whole series of simulated discussions in order to verify the model’s quality. Empirical results show that this resource allocation procedure is very much in line with the social welfare metric defined by Equation 2. It generates an allocation which is fair and highly valued by the whole society in a hostile environment with agents trying to dominate. We have also observed good results with semi-intelligent conversation aware agents.

Future work includes testing the model in a real life scenario by deploying to a broad public. We would also like to lay a more solid theoretical foundation to our definition of fair allocation. Analyzing whether our concept is in line with fair dominance [13] should be a good starting point. Another area of theoretical research are budget bound auction mechanisms [14] and investigate the impact on the introduced Vickrey auction based process.
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Abstract—The paper shows how an agent-based system can be subjected to formal verification using a deductive approach. The particular system for gathering open source intelligence is considered, which is built on a framework for data integration. Techniques allowing for automatic extraction of logical specifications are described with emphasis on pattern-based and rule-based approaches. An example illustrates how the proposed method works in a scenario with iterated agent tasks combining these two approaches.

I. INTRODUCTION

THE key concept in multi-agent systems (MAS) are intelligent interactions (coordination, cooperation, negotiation). Thus multi-agent systems are ideally suited to representing problems that have multiple problem solving methods, multiple perspectives and/or multiple problem solving entities [1]. Yet this variety of perspectives often makes the design and implementation of software MAS a really difficult task.

Formal methods enable the precise formulation of important artifacts and the elimination of ambiguity. There are two well established approaches to formal reasoning and system verification [2]. The first is based on the state exploration (“model checking”) and the second is based on deductive reasoning. Model checking is an operational rather than analytic approach [3]. On the other hand, deduction-based formal verification is essential for sustainable verification leverage, characterized by intuitiveness, a top-down way of thinking, logic-based reasoning, coverage of infinite computations, etc. Temporal logic is a well established formalism which allow to describe properties of reactive systems. The semantic tableaux method, which might be descriptively called “satisfiability trees”, seems intuitive and may be considered as a goal-based formal reasoning.

The contribution is based on an agent-based framework dedicated to acquiring and processing distributed, heterogeneous data collected from the various Internet sources [4]. Data processing in such a system is structuralized by means of dynamic workflows based on agents’ interactions. Our goal is to provide a formal description of these interactions to make sure the system works properly. Since logical specifications are difficult to specify manually, a method for an automatic extraction of logical specifications, considered as a set of temporal logic formulae, was proposed in [5], or for a building requirements models during the software requirements elicitation in [6]. Here, a case of iterated agent tasks is considered and illustrated by a more complex scenario in a slightly different application area. The case includes both an active model and a state model for agent systems.

In the first part of the paper essential logical background is provided and the method of specification generation based on workflow describing agents’ interactions is described. Then the general structure of the framework for data integration is presented. This constitutes a base for the discussion of the scenario of the particular system, which shows how the approach works in practice.

II. LOGICAL PRELIMINARIES

Logical background which is temporal logic, semantic tableaux, and the deduction-based verification system are discussed below. Temporal logic TL is a formal and logical system for the specification and verification of software models and systems [7]. It introduces symbolism (unary and dual operators are for “sometime in the future” and for “always in the future”) for representing and reasoning about the truth and falsity of formulas throughout the flow of time and taking into consideration changes of their valuation. It allows to describe both temporal relations between reached states and to specify expected properties. The attention is focused on propositional linear-time temporal logic PLTL, i.e. the time structure constitutes a linear and unbounded sequence. Each element in the mentioned sequence corresponds to a propositional world, i.e. atomic propositions AP are valued in every point of the sequence. Temporal logic and their syntax and semantics are discussed in many works, e.g. [8], [7]. Considerations in the work are limited to the smallest temporal logic, e.g. [9], [10], which is extension of a classical propositional calculus’ to the axiom (for “always in the future”) and the inference rule (for “in the future”). The minimal logic, also called the K logic, is sufficient to define many system properties (liveness, safety). The following formulas may be considered as examples of this logic: action ⇒ reaction, (send ⇒ ack), (live, −(event), etc.

Semantic tableaux is a decision procedure, based on formula decomposition, for checking formula satisfiability. Even though it is known in classical logic, it can also be applied in temporal logic [11]. At each step of a well-defined procedure, some logical connectives are removed and formulas are decomposed. The method is a proof by contradiction, i.e. after negation of the initial formula, finding a contradiction in all
branches means that the inference tree is closed, and there are no valuations that satisfy a formula. It leads to the statement that the formula before the negation is true. The method provides, through so-called open branches of the semantic tree, information about the source of an error, if one is found. The work [12] provides an example of the inference tree.

![Diagram of the deduction-based verification system for agent models](image)

The outline architecture of the proposed deduction-based system for agent models is presented in Fig. 1. There are two generation components. The first one works using the algorithm $\Gamma_1$ (described in the next section) and is designed for models expressed in activity diagrams using predefined workflow patterns. The second one works using the algorithm $\Gamma_2$ (described in the next section) and is designed for models expressed in state diagrams. The outputs of these generation components are logical specifications understood as sets of temporal logic formulas. The combined specification is treated as a conjunction of all formulas $p_1, \ldots, p_n = L$ and every $p_i$ is a specification formula generated during the extraction $\Gamma_1$ or $\Gamma_2$. These formulas constitute a logical specification $L$. The $Q$ formula (query) is a desired system property for the analysed software model.

Both the final specification of a system and the examined properties constitute an input to the prover component, which works using the semantic tableaux method. It enables the automated reasoning. The input for this component is the formula $C(L) \Rightarrow Q$, where $C(L)$ means conjunction of all extracted formulas, or, more precisely:

$$p_1 \land \ldots \land p_n \Rightarrow Q \quad (1)$$

After negation of formula (1), it is placed at the root of the inference tree and decomposed using the semantic tableaux method’s well-defined rules. The work [12] provides an example of the inference tree.

The whole verification procedure can be summarised in the following way:

1) Automatic generation of a logical specification based on design patterns ($\Gamma_1$);
2) Automatic generation of a logical specification based on extraction rules ($\Gamma_2$);
3) Introduction a property $Q$ as a query for the considered model;
4) The automatic inference using semantic tableaux for the whole formula $L$.

Steps 1 to 4, taken as a whole or individually, may be processed many times, whenever models are changed (step 1 or step 2) or there is a need for a new reasoning due to the revised system’s property (step 3).

III. LOGICAL SPECIFICATIONS

Two generation methods for extraction logical specifications are considered in this section. The first one which is based on predefined workflows is discussed in a more detailed way. However, the rule-based approach is an interesting alternative for generating logical specifications.

A. A pattern-based approach

Presentation of the approach needs to introduce some basic notions and definitions. An elementary set of formulas over atomic formulas $a_{i, i=1, \ldots, n}$ is denoted $pat(a_i)$, or simply $pat()$, as a set of temporal logic formulas $\{f_1, \ldots, f_m\}$ such that all formulas are syntactically correct. The examples of elementary sets are $Pat1(a, b) = \{a \Rightarrow \neg b, \neg a \Rightarrow \neg b, \square \neg (a \land b)\}$ and $Pat2(a, b, c) = \{a \Rightarrow \neg (b \land c), \neg (b \lor c)\}$. The logical expression enables representing nested and complex structures elementary sets. The logical expression $W_L$ is a structure created using the following rules [13]:

- every elementary set $pat(a_i)$, where $i > 0$ and every $a_i$ is an atomic formula, is a logical expression,
- every $pat(A_i)$, where $i > 0$ and every $A_i$ is either
  - an atomic formula $a_j$, where $j > 0$, or
  - a set $pat(a_j)$, where $j > 0$ and $a_j$ is an atomic formula, or
  - a logical expression $pat(A_j)$, where $j > 0$ is also a logical expression.

The example of logical expression is $Seq(Flow(a, b, c), Switch(d, e, f))$ which is intuitive, in that it shows the sequence of a parallel split (flow) and then conditional execution (switch) of some activities.

Workflow patterns constitute a kind of primitives and enable the automation of the generation process for logical specifications. It leads to the mapping of workflow patterns to logical specifications. The proposed approach is based on the assumption that the entire activity diagrams are built using only predefined workflow patterns. The assumption is
not a restriction since it enables receiving correct and well-composed systems. Activity diagrams of UML enable modelling workflow activities. They support choice, concurrency and iteration. The important goal of diagrams is to show how an activity depends on others [14].

Sequence(a1,a2): */ ver. 13.04.2013
in={a1} / out={a2}
a1 ⇒ <>a2 / [](~(a1 & a2))
SeqSeq(a1,a2,a3):
in={a1} / out={a3}
a1 ⇒ <> a2 / a2 ⇒ <> a3
[~((a1 & a2) | (a2 & a3) | (a1 & a3))]
Flow(a1,a2,a3):
in={a1} / out={a2,a3}
a1 ⇒ <>a2 & <>a3 / [] (~((a1 & a2) | (a1 & a3))
Switch(a1,a2,a3):
in={a1} / out={a2,a3}
a1 & c(a1) ⇒ <>a2 / <>a3 /
[~((a1 & a2) | (a2 & a3) | (a1 & a3))]
LoopWhile(a1,a2):
in={a1} / out={a1,a2}
a1 & c(a1) ⇒ <> a2 / <>a2 & a1 & ~c(a1) ⇒ <> a2
[~(a1 & a2)]

Fig. 2. Predefined set of pattern temporal properties

Logical properties of all design patterns are expressed in temporal logic formulas. They are stored in the predefined and fixed logical properties set \( P \). An example of such a predefined set \( P \) for the UML activity diagrams is shown in Fig. 2. Most elements of the \( P \) set, i.e. two temporal logic operators, classical logic operators, etc. are not in doubt. \( a_1 \), \( a_2 \) and \( a_3 \) are atomic formulas and constitute a kind of formal arguments for a pattern. The slash allows to place more than one formula in a single line. \( c(a) \) means that the logical condition associated with the activity \( a \) has been evaluated and is satisfied. The pattern \( SeqSeq \) means the concatenation of sequences as a sequence of three arguments. Variables \( in \) and \( out \) provide information about activities for a pattern that are the first and the last to be executed, respectively. They enable representing pattern to be considered as a whole. All formulas describe both safety and liveness properties for every pattern [15]. Summing up, the predefined set of pattern temporal properties consists of the following elements \{Seq, SeqSeq, Flow, Switch, LoopWhile\} the meaning of which seems intuitive, i.e. sequence, sequence of a sequence, concurrency, choice and iteration.

Generating a logical specification is not a simple summation of formula collections resulting from a logical expression. The generation algorithm \( \Gamma_1 \) sketch for obtaining a set of temporal formulas is given below.

1) At the beginning, the logical specification is empty, i.e.
\[ L := \emptyset \]
2) Patterns are processed from the most nested pattern to be located more towards the outside and from left to right.
3) If the currently analysed pattern consists only of atomic formulas, the logical specification is extended, by summ-
ing sets, by formulas linked to the type of pattern analysed, i.e.
\[ L := L \cup \text{pat}(\cdot) \]
4) If any argument is a pattern itself, then the logical disjunction of all elements that belong to \( in \) and \( out \) sets, is substituted in a place of the pattern.

The algorithm is a modification of the similar one presented in [13]. All patterns of the logical expression are processed one by one and the algorithm always halts. All parentheses are paired. The example of the algorithm is provided in the section V-B.

A logical specification \( \Gamma_1 \) consists of all formulas obtained from a logical expression using the algorithm \( \Gamma_1 \), i.e.

\[ \Gamma_1(W_L) = \{ f_i : i > 0 \land f_i \in \Gamma_1(W_L, P) \} \]

where \( f_i \) is a PLTL formula. The sketch of the generation algorithm is presented below. The generation process has two inputs. The first one is a logical expression and the second one is a predefined set of logical properties. The output is a set of logical formulas.

B. A rule-based approach

However, the rule-based approach for generating logical specifications is an interesting alternative for the previous one, i.e. presented in the section III-A. The approach seems suitable for the UML state diagram when considering set of states (nodes) and transitions (edges). The discussion is limited to some basic situations which are defined in terms of temporal logic formulas. Considering all transitions one by one, a logical specification understood as a set of temporal logic formulas is obtained using the following rules which constitute the generation algorithm \( \Gamma_2 \):

- R.1 (Sequence) – the state \( b \) is enabled when the state \( a \) is reached and an event \( e \) occurred, i.e.: \( \{ (a \land e) \Rightarrow \diamond b, \square \neg (a \lor b) \} \);
- R.2 (Split) – when the state \( a \) is reached and an event \( e \) occurred then single thread of control is splitted into two threads of control to enable parallel reaching the state \( b \) and the state \( e \), i.e.: \( \{ (a \land e) \Rightarrow \diamond b \land \diamond c, \square \neg (a \lor (b \lor e)) \} \);
- R.3 (Synchronisation) – when two states \( a \) and \( b \) are reached in parallel and two events \( e1 \) and \( e2 \) occurred, respectively, then threads of control are transformed and synchronised into a single thread of control to enable reaching the state \( c \), i.e.: \( \{ (a \land e1) \land (b \lor e2) \Rightarrow \diamond c, \square \neg ((a \lor b) \land e) \} \).

A logical specification \( \Gamma_2 \) consists of all formulas obtained using the algorithm \( \Gamma_2 \), i.e.

\[ \Gamma_2 = \{ f_i : i > 0 \land f_i \in \Gamma_2 \} \]

where \( f_i \) is a PLTL formula. The input for the generation algorithm is a state diagram. The output is a set of logical formulas.
IV. AGENT-BASED FRAMEWORK FOR DATA INTEGRATION

The vast amount of information available in the global network calls for complex systems able to perform various analyses with respect to data coming from various, often heterogeneous sources. The described framework provides the data- and task-oriented workflow for collecting and integrating data from a wide range of diverse services [4], [5]. Fig. 4 presents the layered structure of the framework:

- **Presentation** – the usage of different views is possible. They communicate with the rest of the system and allows the user to interact and control the act of the data integration.
- **Middleware** – the logical processing of the data is performed here. This part of the system uses the agent paradigm to delegate different parts of the data integration and processing to other parts of the system (or the external software, frameworks, etc.) that are represented also as agents.
- **Services and data** – wrapping of the various external data sources (and data processing capabilities) takes place here. Interfaces of the systems are adapted and described
in terms of the common type system.
- **Common type system** – the whole framework uses the types described here to annotate the processed data, data sources and external systems interfaces or façades.

Queries created by the user are put into the agent system that performs two types of operations: the management of data (by inspecting queries and delegating them to other agents) and execution of demanded actions (including their selection, configuration and fault recovery). The system can divide processing into issues. An issue is a separate part of data processing, usually centred around an instance of a query object and all related (i.e. found) data.

The current implementation defines three possible functional roles for agents.

- **System agents** provide a bootstrapping and basic functionality. They create new issues, handle errors, monitor the system.
- **Issue Agents** care about a single issue (i.e. user query) and delegate initial tasks to specialised action agents. An Issue Agent retrieves a query from the pool, inspects it and then requests (with messages) a chosen data agent to resolve a query specified in the task.
- **Action (Data) Agents** implement the actual executive part of the search functionality. Upon receiving the task from an issue agent they obtain appropriate strategies and then executes them to answer the query. However, they are not constrained only to strategies. They can perform any action on data: merge, simplify, verify, etc.

Issue Agents are identified by a runtime-generated issue identifier that represents an issue they are taking care of. The Action Agents are described during creation (implementation) with tasks they can perform (called “capabilities”) and data types they can operate on.

### V. Data collection scenario and its formal analysis

We consider an act of gathering data about open-source projects as one of the possible use-cases. This kind of data can be easily mined from popular infrastructure-providing websites like GitHub, SourceForge, etc. Moreover, it is usually very well interlinked and it makes it possible to gather much broader information about e.g., people working on the project, organisations involved, etc.

#### A. Base Scenario

The scenario has three sample steps:

1) Gathering data about an open-source project from all available sources.
   The user inputs a query comprising of, for example, a name of the project or the link to its website into the system. The system performs a look-up of possible matches and returns a match of a list of possible matches. In the latter case, there may be a requirement to choose one (the best) match. It can be done manually or delegated to an agent that can rate each result and select the best one.

2) Scanning of the source code of the project.
   If possible, a user may expect the project’s code to be scanned to obtain particular statistics. If expected, an agent responsible for project data may create another agent that can scan the code. Such an agent will perform the scan and merge the results back into the data handled by the project data agent.

3) Gathering information about commiters and authors.
   It may be further required to gather data about commiters and authors. The project data agent would create a user search agent that is able to collect users data from project website and other related sources.

On the system level our scenario is implemented as follows:

- The types like Project, Commiter, Code are introduced.
- The action agents that performs operations on types are implemented: Project Data Agent, Code Scan Agent, User Search Agent.
- Strategies for each external service can be created: Project Data Search and Code Scan for e.g., GitHub, SourceForge and User Data Search for, e.g., LinkedIn or Facebook.

Fig. 3 shows the activity diagram of an actual execution of the scenario. The user prepares a query that consists of the initial data to operate on (e.g. a name of the project). The task is placed into the system (Data Initialization action). Then, available issue agents are notified about it or a new one is created. The issue agent locates an implementation of a so-called action agent that can handle the specified task (Project Data Agent), instantiates it, and delegates the task execution to this agent.

Project Data Agent inspects the query and calls relevant strategies (to locate and gather project data). Then it may choose to instantiate the Code Scan Agent in order to scan the project’s code. The same goes for commiters data – the
Project Data Agent can instantiate a specialised agent that will look up personal data.

Data collection is performed in two phases: first, the data from strategies is merged by a responsible agent (e.g., data about projects by the Project Data Agent); second, all data from an agent is inserted into the object provided by an agent higher in the hierarchy (e.g., Project Data Agent provides a Project object that has a field commiters that is filled by the User Search Agent). The query execution is finished by putting results to the pool presented to the user.

![Activity diagram of the Issue Agent in the search scenario presented in the section V-A.](image)

Fig. 5 presents sample states of the Issue Agent that is responsible for initiating search for data and forwarding data to the user.

After creation and initialisation, an agent waits for a query from the user. When the query arrives, the agent tries to locate an implementation of a specialised data agent (in the scenario described earlier — Project Data Agent). If such an agent cannot be found it results in a fatal error as it is usually caused by a wrong configuration.

If the data agent is found it is instantiates by the Issue Agent and the query is forwarded to it. Then, the Issue Agent waits for either results from the data agent or request from the UI to get that data. It puts the data, if available, into the user pool and notifies the UI about it. If no data has been found, it generates an error for the UI.

B. Formal analysis and verification

Let us consider the activity diagram shown in Fig. 3. Diagram activities represent propositions which are used for modelling behaviour. Firstly, letters of the Latin alphabet are substituted in a place of propositions. Replacing atomic activities by Latin letters is a technical matter and is suitable only for the work because of its limited size. (In the real world, the original names of activities are used.) The following substitutions are made: a — DataInitialisation, b — CreationIssueAgent, c — CreationProjectDataAgent, d — ProjectDataLookup, e — NeedsCodeStatistics, f — CreationCodeScanAgent, g — CodeScan, h — NeedsCommittersData, i — CreationUserSearchAgent, j — UserSearchLookup, k — DataCollection, and l — GlobalDataCollection. (To simplify considerations, a single proposition instead of a loop is used.) The logical expression $W_2$ for the activity diagram is

$$\text{SeqSeq}(\text{SeqSeq}(a, b, c), \text{SeqSeq}(d, \text{Switch}(e, \text{Seq}(f, g), N1), \text{Switch}(h, \text{Seq}(i, j), N2)), \text{Seq}(k, l))$$

Activity diagrams constitute one of two inputs for the deduction system shown in Fig. 1. Two activities $N1$ and $N2$ are introduced since the diagram in Fig. 3 contains two switches without activity (null activity). A logical specification $L_1$ for the logical expression $W_1$ is built using the algorithm $\Gamma_1$ presented in the section III-A. The logical specification is

$$L_1 = \{f \Rightarrow \diamond g, \Box \lnot (f \land g), i \Rightarrow \diamond h, \Box \lnot (i \land j), e \land c(e) \Rightarrow \diamond (f \lor g), e \land \lnot c(e) \Rightarrow \Box N1, \Box \lnot ((e \land (f \lor g)) \lor (e \land N1)) \lor ((f \lor g) \land N1)), h \land c(h) \Rightarrow \diamond (i \land j), h \land \lnot c(h) \Rightarrow \Box N2, \Box \lnot ((h \land (i \lor j)) \lor (h \land N2)) \lor ((i \lor j) \land N2)), d \Rightarrow \diamond e, e \Rightarrow \diamond (j \lor N2), \Box \lnot ((d \land e) \lor (e \land (j \lor N2)) \lor (d \land (j \lor N2))), a \Rightarrow \diamond b, b \Rightarrow \diamond c, \Box \lnot ((a \lor b) \lor (b \land c) \lor (a \land c)), k \Rightarrow \diamond l, \Box \lnot (k \land l), (a \lor c) \Rightarrow \diamond (d \lor i \lor j), (d \lor i \lor j) \Rightarrow \diamond (k \lor l), \Box \lnot (((a \lor c) \lor (d \lor i \lor j)) \lor (((d \lor i \lor j) \land (k \lor l))) \lor (((a \lor c) \land (k \lor l)))) \}$$

Formula 5 represents the output of the generator component in Fig. 1.

Let us consider the state diagram shown in Fig. 5. Firstly, letters of the Latin alphabet are substituted in a place of states. The following substitutions are made: m — WaitingQuery, n — LocatingDataAgent, o — InError, p — SpawningDataAgent, q — WatingData, r — CollectingData, and s — Stop. Next, the following substitutions for events are made: $e'a$ — QueryyArrived, $e'b$ — Located, $e'c$ — NoAgent, $e'd$ — Spawned, $e'e$ — Destruct, $e'f$ — UserRequest, $e'g$ — DataCollected, $e'h$ — NoData, and $e'i$ — ResultsReady. State diagrams constitute one of two inputs for the deduction system shown in Fig. 1. A logical specification $L_2$ is built using the algorithm $\Gamma_2$ presented in the section III-B. The logical specification is

$$L_2 = \{(m \land e'a) \Rightarrow \diamond n, \Box \lnot (m \land n), (n \land e'b) \Rightarrow \diamond p, \Box \lnot (n \land p), (n \land e'c) \Rightarrow \diamond o, \Box \lnot (n \land o), (a \land e'c) \Rightarrow \diamond s, \Box \lnot (a \land s), (p \land e'd) \Rightarrow \diamond q,$$
\(\Box \neg(p \land q), (q \land e'c) \Rightarrow \Diamond s, \Box \neg(q \land s), (q \land e'i) \Rightarrow \Diamond r, \Box \neg(q \land r), (q \land e'f) \Rightarrow \Diamond r, (r \land e'h) \Rightarrow \Diamond q, (r \land e'g) \Rightarrow \Diamond q\)  \(\)

Formula 6 represents the output of the generator component in Fig. 1.

Logical specifications which are built in the above way, i.e. using the proposed algorithms, can be verified formally. Formal verification is the act of proving correctness properties of a system. When the semantic tableaux method is used, then the whole reasoning process can be summarised as a process of the verification whether an entailment \(F_1, \ldots, F_n \models G\) it suffice to prove that \(\{F_1, \ldots, F_n, \neg G\}\) is unsatisfiable. The liveness property of a system means that the computational process achieves its goals, i.e. something good eventually happens.

The safety property of a system means that the computational process avoids undesirable situations, i.e. something bad never happens. The liveness property for the above model can be

\[b \Rightarrow \Diamond l\]  \(\)

which means that if creation of issue agent is satisfied then sometime global data collection is reached, formally \(Creation\text{-}Issue\text{-}Agent \Rightarrow \Diamond \text{GlobalDataCollection}\). When considering property expressed by formula 7 then the whole formula can be analysed using semantic tableaux, providing a combined input for the prover component in Fig. 1, is

\[C(L_1) \land C(L_2) \Rightarrow (b \Rightarrow \Diamond l)\]  \(\)

where \(C(L_2)\) means logical conjunctions of all formulas which belong to \(L_2\), c.f. formula 5 and 6. Presentation of a full inference tree exceeds the size of the work. All branches of the semantic tree are closed, i.e. formula 7, is satisfied in the considered model. The method is easy to scale-up, i.e. extending and summing up logical specifications for other activity diagrams and state diagrams. Then, it is possible to examine logical relationships (liveness, safety) for different activities and states coming from different activity and state diagrams.

VI. CONCLUSIONS

The discussed agent-based data integration framework is based on AgE platform [16], which allows to introduce a clear separation of concerns and makes it possible to rapidly build topic-related versions of the system with little configuration. The framework is completely independent of the data it processes and all scenario-related components are provided by the user during the configuration. That is why the proposed verification approach seems to be particularly important to prove that

and their efficient implementation. The example of such an implementation is discussed in [18].
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Abstract—The problem of automatic or computer aided control is still unsolved in many areas of real production processes. In such cases the only one solution is to employ human operator that uses his experience and knowledge in order to manually control parameters of the process. Such approach has many disadvantages relating to characteristics of human work what is the main ground for presented here research. As the solution a methodology is proposed, which follows the decision processes of human operator using his experience. In order to predict capabilities of proposed methodology a test system is designed and implemented with the use of agent technology.

I. INTRODUCTION

The main genesis of presented here work is an effort to design and to build a computer system supporting control of an industrial process, that is difficult to control with known computational techniques. The main reason for this difficulty is the lack of proper analytical model of such industrial process. This lack prevents obtaining proper values of process parameters by simply computing of optimal values from determined dependence in the form of mathematical equations. Possible solutions can be found in main areas of intelligent control which are fuzzy control, neural networks, expert systems and genetic algorithms [1]. Presented methodologies have some restrictions, which prevent against their use in every case of control problem. One of such restrictions is need for specifying rules or knowledge about proper control (in case of fuzzy control or expert system), what is impossible in many domains of control of industrial processes. An example of an industrial process, that analytical model is unknown, is the oxidizing roasting process of sulphide zinc concentrates. It is also impossible to formulate knowledge or rules, which specify proper control of this process. Possible solution for control of this process was realized with the use of genetic algorithms and neural network, which predicts the value of fitness function on the basis of previous registered process signals [2]. This approach leads to interpolation of some signals, which are measured with very low frequency. Because some signals are measured once per minute and other only once per day, such interpolation results in obtaining of unreal values of signals, what can be a source of faults and errors and can have disadvantageous influence on process control. The goal of presented here work is presentation of a methodology, that eliminates need for data pre-processing in order to avoid adding of missing data, what is unnatural for decision taking by human workers. The proposed system, as the implementation of presented methodology, should follow decision process of human using his experience, that coincides with case-base reasoning (CBR) methodology (presented in e.g. [3], [4]).

This paper contents 6 sections. In the 2nd section the oxidizing roasting process of sulphide zinc concentrates is presented. The 3rd section presents remarks on experience using and gathering, what is the basis for design of the multi-agent system that is presented in the 4th section. The 5th section presents implementation aspects and tests of developed system, which tests enable to predict usefulness of proposed solutions. The last section presents conclusions.

II. AN EXAMPLE OF INDUSTRIAL PROCESS

The oxidizing roasting process of sulfide zinc concentrates is the first stage of industrial zinc production. During the roasting process, the aim is to obtain a minimum content of sulphide sulfur in the composition of the product. The generic scenario of control made by a human worker during one production day (that is full production cycle) is presented onto Fig. 1. Shown scenario of control indicates differences in frequency of signal measuring, however all signals have hypothetical influence on quality of products. All signals can be classified into one of three generic groups: independent, controllable and dependent signals.

Independent signals (I) are these parameters, which cannot be modified or changed during production cycle, so it is impossible to change their values in direct or indirect way. In the case of analyzed industrial process independent signals are parameters of chemical composition of raw materials, that are measured only once per a production day. Dependent signals (D) are these parameters, which cannot be directly modified. Value of a dependent signal is a hypothetical function of other process parameters and possible time delay. This function is unknown in a case of analyzed process. An example of dependent signal is the pressure or temperature at the upper part of a furnace. Controllable signals (C) are these, which can be directly changed or updated during the controlled
Fig. 1. The generic scenario of process control performed for one day of production

process. The rotary speed of a fan cooling the controlled process can be given as an example of a controllable signal in a case of analyzed process.

In a case of the oxidizing roasting process of sulfide zinc concentrates dependent and controllable signals are measured very often comparing to frequency of independent signal measure. The low frequency of some measures at industrial process control is caused by measured technique - the chemical composition has to be measured manually.

A. Decision Problem

The goal of industrial process control is obtaining products that are characterized by optimal properties. In a case of analyzed industrial process the goal is to obtain minimal concentration of sulphide sulphur in the roasted products, so the quality evaluation \( Q \) is average concentration of sulphide sulphur in the roasted products during production day. Formal definition of decision problem can be presented in the form of statement: how to choose values of controllable signals \( C \) knowing values of independent \( I \) and dependent signals \( D \) in order to obtain best possible quality evaluation \( Q \). In other words, the quality evaluation is hypothetical function of all signals \( Q = f(C, I, D) \), however during process control only controllable signals \( C \) can be directly changed. Controllable signals \( C \) should be adjusted to measured values of all other signals in order to maximize quality criterion \( Q \).

III. EXPERIENCE AND ITS MODEL

Having a goal to follow decision processes that take place in the mind of a human operator of presented industrial process, his work during a day period should be analyzed. A day period is full production cycle. At the beginning of production day the operator knows values of independent signals \( I \), it means he knows chemical composition of raw materials used for production. The operator assumes, that this chemical composition is constant for the whole production day due to frequency of independent signals measure, which is done only once at the beginning of every production day. Before the start of process control the operator should decide how to control this process, what means how to set present values of controllable signals \( C \) taking into consideration currently measured values of dependent signals \( D \). This decision is based on his experience. The experience contains many episodes from past production, which are referred to as cases. Every case in experience contains information concerning solved problem, how this problem was solved and how production was evaluated.

As it was mentioned in the above paragraph, before the start of process control the operator should decide how to control this process with the use of his experience. Accordingly to presented criterion of evaluation, the human operator first searches for cases that concern the same or similar problems and next chooses one case, which brings the best effect described by value of evaluation criterion. Afterwards the human operator is trying to control the process in the way, how it is remembered by him as the solution in chosen case. It means the human operator is following the way, how he has set values of controllable signals \( C \) knowing measured values of dependent signals \( D \). This stage of experience using goes on till the end of current production day. When the current production is ended, the human operator obtains information concerning evaluation of made products. So, this time it is possible to update his experience with the case, which concerns just ended production day (in order to use it in the future).

A. Case-Based Reasoning

Presented model of using and gathering experience coincides with case-base reasoning (CBR) methodology. This methodology is relying on experiences made in the past during solving of concrete problem situations, instead of using any general knowledge related to a problem domain \([3],[4]\). From a technical point of view a CBR decision system uses a case-base, which is collection of past made and stored experience items, called past cases, or cases. Each time a new problem has to be solved, a CBR cycle is performed, that consists of 4 sequential processes, which are called also phases:

1) Retrieve the most similar case or cases for a current problem that has to be solved.
2) Reuse the information in the retrieved case in order to solve the current problem.
3) Revise the proposed solution.
4) Retain the experience (the current problem, its solution and results) in order to use it for future problem solving.

The extensive discussion related CBR methodology and its implementation in the domain of industrial process control can be found in \([5]\).
IV. DESIGN OF AGENT SYSTEM MODELING EXPERIENCE

Presented in the previous section assumptions indicate distribution of cases, that are autonomous items of human experience. The autonomy of experience items is the main reason for using of agent technology at design and implementation of this model. Considering autonomy of past cases, it is proposed to design the case-base as a set of autonomous agents, as presented onto Fig. 2. Every agent in this set, called Past Episode Agent should contain all data relating to represented by him episode – a past case of control of the industrial process. Presented onto Fig. 2 Control Agent has a goal to control current production process. The Control Agents communicates with all Past Episode Agents in order to follow processes of experience usage and gathering, which are characteristic for human operator. Referring to CBR methodology, the Control Agent should perform all four phases of the CBR cycle. All interactions in the system are initiated by the Control Agent, so this agent performs also (centralized) management of the whole system. Presented here conception of system does not relate to situational systems.

A. Past Episode Agent

According to the main assumption, that a Past Episode Agent should represent one past case, an agent of this type has to contain data structures related to notion of a past case. A past case should enclose information according solved problem, used solution and evaluation of made products for one past production day. Every Past Episode Agent has to contain:

- single values of independent signals (I) for the whole considered production day (as problem description of represented past case),
- array of values of dependent (D) and controllable (C) signals registered during considered production day (as solution description of represented past case),
- single value of quality evaluation (Q), that is average concentration of sulphide sulphur in made products.

A Past Episode Agent having such data structures filled with proper data models one episode of past production. A Past Episode Agent replays to messages sent by a Control Agents providing information according to stored data.

B. Control Agent

The main goal of a Control Agent is to control current production process. The functioning of the Control Agent starts at the beginning of a current production day. That time values of independent signals (I) characterizing chemical composition of raw materials used for production at the whole current day are known. After the start of its functioning, the Control Agent knows independent signals and starts to sequentially perform phases of CBR cycle: retrieve, reuse, revise, retain.

The main goal of the retrieve phase is to find a past case, which concerns similar problem to the current problem of control and contained in this case solution is evaluated as desirable. This goal is realized through below presented interaction between agents:

1) The Control Agent sends request of replay containing values of independent signals (I). This request is sent to all Past Episode Agents existing in the system.
2) Every Past Episode Agent replays to that request by sending back his values of independent signal and the Control Agent receives all replays concerning independent signals.
3) The Control Agent chooses a number of Past Episode Agents representing similar values of independent signals (I). This similarity is based on the Euclidean distance between values of independent signals measured for the current problem and the solved problems represented by Past Episode Agents.
4) The Control Agent sends request of replay containing value of quality evaluation (Q), that is average concentration of sulphide sulphur in the products. This request is sent only to previously chosen Past Episode Agents.
5) Past Episode Agents reply to request by sending back proper value, which indicates evaluation of production. The Control Agent receives all replays concerning evaluation of production. The Control Agent chooses one Past Episode Agent, which represents the best evaluation of made products (what means the smallest value of average concentration of sulphide sulphur in the products).

Execution of above presented interaction scenario results in selecting of one Past Episode Agent that represents a past case used at next phase of CBR cycle.

In the reuse phase the solution represented by the previously selected Past Episode Agent should be applied to the current problem of control. The past case contains description of solution in the form of values of dependent signals (D) and values of controllable signals (C). An artificial neuron net can be used to model relation between dependent signals (D) and controllable signals (C). The Control Agent in the reuse phase follows below stated steps:
1) The Control Agent sends to chosen Past Episode Agent request of replay containing array of values of dependent \((D)\) and controllable \((C)\) signals.

2) After receiving of replay, the Control Agent models relation between dependent signals \((D)\) and controllable signals \((C)\). This step the artificial neuron net is created and learned.

3) The Control Agent obtains current values of dependent signals \((D)\) and on this basis predicts values of controllable signals \((C)\) with the help of the learned neuron net. The predicted values of controllable signals should be applied in current process control. This step is repeated till the end of current production day (the reuse phase continues till the end of current production day).

The Control Agent during the **revise phase** obtains evaluation of products made during current production day. This evaluation is in the form of single value of average concentration of sulphide sulphur in the products. Result of the evaluation cannot influence control done by this agent, because production was ended before quality measures.

The **retain phase** enables learning in the CBR cycle, what is analogy to experience gathering by a human operator. This phase starts, when the current problem was solved and evaluation of this solution is known. The current case contains already the description of the problem, description of the applied solution and the evaluation. The goal of Control Agent is now to retain this information by adding a past case that relates to just ended production day. Because every past case is represented by a Past Episode Agent, the Control Agent creates new agent of Past Episode Agent type.

V. SYSTEM IMPLEMENTATION AND TESTING

Presented in the previous section description of a system was implemented as a test application, that operates on archival data of an industrial plant. On this stage of research it was impossible to deploy the application in order to influence real production. The lack of mentioned deployment disables to obtain evaluation of real products made under control of developed system, what is the reason for implementation problems. Those problems relate to the revise and retain phase, which require the real evaluation of products. Despite mentioned problems the whole system gives solution for control of the current production day.

Implemented Control Agents uses a neural network, which is a multilayered perceptron, composed of neurons with sigmoid function. All neurons are located in 4 layers composed of 9, 13, 11, 7 neurons. By the modeling step a supervised learning is used. Developed system works in the batch mode and was implemented using Java, JADE and Neuroph.

A. Performed Tests

Performed tests were done with real industrial data, but only 19 days of production were available (every day is full production cycle). The available industrial data was transformed to the case-base of presented system. In the result 19 Past Episode Agent were created (every individual agent represents one past case).

Presented onto Fig. 3 results concern 10 tests of developed system. Every test relates to one production day, that is full production cycle. The quality measure for performed test was evaluated with the use of an external application, which predicts average concentration of sulphide sulphur in products made during considered production day. As it is shown onto Fig. 3 developed system enabled to obtain more optimal control for every test day, than is was done manually for 19 archival days, because the aim is to minimize concentration of sulphide sulphur in the products.

VI. CONCLUSIONS

Presented work shows that it is possible to design and implement an agent system, which follows mechanisms of experience using and gathering. Those mechanisms are consistent with case-base reasoning (CBR) approach and can be used as mechanisms for control of chosen industrial process. Made tests of presented system appoint, that developed system good reflects analyzed mechanisms and obtained results are estimated better than production, which was done in the past by a human worker.

REFERENCES


Agent-based Architecture and Situation-based Scenario for Consistency Management

Thao Phuong Pham
L3i Laboratory
University of La Rochelle, France
Email: phuong-thao.pham@univ-lr.fr

Mourad Rabah
L3i Laboratory
University of La Rochelle, France
Email: mourad.rabah@univ-lr.fr

Pascal Estraillier
L3i Laboratory
University of La Rochelle, France
Email: pascal.estraillier@univ-lr.fr

Abstract—During interactions, system actors may face up to misunderstandings when their local visions contain inconsistent data about a same fact. Misunderstandings in interaction are likely to reduce interaction performances (deviation or deadlock) or even affect overall system behavior. In this paper, we present agent-based architecture and scenario-structuring approach to deal with such misunderstandings and consistency. It is based on the notion of “situation” that is an elementary building block dividing the interactions between actors into contextual scenes. This model not only supports the scenario execution, but the consistency management as well. In order to organize and control the interactions, a “situation” contextualizes system’s actors’ interaction and activity, and includes prevention and tolerances mechanisms to deal with the misunderstandings and their causes. We also simulation experimentation on an Online Distance Learning case study.
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I. INTRODUCTION

In interactive systems, as games and simulators, the users and the internal agents can modify systems content and progress in real time through input adjustments. The interactive systems may adapt the system execution not only to user’s actions, but also to user’s profile and behavior, making these systems adaptive... In order to perform the adaptivity, the system must capture users’ behaviors from their interactions. Then, according to system’s logic and designer’s logic, the system adjusts its execution to what it perceives of user’s logic. Due to user’s actions unpredictability, the execution process of an interactive system is also not predictable.

One of the important problems in interactive system is the potential misunderstanding between the users and the system and more generally between system’s actors, virtual or physical. If the system does not capture correctly or confuses user’s actions, or if the users do not understand what the system expects, that may lead to an erroneous interpretation of their behavior and an erroneous adaptation of system execution. This misunderstanding may concern user-system interactions, but it can also appear in any kind of interaction between any system’s actors. It can be due to the incomplete actors’ data or the non-determinism of actors’ behavior and cause the interaction deadlock or application failure.

In our recent works, [1], [2], we have defined the misunderstanding in interaction as: when two or more system’s actors have incoherent data in their local visions about the same fact f and these data is used during their interaction, that can cause an interaction deviation from the planned scenario. An actor may be human user or virtual system’s agent. The local vision is actor’s own knowledge about its external world (virtual environment, system’s resources...), its relations with the others actors (subset of their states) and its own profile (internal state). So, our work focuses on the management of the consistency between the actor’s behaviour logic and the system’s logic and the consistency between the actor’s local visions in order to handle the potential misunderstandings in interactions.

To handle misunderstandings we propose to contextually structure the application execution into interaction sequences called “situations” and including misunderstanding prevention and tolerance mechanisms. Each situation corresponds to a contextual resource-centered sequence of activities and events and is characterized by preconditions and postconditions. That allows the system to control the execution and to establish the casual links between the situations. This model confines actor’s interactions in a given context in order to control them and manage the execution consistency. The consistency handling mechanisms, are inspired by techniques from dependability domain since there is an analogy between the misunderstandings in interactive systems and the errors handled in fault tolerant systems [7].

II. MISUNDERSTANDING IN INTERACTIONS AND RELATED WORK

In the recent research, we can find several works dealing with the user-system dialogue where the communication is done through a real human language [3]–[5]. According to Rapaport [5], negotiation is the key to understanding. A cognitive agent understands by negotiating with the interlocutor or by hypothesizing the meaning of an unknown word from the context... A cognitive agent can negotiate with itself about something external by comparing it perception and internal knowledge in order to change or correct its own misunderstandings. Other works propose to use confidence scores to measure the reliability of each word in a recognized sentence [6]. Besides, Lopez-Cozar proposed to implement a frame correction module, which is independent of speech recognizer [4]. This module corrects misunderstandings in a sentence, caused by the errors in speech recognition, by replacing the incorrect frame with an adequate one. Karsenty and Botherel applied the adaptable and adaptive transparency strategies to TRAVELS project with the goal of helping the users to understand and
react appropriately to system rejections and misunderstandings [3]. The ability of making system’s interpretations explicit and informing the users on how to correct misunderstandings are two ways to help users handle them. This strategy is very effective in misunderstanding detection and raises the rate of appropriate user responses after system rejections. All of these works deal with the problem in speech dialogue where the misunderstandings are the more frequent. But the misunderstanding can be found in other forms of interaction like actions, gesture...

Our purpose is to define how we can treat the misunderstandings between the actors themselves, besides the user-system misunderstandings. It is not easy to recognize such class of misunderstandings. In the dependability domain [7], we find the inconsistency problem between systems and operators. The “automation surprise” is inconsistency error occurring when the system behaves differently than its operators expect [8]. It may be due to a mismatch between the actual system behavior and the operator’s mental model of that behavior [9], and it can lead to “confusion mode” and sometimes critical failures. In general, misunderstandings come from the gap between user’s logic and designer’s logic, all along action planning between the actors. Many works, particularly in interactive storytelling, have been done to solve the mismatch between users’ behaviors and system logic [10]–[12] by predicting the user’s future actions and detecting the invalid ones that deviate the execution from the planned objectives. In general, prediction approach cost is very expensive, such as a short-term player behavior modeling module implanted in [10] to simulate how the world would change to player’s actions. Moreover, this approach seems not well suited to a real-time interactive systems, nor to systems in which user’s behaviors cannot be modeled easily by a set of rules.

Our approach will focus on software and component design model to integrate simple prevention and treatment mechanisms. Our solution relies on three points. First, we build robust agent-based architecture with specific additional components in charge of misunderstandings in interaction management. Second, we organize the actors’ interactions as a situation-based scenario to facilitate the interaction control. Third, we integrate into situations’ dynamic execution the consistency management, including data synchronization, misunderstanding detection and treatment inspired and adapted from fault-tolerance techniques. These mechanisms do not try to predict users’ behavior but will take into account users’ state to adapt the system execution in order to avoid misunderstandings between actors. The system observes and analyzes users’ states, detect the misunderstandings or their consequences and act to keep the consistency between actors’ logics at the beginning and at the end of interaction sequences.

III. AGENT-BASED GENERAL ARCHITECTURE FOR INTERACTIVE ADAPTIVE SYSTEM

Several architecture models for interactive systems have been proposed according to the specific purpose of each work. We chose the approach of multi-agent system in [16] as a starting point to build our model. The advantage of this approach is that each agent can be organized and work autonomously and strategically. We added a special agent called script agent besides the adaptation unit to manage the consistency. Figure 1 shows our overall architecture.

Observer agent: It observes user’s behaviors and state, formalizes, normalizes and transfers them to the scenario agent.

Scenario agent: It makes decisions about scenario orientation according to user’s state, planned scenario and permanent objective defined by the designer. This agent tries to find the best way to orientate the application execution. Scenario agent takes charge of a library of “situations” planned by the designer. These “situations” (defined in section IV) represent scenario components and are the interaction and the activity sequences that can take place in the application as, for instance, all possible scenes in a theater play.

Director agent: This agent receives the decision taken by the scenario agent. He takes in charge the production of the adaptive scenario and realizes a modification, an answer or an action adapted to the users.

Script agent: Its task is to track inconsistency in 3 steps:

- Detection: Detect, confine or partition the inconsistency between situation’s actors in order to identify the causes of the misunderstanding.
- Treatment: Apply the handling mechanism or strategy to remove the inconsistency and to correct the deflected state that causes the incoherence.
- Evaluation: Estimate the efficiency of the treatments in order to improve the applied mechanism for the next time.

IV. SITUATION-BASED SCENARIO

A. Approach of interactive storytelling

Our proposition is inspired from the interactive storytelling domain that focuses on scenario execution management.
Interactive storytelling is the unfolding of a story that the player’s decisions impact [13], [17]. It also refers to how to generate stories which are both interesting and coherent. We consider that the interactions in an interactive application can be organized, strongly or weakly, as a story scenario. That allows us to adapt ideas from storytelling domain to organizing the interactions.

The scenario in interactive storytelling is represented by a series of actions/events linked together by cause and effect as in [14] or by ordered link as in [10], [15] or by Hierarchical Task Network planning as in [12] where each task is decomposed into subtasks until the primitive actions. But all of these scenario structurings are not suited to built complex interaction sequences where the user’s actions are free, non predictable and depending on a great amount of context data. Hence, we propose the notion of “situation” that can be seen as a scene encompassing not only interactions execution but also interactions management and resources use. The situations are the basic narrative elements that facilitate interactions’ planning and management by characterizing, contextualizing and confining them.

B. Scenario organizing with situations

1) Situation model: The interactions are split into a set of situations. Each situation is a sequence of interactions between two or more actors in a precise context to achieve a predictive objective, as shows the figure 2. It is characterized by: the preconditions, the postconditions, a set of participating actors and a set of resources. Due to the fact that actors’ behaviors, especially human behaviors, are not always precisely modeled, and due to the influence of external events, the progression of a situation can be considered as an execution and adaptation “black box” where the interactions are executed in a non-predictable way. Furthermore, the situation includes consistency management. It represents a set of mechanisms devoted to the prevention, detection and treatment solutions, in order to redress and adjust situation’s progression in spite of misunderstanding and inconsistency problems. Consistency management is carried out all along the situation progression from the local context initialization to the post-condition completion.

2) Situation Graph and Application Execution: The situations are considered as the plot structuring elementary blocks. Each application provides a set of situations defining all the possible interaction sequences that can happen during the application execution. They can be grouped and linked together in order to build the overall application scenario. The scenario is then represented by a directed graph of situations. Each node is a situation and each edge is a transition from one situation to another. The situations graph shows the causal relationships between scenario situations. A scenario may have several beginnings and also some possible endings.

The situation-based scenario approach favors the execution control and interaction adaptation. The application progression becomes a scenario unfolding from one starting node to one final node on the predefined situation graph (it is taken in charge by the scenario agent in the global architecture). When there is more than one possible situation, the most pertinent one will be chosen by the scenario agent. To increase the adaptability, we can avoid the definition of a predefined graph. In that case, the situation choice is made according to the pre-conditions that best satisfy the global state and decision criteria. This method is flexible, adaptive, and applicable in “real time” during application execution, but it can lead to uncontrollable situation order or infinite loop, if the post-conditions and pre-conditions do not contain sufficient data.

V. CONSISTENCY MANAGEMENT MODEL WITHIN SITUATIONS

A. Handling Mechanisms

The consistency management that we propose consists of a set of specific methods, techniques and mechanisms that aim to handle the misunderstanding problem and to obtain data consistency all along the interactions. They are similar to the dependability techniques [7].

1) Prevention mechanisms: try to suppress misunderstandings occurrence conditions in order to avoid misunderstandings. To avoid data inconsistency, the proposed technique is the explicit declaration of all shared data before situation’s interaction sequence start. It aims to identify and share actors’ local visions in order to decrease the possibility of interaction deviation. Once the actors have collected the necessary data, they can start the interactions. The data synchronization is another method intending to compare the actors’ local visions at a given moment during the interaction sequence in order to avoid the inconsistency of new perceived data. The synchronization can delay the interactions, so it should be done fast and not too frequently to disturb them as less as possible.

2) Tolerance mechanisms: aim to assure interaction continuation despite misunderstanding occurrence via misunderstanding detection and interaction recovery.

Detection: regular check of i) the shared data used during the interactions and ii) the deviation between actors’ logics.

Recovery: once a misunderstanding is detected, the system apply one or several of the following techniques: rollback
- bringing the system back to a stable state, exempt from misunderstanding, to retry the interactions; rollforward - bringing the system to a new misunderstanding free state from which the interactions can go on; reinforcement - requiring from one or from all participant actors to do some additional interactions.

3) Removal mechanisms: involve misunderstanding detection and correction, followed by reinitialization of the concerned interaction sequence, or of the whole execution process. The detected misunderstandings will be diagnosed to determine their causes: which data are inconsistent? Which ambiguities exist in the interaction context? Are there protocol faults? After that, an appropriate correction method will be applied to eliminate the related misunderstanding. Finally, the interactions have to be restarted from the last stable point or from the beginning.

B. Inclusion into the Situation Structure

Our situation-based architecture allows the integration of misunderstanding management mechanisms inside the situation in order to control the misunderstandings and their consequences all along situation execution. We define three phases (figure 3).

a) Prologue phase: The explicit declarations of interacting content and data are performed, to synchronize actors’ local visions before they start to interact. If the initial data of all actors are identical from the beginning, the possibility of misunderstanding is reduced. If the inconsistency exists, a negotiation step will be performed between the inconsistent actors. Then, one or several of them will modify its/their data, or the divergent data will be isolated/removed and not considered during the interactions.

b) Interaction or Dialogue phase: when the interactions are carried out, the actors will update their local data step by step, as they continuously observe and perceive each other. Despite the initial local vision agreement, misunderstanding may nevertheless occur during the interactions. This is why their local knowledge is synchronized all along the interaction sequence in order to avoid that local data about same facts diverge in actors’ local visions. One or several techniques of reinforcement, rollback, rollforward can be alternatively used.

c) Epilogue phase: All the interactions are done in the previous phase. If the post-conditions are fulfilled, we can exit the situation with the expected results. But if, for some reason, we do not reach the expected post-condition, the script agent has to detect and settle the existing incoherency in order to avoid the propagation of the misunderstandings to other situations. The system may also require actors to do some reinforcing interactions, or if necessary, make a rollback to a last stable state (in this case there must be systematic state saving mechanism), or, even a restart of the whole situation. The main goal of this phase is to quit the situation with the appropriate post-conditions and without latent or active misunderstanding. But, the rollback or reinforcing interactions may not lead the actors towards the planned post-conditions. Therefore, we add in the situation model a special exit point called “exception” that allows the current situation to be stopped at anytime without expected post-conditions and that leads to exception handling situations.

VI. Experiment on Online Distance Learning Case Study

To validate our approach we applied our situation-based methodology in our current online distance learning (ODL) project [2]. The project is devoted to the development of an online distributed platform that simulates a real classroom: teachers and learners carry out learning sessions as in a real life but by interacting through a virtual class environment. The platform integrates an interactive numeric board, camera, microphone and pedagogic tools (as file sharing system or virtual notebook) to support the courses...The figure 4 shows an example of courses scenario based on 6 situations. However, the users may face many difficulties: class supervision, course quality assessment, misunderstandings due to the weak system’s interfaces and mechanisms to catch and manage user behaviors. The interactions between the actors in ODL contains numerous factors that may lead to misunderstandings as: multi-meaning or implicit behaviors; supervision tools’ observation and interpretation imperfection; system component failures; incomplete, missing, implicit or wrong consigns...

Fig. 4: Situation-based scenario example

A. “Individual Work” Situation Description

To deal with these various misunderstandings, we applied our situation-based solution including consistency management to a particular situation: “Individual Work” (SU - IW figure 4). Each learner will work individually and has to do the exercises distributed by the system. The system provides additional exercises each time the learners send the previous exercises report. The expected post-condition is that all the learners reach a required knowledge level “MaxKnowledge”.

Because of the long test duration and development for the real platform prototype, we chose to experiment our misunderstanding management mechanisms and agent-based architecture through a multi-agent simulation with the GAMA
platform. We have 4 types of agents: “Teacher”, “Learner”, “Observer” and “ODL System”. The Observer’s role is to observe the state of sent exercises in order to evaluate learners’ accumulated knowledge level. The distribution mechanism based on these observations and learners’ skill level evaluations is taken in charge by “ODL System” agent that is a combinaison of 3 other agents in our model: scenario, script and director agent (figure 1). Potential misunderstandings in this situation occur when the system distributes the exercises that are incoherent given the learners’ skill and expectation. They can result from wrong learners’ exercise state observation or from inappropriate distributed exercise level. The misunderstanding handling is done inside the situation during its 3-phase progression (figure 5).

**Prologue phase:** The system checks each learner’s connection status to begin the exercise series distribution.

**Dialogue phase:** In this situation, the interactions content refers to the exercises distribution and reporting. During learners’ work, each observer agent supervises his associated learner’s working state and his exercise report to collect data: partial or total termination, work duration, correctness rate. To avoid the wrong estimation of learner’s skill and knowledge level, these data have to be synchronized between the observer and his learner after the exercise report is sent and before a new exercise is distributed.

**Epilogue phase:** To finish the situation the learners must reach a given skill level after a given number of exercises. If a learner reaches this number without reaching the required skill level, the series will be stopped after a session deadline to avoid an abnormal long series. The system sends a StopSignal message to all learners to confirm the end of the exercise series after a predefined timeout. It refers to the exception treatment.

**B. Experimentation Results**

We run the simulation of “Individual Work” situation with the following parameters: 50 learners, 1 teacher, max knowledge level = 25, max difficulty level = 20, session deadline = 250 steps of simulation. We will measure a set of important factors influenced by potential misunderstandings: 

- \( N_e \): total number of distributed exercises;
- \( N_{notend} \): total number of real non-finished exercises;
- \( N_{bad} \): number of bad observation by all observers;
- \( N_{cor} \): number of system observation corrections while detecting the wrong observed states (it refers to the synchroniaation times where consistency management is performed to remove incoherent data);
- \( LI \): learners’ interest level that increases when the learners succeed and that decreases when they fail their exercises;
- \( T_{total} \): total session times (in steps) until the last learner has finished his series.

The data are recorded and calculated for the average values from 10 simulations launching times in each measure. We compare these data between two cases: “with” and “without” the consistency management. The results are summarized in the table 1. The total distributed exercises number \( N_e \) is twice more in “without” case compared to the “with” case. The average number of not finished exercises in “without” series is higher than in “with” series: 747.4 vs 363.4 also depicted in the figure 6(a). It is obvious that the session duration in “without” case is almost 2 times longer than in “with” case.

![Fig. 6: Comparison between 2 cases “With” et “Without”](image_url)

The figure 6(b) shows the number of learners that have finished their whole series during the situation execution in the “with” and “without” consistency management cases. The lines shows that the learners work with more exercises and with longer duration \( T_{total} \) in the “without” case. We can make the same observation with the average measure values in table 1.

**Why do we have this difference result?** When the consistency management is integrated in the situation execution to handle the potential misunderstandings, the observers have to adjust their observed data according to learners’ “disagree” acknowledgments. Hence, the learner’s skill level estimation will converge faster to the real value, and the difficulty level of the distributed exercises is more appropriate to his skill. The result is that learners can finish all the exercises and with higher correctness rate. In contrast, if no mechanism is added to control the inconsistency between learners and observers.
TABLE I: Statistical data comparison between 2 cases: With (Wi) et Without (Wo) the consistency management

<table>
<thead>
<tr>
<th>Wi</th>
<th>Wo</th>
<th>Ntend</th>
<th>Ntot</th>
<th>Ntend</th>
<th>Ntot</th>
<th>L1</th>
<th>L2</th>
<th>Σtot</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>330</td>
<td>735</td>
<td>23</td>
<td>64</td>
<td>103</td>
<td>93</td>
<td>114</td>
<td>83</td>
</tr>
<tr>
<td>2</td>
<td>362</td>
<td>692</td>
<td>45</td>
<td>28</td>
<td>87</td>
<td>76</td>
<td>110</td>
<td>88</td>
</tr>
<tr>
<td>3</td>
<td>361</td>
<td>744</td>
<td>44</td>
<td>55</td>
<td>94</td>
<td>97</td>
<td>114</td>
<td>94</td>
</tr>
<tr>
<td>4</td>
<td>383</td>
<td>768</td>
<td>47</td>
<td>73</td>
<td>110</td>
<td>99</td>
<td>129</td>
<td>118</td>
</tr>
<tr>
<td>5</td>
<td>347</td>
<td>744</td>
<td>32</td>
<td>60</td>
<td>87</td>
<td>99</td>
<td>109</td>
<td>115</td>
</tr>
<tr>
<td>6</td>
<td>360</td>
<td>806</td>
<td>37</td>
<td>65</td>
<td>111</td>
<td>117</td>
<td>122</td>
<td>135</td>
</tr>
<tr>
<td>7</td>
<td>392</td>
<td>737</td>
<td>66</td>
<td>59</td>
<td>93</td>
<td>92</td>
<td>118</td>
<td>108</td>
</tr>
<tr>
<td>8</td>
<td>379</td>
<td>752</td>
<td>42</td>
<td>66</td>
<td>117</td>
<td>100</td>
<td>131</td>
<td>112</td>
</tr>
<tr>
<td>9</td>
<td>353</td>
<td>722</td>
<td>37</td>
<td>69</td>
<td>96</td>
<td>100</td>
<td>111</td>
<td>96</td>
</tr>
<tr>
<td>10</td>
<td>361</td>
<td>774</td>
<td>40</td>
<td>62</td>
<td>93</td>
<td>115</td>
<td>117</td>
<td>134</td>
</tr>
<tr>
<td>Ave</td>
<td>363.4</td>
<td>747.4</td>
<td>42.4</td>
<td>60.1</td>
<td>97.1</td>
<td>99.8</td>
<td>115.9</td>
<td>114.9</td>
</tr>
<tr>
<td></td>
<td>76.82</td>
<td>94.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A non-finished exercise can be perceived as finished, and vice versa. The skill estimation is less correct: higher or lower than the real one. There is a higher probability that the ODL system gives to the learners too difficult or too easy exercises. That delays the skill level progression and explains why the learners take more time to terminate the series.

VII. CONCLUSION

In this paper, we have presented the situation-based design methodology and consistency management mechanisms to handle the misunderstanding in interactions. Our approach is to contextualize the interactions between actors into “situations” and add to these basic narrative blocks consistency management mechanisms split into 3 steps: the prologue, data declaration and consistency verification, the dialogue, the interaction unfolding, local visions synchronization and misunderstanding treatment, and the epilogue, data update and agreement attainment. We do not seek to find a universal algorithm or a solution to deal with all types of misunderstandings in interaction. Our aim is to provide a management pattern that could be systematically used by the application designers or developers and that allow them to incorporate their own verification, synchronization, prevention and tolerance mechanisms adapted to the specific misunderstandings of their applications.

We have applied our methodology to a case study from an Online Distant Learning project. We have built a simulation of the “Individual Work” situation and integrated into it the proposed solutions to show how the consistency management operates on a simulation example. From the experimentation results, we have found out that our mechanisms reduce the incoherent data between learners and observers and improve the performance of exercise distribution: shorter session duration, lower exercise number, faster required level attainment... Even if the simulation is simple and does not cover exhaustively all the possible interactions that can occur in such situation, it illustrates the benefits of misunderstanding management during interaction progression.

The next step of our work is to perform the same experimentation and measure on the prototype under development with live case study and to check the relevance of our approach in other e-Learning “situations”.
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Abstract—Complexity of tsunami modeling requires designing software system with high level of reusability and interoperability of its components, and flexible resource management. In this paper we investigate how to integrate the tsunami modeling software with an agent-based resource management infrastructure.

I. INTRODUCTION

Reﬂections brought about by the Great Japanese Earthquake and Tsunami raise questions how to mitigate the impact of such events at different time scales, from real time tsunami warning, to long-term hazard assessment. This makes the Tsunami Modeling Problem even more important, and requires applying modern software design approaches, including collaboration among distributed clients and computational services. Another challenge is scalability of the approach, which should allow an arbitrary number of users and computational resources to interact in a customizable working environment. Finally, since separate applications and services may be developed for heterogeneous technologies and platforms, reusability and interoperability are important aspects of exposing and combining computational resources and services [1], [2].

Increasing power of personal computers allows their volunteer participation in high-performance computing, by granting computer time for public calculations. For example, the Folding@home project involves distributed computationally intensive simulations of protein folding and other molecular dynamics simulations [3], [4]. Each user can participate in these computations by calculating a part of a problem. Note that volunteer computing does not allow private use of results obtained by a community of users. Furthermore, this project (and many others) is based on applying a single computational kernel, using a BOINC-like client. Unfortunately, tsunami modeling requires more human interactions during the process, to understand the results and on their basis to specify the next round of experiments. Furthermore, as mentioned below, there exists a number of different tsunami models, that often need to be combined to model various phases of the tsunami phenomenon. This makes simple application of the BOIC-like volunteer approach unfeasible. For different reasons, it may not always be possible to use grid-like infrastructures. For instance, in a University with multiple laboratories “belonging to” separate administrators, it may not be easy to combine them into a single grid. This is especially the case when different resources have different availability schedules.

In response to these challenges, the aim of this note is to outline how to combine tsunami modeling software with an agent-based resource management infrastructure. Here, agents’ flexibility and ability for negotiations will allow malevolent use of resources belonging to different administrative domains.

II. STATE-OF-THE-ART IN TSUNAMI MODELING

Let us start from a brief overview of the state-of-the-art in tsunami modeling. In [5], authors suggested that complex mathematical models and high mesh resolution should be used only when and where necessary. They proposed a “parallel hybrid tsunami simulator,” based on mixing different models, methods and meshes. Their system was implemented implemented using object-oriented techniques, allowing for easy (re)use of existing codes and adding new ones. Note that the goal was to combine existing approaches to develop high quality hybrid models (rather than high performance).

Authors of [6] experimented with eight parallel tsunami simulators. They applied different programming models; e.g. thread based shared memory, distributed memory, and virtual shared memory. As a result of experiments it was shown that the threading-based approach does not scale well, especially if sufficient “node memory” is not available.

The TsunamiClaw package was developed on the basis of the finite volume method [7]. Here, the solution is represented as piecewise constant and is approximated in discrete computational grid cells. The obtained solution is represented in the form of water depth and momentum. Currently, this project is no longer being actively developed. Instead it has been generalized into the GeoClaw software [24].

The TUNAMI–N2 software [8], uses a hybrid tsunami model with different approaches to deep sea and shallow water / dry land modeling. However, it applies constant grid size in the entire domain. The TUNAMI was developed by Imamura in 1993 by Imamura. The package was written in FORTRAN and had a standard GUI for interaction.
The Method of Splitting Tsunami (MOST; [9], [10]) was developed at the NOAA (Seattle, USA). It allows real-time tsunami effect forecasting, as it can incorporate data from detection buoys. Furthermore, in the US, the MOST model is used to create inundation maps [11]. Recently, MOST software was combined into a SOA system [1] available through a web enabled interface (ComMIT; [25]).

Summarizing, a number of models exist for tsunami risk mitigation. Typically, they involve: origins of tsunamigenic earthquakes (estimation of magnitude and epicenter location), determination of the initial displacement of the tsunami source, wave propagation, inundation to the dry land, etc. Typical tsunami modeling environment simulates three processes: (1) estimation of residual displacement area, resulting from an earthquake and causing the tsunami, (2) transoceanic propagation of the tsunami through the deep water zones, and (3) contact with the land (run-up and inundation).

III. UNIVERSITY OF AIZU TSUNAMI MODEL

A. Basic Model and Software Tools

Currently, a novel tsunami modeling system is being developed at the University of Aizu. It is based on the principles of the Service-Oriented Architecture (SOA) and follows a Virtual Model-View-Controller pattern (VMVC). The VMVC is an adaptation of the traditional MVC to the SOA ([13]). The starting point for this work was the MOST package ([9], [10]). This method was initially developed in the Tsunami Laboratory of the Computing Center of the USSR Academy of Sciences in Novosibirsk. Subsequently, it was updated in the National Center for Tsunami Research (NCTR, Seattle, USA), and adapted to the models and standards used by the tsunami watch services in the US (and other countries). Here, the propagation of the long wave in the ocean is governed by shallow-water differential equations:

\[ \begin{align*}
H_t + (uH)_x + (vH)_y &= 0, \\
u_t + uu_x + vv_y + gH_x &= gD_x, \\
v_t + uu_x + vv_y + gH_y &= gD_y,
\end{align*} \]

where \( H(x, y, t) = h(x, y, t) + D(x, y, t) \); \( h \) represents water surface displacement, \( g \) gravity, \( u(x, y, t) \) and \( v(x, y, t) \) are the velocity components along the \( x \) and \( y \) axis. Initial conditions should confirm the presence of water in all grid points, except for the tsunami source, where the surface displacement is not equal to zero.

The numerical algorithm is based on splitting in spatial directions the difference scheme, which approximates equations (1). This transforms solution of equations with two space variables to the solution of two one-dimensional equations and allows use of effective finite-difference schemes developed for one-dimensional problems. Moreover, this method permits to set boundary conditions for a finite-difference boundary value problem using a characteristic line method.

B. General Calculation Process

Figure 1 presents the block-diagram summarizing the calculation process. The input data consists of:

- bottom topography or bathymetry data,
- initial and boundary conditions,
- other parameters, e.g. time-steps and length of model run.

While running the program implements stores results as a series of frames representing the tsunami propagation process. Parameter \( NF \) defines the time interval, during which results are persisted in memory. After this time expires, results of current iteration, containing wave parameters, are stored on the secondary storage devices in the NetCDF format ([11]). The NetCDF format supports the creation, access, and sharing of array-oriented scientific data, while special programs allow its analysis and visualization.

While the original MOST software was implemented in Fortran 90, it was later ported to C/C++. Now, it takes about 3.00 seconds for a single time step on a 4 dual-core (Intel Xeon 2.8GHz) CPUs computer ([13], [14]). Observe that, a typical simulation, consists of about 10000 time steps (8 hours to complete). Therefore, the tsunami modeling needs to be significantly accelerated; especially for real-time tsunami warning guidance. However, speeding up modeling is also crucial for repetitive tsunami simulations.

IV. SERVICE-ORIENTED ARCHITECTURE AND APPLICATION ENGINES

A. Virtual MVC-design Patterns

Variety of methods for tsunami modeling require effective use of heterogeneous components on a variety of platforms and architectures. Furthermore, to achieve reusability, it is more cost effective to integrate applications rather than to rebuild them. Therefore the Virtual MVC design pattern (VMVC) was applied (Figure2). The demarcation of a Functional (View) and an Implementation (Model) task can be achieved by inducing an Integrator (Controller). The Controller can be enriched by encapsulating certain Non-Functional activities...
such as security, reliability, scalability, and routing. This enables the separation of Integration Logic from that of Functional Logic (Client Application) and Implementation Logic (Service). The extendable set of application-oriented systems can be realized based on this integration environment including Service-Oriented Multistage Tsunami Modeling [13]. Figure 2 shows main elements of this architecture, where the Tsunami Modeling database contains Tsunami Scenarios (input parameters), Results of Modeling, and the Bottom Topography (or Bathymetry) data. The scenarios can be created/edited or downloaded from the Internet. The Tsunami Scenario Loader converts data to the Database format. Similar operations can be provided with the Tsunami Modeling Result Data obtained by external modeling components and published on the Internet.

The quality of the bathymetry data is one of the key parameters defining the accuracy of the model. This data is updated periodically. Here, a special bathymetry was developed, covering the area of the Pacific Ocean adjacent to the northwest parts of the Honshu island (Japan). The gridded digital bathymetry for the numerical modeling was prepared using 500 m resolution bathymetry around Japan [14], and 1 arc sec ASTER Global digital elevation model [15]. A computational rectangular grid of 2413x2405 points includes knots of pre-setup depth values. Length of a spatial step in both directions made 0.0024844 geographical degrees that is about 277 m in a North-South direction and about 221 m in the West-East direction. The bottom relief of the domain is stretching from 34 to 40 degrees of North Latitude and from 140 to 146 degrees of East Longitude, and is shown in Figure 3.

Modeling used tsunami data generated from the Great Japanese Earthquake (38.322°N, 142.369°E, Mw = 8.9 at 5:46:23 UTC) on March 11, 2011 [16]. The fault length and width were 400 km × 150 km. Numerical experiments confirmed the reliability of this technique, and a good fine-grained CUDA acceleration of modeling process [14].

B. Hybrid Tsunami Modeling Combining Natural and Artificial Bathymetry Objects

Lessons from the Great Japanese Tsunami stress importance of reducing impact of tsunamis on different time scales. First, it is necessary to provide real-time tsunami warning. Second, tsunami modeling can be used for long-term hazard assessment (e.g. detailed inundation models across the Japanese sea-line). Third, the well-known “Matsushima effect,” the considerable influence of natural geographical objects, like islands and bathymetry, on the wave height and speed of tsunamis, could be considered. Such effect exists in the Matsushima area where presence of islands mitigates effects of tsunamis (while they are absent on the Fukushima coast).

This conjecture is based on [17], where results of a simulation of effects of submarine barriers on tsunami wave propagation were presented. The experiments were conducted in a basin 5 m in length and 10.5 cm in depth. Single and double barriers were used in variable arrangements. Experiments indicated capability of reducing tsunami run-up. It was also shown that parameters of simulations can be translated to natural conditions. Therefore, similar computer simulations could be completed for crucial coastal areas. In this case, aim of the simulation would be to study effects of objects of different shapes, sizes and placement configurations (see, Figure 4). In this way it may be possible to design and build a set of artificial objects (islands) that can be used to protect the coastal areas. In particular, such protection could be of extreme value in highly populated areas, as well as in industrial areas (e.g. nuclear plants, factories, airports, etc.).

Currently, we are enhancing the modeling system by adding the Interactive Bathymetry Editor, supporting object-oriented GUI-editing on bathymetric data, as well as including/removing artificial objects of variable placement, shapes and size, and a plan of changing these parameters during the simulations (see, Figure 5). Here, the modeling process is
controlled by the Tsunami Simulation Manager, and has as its goal finding suitable number, sizes, and placement of artificial islands and submarine bathymetry objects that minimize the dangerous tsunami wave parameters (height and speed). This problem requires multiple runs of identical tasks with different parameters. While such computing scenario could be realized in a BOINC-like environment, for reasons outlined above, we have decided to attempt at their realization using the agent-based infrastructure.

V. AIG FOR TSUNAMI MODELING

The Agents in Grid (AIG) project aims at providing a flexible agent-based infrastructure for managing resources in the Grid ([18], [19]). Application of software agents and semantic technologies makes it well-suited for open, dynamic and heterogeneous environments. The AIG architecture is based on the concept of an open Grid – a network of heterogeneous resources, owned and managed by different organizations. It allows for users to either provide a new resource to the Grid in order to earn money, or to use the Grid to execute a task. Note, that this design nicely fits into the VMVC design pattern, since the Client Application is separated from reusable Services (available resources), while agents representing user and resource manager share characteristics of the Controller. Hence, we can distinguish component responsible for Integration, Functional and Implementation Logic.

The elements of the system have been modeled as software agents: each resource is governed by (and each user is represented by) an LAgent and performs its tasks as part of a team, managed by an LMaster agent. Teams are registered in a directory service, represented by the Client Information Center (CIC) agent, which handles matchmaking of users to teams. The decision, which team to choose to execute the job is a result of autonomous negotiations between the LAgent and the LMaster of the appropriate teams. In a similar way, adding a resource to the system involves negotiations with teams looking for new team members. The main features of the system are shown in Figure 6.

In the AIG project all information is represented in ontological format, using the OWL language. The usage of ontologies enables to describe jobs, resources and their relationships in a structured, yet flexible way (for more details, see [20]). Support previously unhandled hardware and software (such as new hardware devices, software libraries or programs) involves only modification of the ontology and does not require any additional customization. As the job descriptions are also defined in OWL, it is possible to specify different parameter
sets and required computing resources depending on the type of the task to be performed. This is especially important for the applications described above, where the hardware and software configurations are highly heterogeneous and tools used to perform the experiments may differ from machine to machine.

Attempting at using the AiG architecture at the University of Aizu, one can observe that it is not an open environment (with resources joining and leaving the Grid dynamically). Moreover, there is no economic aspect – if a resource matches the requirements of the job and is available for use, there is no need for negotiations of terms of usage. These differences allow us to simplify its structure and use. As a result, we resign from the notion of resource teams, and place an \textit{LAgent} (playing the role of the \textit{LMaster}) on each computing node. We can also eliminate the scenario of the \textit{LAgent} joining a team. Instead, adding a new resource will mean registering it with the \textit{CIC} as a standalone node (one member team). Finally, we reduce (and re–focus) the negotiations. Their role will be to provide information about current and planned utilization of the resource. This will allow the \textit{LAgent} representing user to decide where to run which job and when.

Let us now describe how the system will allow tsunami modeling using multiple resources in the university laboratory. The user starts by accessing a web based interface, which allows communication with her \textit{LAgent}. Next, she specifies the hardware and software requirements of the job (as constraints on the ontological terms describing needed resources). This task is done using the interface based on the OntoPlay module [21] (its Condition Builder component), giving the user freedom in describing the needed resources, while guiding her through the contents of the ontology without deep knowledge of its structure (of semantic technologies in general). As shown in Figure 7, the Condition Builder is composed of a series of condition boxes used to create constraints on class–property relationships. Depending on the chosen class, the user can select, which class property she wishes to restrict. For example, having selected the \textit{PhysicalMemory} class, the expanded property box will contain properties such as \textit{hasTotalSize} and \textit{hasAvailableSize} (see, Figure 7).

After selecting the class and property the user can choose the required operator and value. Here, she sees only operators applicable to the type of the property. Specifically, this means that for value properties it would be operators such as \textit{equalTo}, \textit{lessThan} or \textit{greaterThan}, while for object, properties the user would be allowed to select, e.g. is equal to individual or is constrained by. Should a user wish to restrict the value of a particular property to a fixed individual from the ontology, Condition Builder lists all individuals that can be used in the context (see, Figure 8).

To illustrate the process, let us assume that the user wishes to find all resources that are running the Linux operating system, have at least 8 GB of memory and a 4-core processor. In this case the user starts with an empty \textit{ComputingElement} specification. First, he would constrain the property \textit{isRunningOS} of the class \textit{ComputingElement} to any individual belonging to the class Linux. We assume it does not need to be any particular flavor of Linux, so we do not add additional conditions on this class (however, when installing the AiG system at the University of Aizu, we will represent each machine as an individual in an ontology). Second, the user adds condition on the property \textit{hasMemory}, constraining it to the \textit{PhysicalMemory} subclass and adding a nested condition specifying that the \textit{hasTotalSize} property should have a value greater than 8000 MB. Similarly, the user constraints the \textit{hasCPU} to an instance of the \textit{CPU} class with a value of the \textit{hasCores} property equal to 4.

After user submits the resource requirements, the \textit{LAgent} passes this description to the \textit{CIC}, which performs semantic reasoning on its knowledge base, to find resources satisfying the given criteria and returns a list of matching nodes, including the information how to contact the \textit{LMasters} at each node.

Note that even in a semi-dynamic environment, such as a university laboratory, there is no guarantee that the resources found by the CIC are, at the moment, available for use. The machine may be offline, used for other purposes, or the agent process may not be running. Therefore, there is a need for additional verification of the availability of resources. This is handled through agent negotiations, albeit in a very simplified form. When the \textit{LAgent} receives the list of \textit{LMaster} addresses, it issues a \textit{Call For Proposal} message to gain confirmation of whether the resources are able to perform the task. The
LMAsters confirms (or rejects the proposal), and provides information when it could start executing the job. This helps to handle the case of temporarily occupied / not available nodes. Once the LAgent receives offers from the (benevolent) agents, it presents the list to the user, who can choose the nodes on the basis of their availability and parameters.

The final step of submitting jobs is the specification of task parameters. As described in the previous sections, for the tsunami simulations it is necessary to run different algorithms on different data sets and parameters to come up with multiple results. Consequently, user is required to provide multiple job descriptions (one for each model / parameter). The job description is going to be provided using the same Condition Builder mechanism, although using a different part of the ontology and will contain information such as the command or script for running the computation, together with any additional parameters required by the algorithm, such as location of the necessary data and the place for storing the output(s).

Completed job description is sent by the LAgent to the respective LMaster, which then executes the task. Once the computation is finished, the LMaster creates a JobResult message, which contains information about the job execution, the outcome and links to the result data and any resources created by the simulation algorithm. The LAgent, on the other hand, is responsible for gathering all responses from the nodes taking part in the experiment and presenting them to the user, thus ending the scenario.

VI. Conclusion

The aim of this paper was two-fold. First, to introduce important issues that arise in the tsunami modeling and that require a robust resource management to run the needed simulations. Here, the “Matsushima effect” was used as the main grounding scenario. Second, we have argued that the agents-semantic infrastructure, developed within the Agents in Grid, project can provide the needed solution. This is especially in the situation when multiple resources are under administration of separate authorities and may be available according to their own schedules. Next, we have discussed changes (simplifications) that need to be introduced to the AiG infrastructure to adapt it to the needs of the tsunami modeling, as a task completed using machines available within the University of Aizu. Finally, we have presented a detailed scenario how the user would use the AiG infrastructure to run a simulation. Goal of our future research is to complete the changes outlined in this paper and install the AiG infrastructure on the machines in the laboratory of Prof. Vazhenin and Prof. Watanobe, and run experiments with tsunami modeling.
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Abstract—Adequate integrated ICT infrastructure and services are a prerequisite for keeping pace with the rapid rise of complexity and service levels in logistics. Recent studies indicate a high attractiveness and impact perspective of cloud computing for logistics service providers within few years in order to cope with the growing IT capacity demands. Within this paper, a comprehensive overview is given on R&D with relation to CC for logistics. Among these, the EU-project LOGICAL is presented in detail since it combines different aspects and benefits of CC for the logistics sector. A generic system of CC use cases in logistics and the corresponding needs for a logistics cloud architecture are discussed and compared with the implementation status of the LOGICAL cloud. Special attention is given to the problem of incompatible data and service interfaces. Instead of following the single-window, single-document concept, a semi-automated on demand interface creation service is presented as an intermediate alternative for the practicing logistics sector.

I. INTRODUCTION

A. Market Background

The emergence of new cloud computing services is steadily increasing. More and more companies realize the benefits and opportunities of using IT-resources with unlimited scalability and on-demand services at pay per use conditions over the Internet, as opposed to "classical" on-premise installation and operation. A recent survey of web-hosting and cloud computing specialist Parallels [1] indicated that especially small and medium sized enterprises (SME) are drivers of extraordinary growth rates above 20% per year in this market domain worldwide.

The full potential of collaborative business processes, especially for logistics companies, is still not exhausted. The benefits for design and organization of heterogeneously fragmented logistics processes based on new logistics software that is available within minutes and allows an easy integration of customers, suppliers and partners, are about to be appreciated by logistics service providers (LSP). The latest Logistics Trend Radar report, published by DHL, ranked cloud computing and supergrid logistics among the trends of highest mid and long term impact perspective [2] due to the expectation that these innovative trends will foster completely new process models and service provider types in logistics of the future.

The work presented in this paper was funded by the CENTRAL EUROPE programme co-financed by the ERDF under the project LOGICAL (www.project-logical.eu)

The trends mentioned above may be seen as a partial facet of a larger trend: bottom-up economics, a paradigm change which may lead to a total economic reconfiguration in the 21st century, driven by the Internet. The planning, organization and implementation of complex logistics processes is currently carried out by large logistics companies with complex software systems. Cloud computing fosters the cooperation and collaboration of numerous small and medium-sized logistics enterprises without major capital expenditure in IT hardware and software. An open research question is how to cope with heterogeneous data models and interfaces on one side and how to organize and control these cloud-based collaborative business processes.

B. State of R&D in Cloud Computing for Logistics

The development of cloud computing platforms, services and solutions for various business purposes is driven by different institutions, academic and commercial, both on national and international levels. The project "Future Business Clouds" (FBC) alone lists about sixty different cloud computing R&D-projects which are funded by the EU and its member states [3]. Most of these projects, however, are dealing with general technological aspects of cloud computing for business. Just about 5% of these business clouds, however, explicitly address the application domain of logistics and supply chain management. In addition to these cloud developments, an impressive number of R&D activities and institutional capacities have been initiated internationally in the EU under the 6th and 7th Framework Programme during the last decade upon the field of information and communication systems in transport and logistics. This R&D-domain is relevant for cloud computing in logistics due to a significant focus on interoperability and standardization of data structures in support of collaborative and smart supply-chain management and resource efficient co-modal transport management, especially for SME. An overview on related EU-projects is given by [4].

The joint efforts to solve the problem of incompatible interfaces and data structures as main obstacles of interoperability in the transport and logistics sector lead to a conceptual Common Framework for Information and Communication Systems in Transport and Logistics which follows the single-window, single-document approach to create interoperability by standardization. Finally, a unified single transport document shall be established that can be used for
all modes of transportation. The framework consists of a
definition of different "roles" (stakeholders with unique set
of responsibilities), "business processes", related standardized
"messages" and common ontology based "data elements". Current plans to connect the common framework community
with SMEs and proprietary systems aim at the creation of standard web forms and so-called "connectors" (like "translators between differing formats and data models"). As a part of the EU Freight Transport Logistics Action Plan the common framework was developed with a holistic perspective by means of integrating the concepts and results of several EU-
projects (e.g. FREIGHTWISE, e-Freight, INTEGRITY, SmartCM, SMARTFREIGHT, EURIDICE and RISING) in the EU-
project DiSCwise [4].

A second integrative initiative upon EU-level is the open innovation network platform ETP (European Technology Plat-
form on Logistics) which is the output of the 7th FP EU-project WINN [5], [6] and was launched under the acronym ALICE with participation of global players in logistics and industry in June 2013. Among others, involved R&D institutions are the Dutch Institute of Advanced Logistics DINALOG, the Polish competence centre of logistics ILiM and the German Fraunhofer Institute IML. The major issue of ETP and ALICE is virtual collaboration in supply chains. A case study of a plat-
form (T-Scale) based upon global communication standards, which supports virtual supply chains in real time, is described in [7].

A market-oriented approach to collaboration is matching transport demand and offer by means of virtual market places
such as online spot exchange platforms and services. An example of this category is the web-based system for rail
freight matching developed in the joint R&D-project CODE 24 of the Rotterdam-Genoa corridor [8], programmed by means
of open source tools at Duisburg-Essen University. A second example is the project CloudLogistic [9] of Aachen University
and industry partners which develops a cloud platform for matching part loads of trucks (capacities and demands) based
upon geo-coordinates. Related issues of the business model, SLAs and billing mechanisms are included in this project.

One of the most prominent examples of establishing a virtual market place by means of cloud computing is the 
"logistics mall" of the Fraunhofer innovation cluster for cloud computing in logistics, developed by the Fraunhofer institutes IML and ISST and operated by Logata GmbH [10]. Basically, the logistics mall serves as a virtual IaaS and SaaS platform for matching demand and supply of logistics software and related IT services. It comprises both an ASP for running proprietary software and a SaaS engine and SOA-
bus for combining atomic services with uniform data model and interfaces. Standardization is achieved by means of a uniform ontology and semantic modeling leading to standard Business Objects (BO). The mid-term development perspective is a repository of BOs and granular SaaS components which are selected, linked and orchestrated by means of a Logistic Process Designer and an interactive graphics user surface. The developers expect IT-cost reductions up to 50% especially for SME due to the mall and its on-demand services.

The example of the logistics mall illustrates that interop-
erability of IT services and SaaS components of logistics clouds and platforms are crucial for the capability of generating value added especially for the benefit of SME by means of combining available SaaS components to customized virtual process and supply chains. Numerous developments are characterized by standardization approaches like common ontology, semantic programming (e.g. using the language OWL), federated data management and linked open data concepts. Related projects are for instance CollabCloud [11] and COCKTAIL [12] to mention just a few.

A meanwhile finished R&D-project which among other results produced a uniform ontology (in OWL) for logistics was InterLogGrid [13]. Based upon InterLogGrid the joint R&D-project LOGICAL was initiated in the Central Europe programme in order to integrate several of the issues and benefits of the R&D-activities mentioned before: IT- and business process outsourcing, virtual market place for logistics services, integrative data and collaboration space and platform for the orchestration and optimization of collaborative business especially for the benefit of SME-size LSPs [14].

C. LOGICAL profile

LOGICAL’s [14] objective is to enhance the interoperability of logistics businesses of different sizes, to improve the competitiveness of Central European logistics hubs through the development of a modern logistics cloud infrastructure. Beneficiaries of the project are especially small logistics com-
panies that are enabled to use cloud-based logistics software to collaborate with other regional and global players. Cloud computing furthermore enhances the hubs’ attractiveness for business activities in logistics.

LOGICAL will be simultaneously implemented at six major Central European logistics hubs: Leipzig (DE), Bologna (IT), Wrocław (PL), Miskolc (HU), Koper (SI) and Ustí nad Labem (CZ). They represent multi-modal infrastructures such as the Airport of Leipzig/Halle, the freight village Interporto Bologna in Northern Italy, one of the most important sea harbours in the Adriatic Sea (Port of Koper) and the largest logistics centre in Hungary. In this way, cloud computing is used by different companies to organize intermodal transports using innovative cloud services. The project started in May 2011 and ends in October 2014.

The results of a survey in order to determine the initial as is situation among participating LSPs, their information demands, typical business processes and first architecture con-
cepts were described in [15]. In the following the LOGICAL architecture and functionality will be presented in detail both from an application oriented view and in terms of the technical components used. Chapter V covers a special contribution to the issue of connecting data and systems with heterogeneous formats and data models.
II. LOGICAL USE CASES

A. Logistics cloud computing architecture: generic use cases

Based upon the survey findings, the identified user demands and migration requirements, major use cases of cloud computing for logistics were developed from a rather practical point of view. This process, however, cannot be considered to be finished, since understanding the opportunities of cloud computing in the logistics application domain grows with usage experience. Therefore, a two-step methodology was put into practice: at first generic use cases (use case classes) were developed and described in order to cover the utilization potential of a logistics cloud as completely as possible. Afterwards, specific use case instances which originated from communications with the survey participants and project partners were presented. The collection of these specific use cases will never be complete due to the ongoing creative process of finding useful new applications of a logistics cloud by means of ongoing interaction and communication with the growing number of users. For the logistics cloud the following generic use cases were identified and are interrelated in multiple ways (see fig. 1):

1) **Outsourcing** of IT resources and related services, i.e. hardware, software applications, and data pools from local (on-premise) IT-systems into a cloud

2) **Integration, Synchronization and Sharing of data** created and utilized by multiple users

3) **Market Place** for product and service offers and demands, platform for adding e-commerce activities to the corporate business models

4) Platform for the management and optimization of collaborative business activities of multiple business partners.

1) **Generic Use Case 1: IT-Outsourcing:** A meanwhile standard application of web-based systems consists in providing and using web-hosted software applications, either by means of an application service provider or by SaaS.

Typical IT functions which are outsourced in general business environments are accounting software, enterprise resource planning software (ERP), customer relations management software (CRM), document management software (DMS) and project management software (PMS).

Outsourcing of logistics IT services for logistics service providers may include transport management software (TMS), route planning software, fleet management software, tracking & tracing software, warehouse management system (WMS), supply chain management software.

Outsourcing is a method which supports enterprises in concentration upon core competences and cutting down secondary or overhead costs. Consequently, following the step of merely outsourcing the IT services of secondary business processes a higher level of this strategy is reached by completely outsourcing the complete related business process, such as accounting processes e.g. financial accounting, personnel accounting, e-procurement & e-commerce fulfillment.

Usually, for outsourcing just one client (e.g. company) is using the web-hosted application provided by the cloud, even if the client is represented by multiple persons (employees, team members). Legally, this relationship can be considered as a 1:1-relation. To find and select web-hosted application or public cloud service a public market place will be used. Another possibility for logistics companies is to develop and use own private cloud services e.g. with locked data space and encapsulated VM.

The software applications which are offered for IT service outsourcing can be provided as a web-hosted application which instead of running on a local computer is running on a virtual machine. To use separated instances of the software, an application service provider (ASP) is used as a component of the cloud architecture. To use the same instances of the software like other users, the services in the SaaS runtime engine are usable.

2) **Generic Use Case 2: Synchronize & Share Data:**

Using cloud computing for the integration, synchronization and sharing of data is one of the original drivers of establishing early cloud systems. A web-hosted managed data space is a basic solution for synchronizing files in simple file-sharing scenarios.

An already well-established representative of this cloud function is the meanwhile widespread Dropbox® which offers web-hosted data storage capacity at pay-per-rent conditions (block tariff system based upon booked storage volume independent from actual consumption of the memory space). The Dropbox® is already established with data sharing and access right administration services.

The file synchronize & share function of the cloud can be applied to intra- as well as extra-organization uses of file synchronization and sharing. Typical intra-organizational uses are:

- File synchronization of mobile actors and business units, such as trucks and other vehicles, external service teams, smart devices of employees etc.
- Linkage of subsidiaries, regional or branch offices, ser-
vice posts etc. with the headquarter.

- Business data exchange and synchronization within decentralized organizations.

File Exchange across boarderlines of single enterprises and organizations are:

- File exchange with clients
- File exchange among business partners
- File exchange with infrastructure operators such as seaports, airports, intermodal terminals and authorities such as customs authorities

Since data are usually shared among multiple users and the integration space should be a unique one, this relationship can be considered as a n:1-relation. The cloud can be used by clients to give business partners simple access to own files by using a web-hosted storage software suite e.g. Dropbox® or OwnCloud.

3) Generic Use Case 3: Market Place: Using the internet as a channel for e-business is state-of-the-art for numerous market participants and traders. Although e-commerce in logistics is still a rather rare phenomenon, a logistics cloud may be the right instrument for adding an online-component to the commercial processes of members of the logistics community. The cloud market place in this context can be a limited access community market or platform open to the public. Since the members of logistics communities cover a wide spectrum of different services, the design of the market place should rather be like a shop of the shops (mall) than a uniform store. Since all functions of the cloud can be considered as a marketable service, the cloud market place can provide access to the whole service repository of the cloud as well as to the complete set of services offered by the logistics communities attached.

A user of the market is addressing to multiple recipients of his sales offer or procurement request. Thus the typical use configuration is a 1:m-relation.

The market place function of a cloud requires the following components of the cloud architecture: e-commerce platform and administration system (affiliate system with purchase monitoring, feed-back system and brokerage provision administration), data base management system, query masks, search & matching engine.

4) Generic Use Case 4: Management platform: The fourth generic use case class represents advanced uses of the cloud which aim at efficiency improvements and value added by means of additional cloud services. Matching demands and supplies in the market place does not automatically mean that a best fit is found. This requires optimization tools, i.e. instruments provided by operations research and systems analysis in order to find an optimum. This optimum may consist in the minimization of cost, carbon footprint, failure risk or a maximum of defined benefit functions. Applications in the logistics domain may be:

- Optimization of transports: best fit of demand and offer of transportation capacities according to predefined goal functions.
- In a generalized form: best fit of any kind of service demand and suitable supplies.

In sophisticated cases, the suitable supply for a service demand may not be offered by a single party but has to be composed from the offered capacities of multiple providers as a fragmented sequence of several basic logistic processes, such as transport, storage, cross-docking, transport, intermodal transfer, transport, storage, commissioning, final delivery etc. In such a case, support services are needed for composing the whole process chain and for managing the cooperation of several (heterogeneous) partners. Possible functions of this functionality of collaborative business engineering and management are:

- Composition of suitable logistics process chains (from the online catalogue of single service capacities provided by single partners and covered by the logistics communities)
- Setting up of a “virtual organization” (a special purpose vehicle for logistics projects) of the partnering service providers
- Management and administration of the business processes of the virtual organization with devoted data work space, ERP-service, management tools, job management and billing services and allocation of cost and revenues to the contributing partners.

In these complex cases of multiple actor cooperation, m participants are addressed in the composition phase of the fragmented process chain and n participants access mutually applied data in the operation phase of the virtual organization. Thus, the use configuration is a m:n-relation.

The collaborative business function of a cloud requires the following components of the cloud architecture: optimization tools, simulation of fragmented logistics process chains, cloud hosted representations and management tools for virtual organizations.

B. Logistics cloud computing architecture: specific use cases

The specific use cases are ordered according to the generic use case classes system presented in the previous chapter.

1) Specific Use Case 1: Logistics software catalog: The logistics software catalog so far contains and provides typical business and logistics software applications. At current state the following applications are available: Standard office software (MS Office 365), ERP software (OpenERP), document management software (RICOH DMS), transport management software (PSItms), warehouse management software (LogBase on Demand®)

2) Specific Use Case 2: Synchronize & Share: All four use case categories of the LOGICAL cloud require data storage capacity. Thus, use case 2 will be integrated as cloud data space in other use cases.

In addition, the cloud will provide a managed file workspace function for pooling, synchronization and sharing of files in analogy to Dropbox®. The related software suite which is going to be used for this function is OwnCloud.

Several LOGICAL partners already develop or operate cloud-based systems for the common use and exchange of freight, customs or other official documents and files. These systems and data share functions can be linked to or integrated
into the LOGICAL cloud. Systems to mention in this context are for example:

Logistics Cluster Leipzig-Halle (PP3) and its member SALT Solutions developed a simple software tool for smartphones linked with a web-based data space (e.g. LOGICAL cloud workspace) which helps freight forwarders and other transport service providers to cope with new legal requirements of safety inspection, supervision and documentation. The traffic-manager app of SALT is a direct example of new service products which are developed due to the communication of the R&D projects InterLogGrid and LOGICAL between IT companies and experts and the application community, in our case the logistics service providers organized in the logistics cluster Leipzig-Halle.

Luka Koper (Port of Koper, Slovenia, PP14) developed a planning and scheduling system (TINO) for trucks unloading and loading on the seaport grounds in order to equalize traffic, increase throughput capacity and support freight forwarders as well as the port authorities in planning the logistics processes. In addition, Luka Koper operates a web-hosted information and service platform LUNARIS. Luka Koper now plans to develop a web service and a new module in the cloud platform LUNARIS that would allow registered shipping agents to extract all data from the cloud-solution TINO that are needed to satisfy the customs requirements for the Export Customs manifest.

Another example of using a cloud workspace for the integration of data is the container-information-service provided by port of Koper’s platform LUNARIS. The e-zabojnik (e-container) application provides tracking information about containers delivered to, stored within and departing from the seaport grounds.

3) Specific Use Case 3: Market Place: In addition to the logistics IT applications as presented before, the LOGICAL cloud will contain a market place for marketing and matching common logistics services such as transports, warehousing, freight commissioning, and value added services.

As a first step, the offline-partner manual, which was developed in the logistics cluster Leipzig-Halle will be transformed into an online available web solution and extended to all other logistics communities of LOGICAL. This online catalogue of service providers, their available resources (vehicles, technical equipment, warehouses, permits and licenses), logistics competences and frequently served relations as well as features required for international cooperation (language skills, country experiences etc.) can be considered as the online catalogue of the comprehensive logistics service capacities of the LOGICAL community. Parts of the online representation of the web-catalog of partners, competences and capacities shall be publicly accessible for marketing purposes and can be used by shippers for finding appropriate logistics service providers.

The related user and service capacity data are to be stored and managed within the LOGICAL cloud database. In addition to the database itself the LOGICAL cloud surface has to be established with suitable entry- and query masks.

Once the general features of the cloud users are available, the following step will consist in the establishment of the market place open to the public (or only to registered members of the logistics community) where logistics service providers can sell standardized logistics services online via the logistics service market.

The opposite to sales offers, i.e. the placement of logistics service demands by shippers, 4PL-providers and other logistics clients in order to carry out online-tenders for required services has to be introduced as an inverted version (service demand) of the data objects representing offered services (service offers).

The final development level of the logistics service market place will offer a semi-automatic matching service for suitable pairs of matching demand and supply items. This service of the cloud will require a (fuzzy) matching engine.

4) Specific Use Case 4: Management Platform: One of the objectives of logistics communities is to foster cooperation among community members and to develop new forms of collaborative business. The fourth use case of the LOGICAL cloud is meant to combine the functions of the preceding three and to provide supporting cloud services for collaborative business engineering.

Based on atomic logistics services (such as loading, transport, customs handling, storage, packing/unpacking, quality check, labeling, commissioning, cross-docking, final delivery, additional value added activities), the composition of these basic and partial logistics services to complex, fragmented compound logistics services is necessary in order to cover the complete supply chain of preceding, hub-specific and consequent processes. The final objective consists in simulating, monitoring and management of complex logistics processes.

The supply chain process model contains different and multiple process steps (activities) which are executed by different logistics service providers. 4PL-Providers are the main target group of this use case which represents a strategic development direction of logistics clusters (e.g. the logistics cluster Leipzig-Halle). In this way logistics clusters can provide a modern communication platform for their logistics service providers in order to enable and support cross-company cooperation and collaboration. In particular, the simulation of different combinations and variants for the implementation of complex logistics contracts is interesting to find out the most suitable variant for customers and service providers. Once a suitable chain of basic logistics services is identified and represented as a digital model of the comprehensive logistics process including the description of transport flows, freight quantities, resource volumes, times, cost and other parameters, this model can be used for the management of the process in forward (push-process) or reverse (pull-process) direction.

For the management and optimization of multimodal corridors and transports, Interporto Bologna developed cloud-based platforms and embedded applications CoSpAM and M2 TC.

One of the consequences of composing single logistics services to compound, fragmented service chains by means of collaborative business engineering will be the creation of purpose or project specific consortia of the contributing service.
providers. Business administration of these organizations will need additional support like the technical support services of planning, optimizing and controlling the service chains as indicated before.

Thus, the management platform needs to be established with business administration services for the management of "virtual organizations". Like for a single company, the platform will have to provide access and configuration functions in order to apply the IT services of use case 1 to the virtual organization representing the cooperation consortium.

III. LOGICAL ARCHITECTURE

The following sections describe the technical components and so far selected software products of LOGICAL cloud architecture at current development status in Leipzig.

Fig. 2 displays the technical view of the LOGICAL cloud as presented recently. This architecture consists of the Hardware layer and different software layers:

- IaaS-layer (Infrastructure as a Service),
- SaaS-layer (Software as a Service), with specialisation to logistics software, called "logistics applications as a service" (LAAAS)
- and BPaas-layer (Business Process as a Service) with specialisation to logistics processes in sense of "logistics processes as a service" (LPAAS)

So far the applications mentioned in chapter II-B1 are planned to be provided by means of ASP.

The cloud service repository (software catalog) will be used to store, administrate, select and manage the SaaS-offers of the system. The service repository needs to be developed yet. Apart from the software the repository will contain addressing data for the selection and activation of single SaaS applications.

The logistics cloud as outlined in the use case section will need additional SaaS applications to reach full functionality. Eventually required and yet to be specified or developed applications are for instance a search engine, a (fuzzy) matching engine, supply chain simulation tools, transport optimization tools, service composition tools to build complex supply chains, software services for the management of virtual organizations and interfaces to external exchange gateway services.

Logistics applications and logistics processes are specified, addressed, and activated by the cloud user on the top layer of the cloud architecture. The cloud portal serves as entry gate, orientation, service browsing, service selection and control instrument.

The LAaaS-layer and LPaaS-layer consists of the logistics-specific embedded applications and IT-services. In cases of existing web-based user-interfaces of single embedded applications and SaaS applications, these pages very likely need modifications for the integration into the cloud environment, e.g. in order to go back to the preceding cloud portal pages and to link with cloud workspace and composition service components. For the externally hosted platforms which are to be linked with the LOGICAL cloud via data exchange gateway, suitable cross-addressing and linkage tools need to be developed and implemented. The user interface is developed using ASP.NET.

IV. IMPLEMENTATION STATUS

The implementation of the LOGICAL cloud architecture started in 2012. The implementation is separated into four main implementation projects: data management, end user portal, adminstrative portal and service management including user identification.

This section gives an overview of the current state of each of the four subprojects.

A. Model-view-controller

The whole LOGICAL project architecture is following the model-view-controller (MVC)-software architecture pattern that separates data (model), functionality (controller) and end user frontend (view). This approach increases modularity and code reusability. [16]

A model is a POCO (Plain Old CLR Object [17]) that is used to describe the data that is representing a domain specific entity that carries no business logic.

The visual representation of a model is provided by a view that contains information on how the data of the model need to be arranged. Different visual representations, e.g. a print and an onscreen version of the same entity, are generated by multiple views for the same model.

Each view has a corresponding controller that comprises all the functional logic needed by the view, i.e. there is one public method for every single action of the view.

B. Data management

The basis of the cloud is data. There are different kinds of data like data of the cloud users, data of the user’s companies and data about alle the services provided by the user’s. These data are provided by the data management subproject. It consists of a model of approximately 80 classes, two views for every model and for every view one controller. The first view is the end user’s interface to create and edit his data entries into the LOGICAL database.
The more important view in terms of clouding is the API-view of the data. There is one REST-API-view for every model class that provides the methods to access the cloud data by other services inside and outside the cloud. This access is secured by the use of OAuth2.0. This ensures that only authorized services can access this API. The OAuth2.0-server forwards the login information to the OpenId 2 based user identification system.

If there are changes to the model, the adoption of those changes will be done to keep the full coverage of the API.

C. Service management and user identification

The user identification is based on OpenId 2 [18] that provides a method to identify an end user without requiring the relying party, i.e. the cloud service, to request the end user’s credentials, e.g. username and password. OpenId 2 is using a decentralized system consisting of an OpenId provider and multiple relying parties. The implementation of the OpenId 2 authentication system of the LOGICAL cloud is completed and fully functional.

The same subproject of the logical cloud is responsible for managing all the different available services. Service Providers need to specify some information about their services, i.e. name, description, URL to the logo and a class in a DLL offering state dependent information of the service. This class offers methods for:

- Pricing information returns a string that is shown to the end user to show the current pricing model of the service.
- Service state returns a value out of usable, notbooked, stopped, processing and usable that is representing the current state of the service for a particular user.
- Actions available to the end user that basically are a URL the end user is directed to and a name of the action.

This DLL is dynamically loaded into the service management engine. Since there are a multitude of possible services a webservice for all of this information would not be feasible in terms of timing.

D. Administrative portal

The third subproject is the administrative portal that provides services to the LOGICAL cloud provider to keep the cloud operating. Some of these services are:

- User management: Provides functionality to manage end users of the cloud, especially activation and suspension of an end user.
- Accounting: Provides functionality to charge the end users for their service consumption and to support the cloud service provider by monitoring payments.
- Exception handling: Provides functionality to recover misfunctional services, e.g. reset virtual machines, recovery of wrong data.

E. End user portal

The LOGICAL cloud end user portal is the entry point for end users. It provides information on all the different services that are available via the cloud. The services are assigned to different categories the end users can choose from. After selecting a category the end user receives a list that shows all the information necessary to decide which service is the best fitting for the user and offers the actions defined by the service management layer.

F. Summary

The implementation of the LOGICAL cloud architecture is almost finished. The only major part left is the accounting system which will be implemented in the next months.

Another task for the next months is to identify services that will bring a great benefit to the end users and to incorporate them into the cloud. Since there are always new services this will be an ongoing task for the whole lifetime of the cloud.

V. SEMI-AUTOMATED INTERFACE CREATION

Compatibility of data structures and interoperability of SaaS components resp. IT-systems of collaborating partners still are prerequisites for achieving the targeted main benefit of the LOGICAL cloud: easy collaboration among different partners along heterogeneous fragmented supply chains. The survey carried out in the initial phase of the LOGICAL project revealed that more than 50% of the existing inhouse-interfaces of software applied by the interviewed LSPs are not at all functioning or insufficient.

Thus, in the beginning of the development a standardized data model concept based upon uniform ontology (InterLog-Grid ontology in OWL, transferred into SQL by means of a specific converter) was selected as a solution to the task of creating IT-interoperability. Workshops and discussions with representatives of the final user group, however, indicated that there is considerable reluctance among practitioners to adopt a standard ontology and to adapt the data models of existing data bases and proprietary software. Therefore, from a practical point of view for intermediate cloud operation an indirect path of linking existing documents and IT-systems with differing data formats and data structures was chosen: like in the Common Framework[4] customized "connectors" (here "upload vehicles", see fig. 2) are introduced for data import and export.

Now the creation of customized "connectors" turned out to be a new bottleneck of system usability. Assuming an unlimited number of possible source-target-couples of data formats and underlying data models to be mapped, the idea of developing a sufficient repository of preconfigured “connectors” rapidly exceeds feasibility constraints. Thus, in cooperation with Leipzig-Halle cluster-member RICOH, a method of semi-automated creation of data interfaces (connectors) was developed and applied to the problem of mapping differently formatted freight documents (waybills) into each other. With respect to the as-is-situation in the field, the operative cloud concept deliberately refrains from requiring successful establishment of single-window/single-document standards as a mandatory condition. Instead, the system provides a separate tool for the on-demand creation of "connectors" (mapping procedures) which are associated to a specific pair of data.
formats and stored in a mapping repository. Thus, the system is gradually learning during the course of being used and gradually increasing the number of already covered mapping tasks (data/document-format pairings). Once a mapping task occurs which already was tackled before, the mapping procedure does not have to be redeveloped again. Instead a pattern recognition service provides the matching mapping procedure which is applied.

Fig. 3 shows the main parts of the workflow of the semi-automated interface creation use case. Most of documents that need to be processed are paper based, therefore they need to be scanned prior they can be worked on by the software service. The scanning process can be done by existing scanners or a rented scanner that is preconfigured for sending scanned documents directly to the cloud.

Documents that are digitized will be processed directly by the cloud service. To upload such documents, and documents scanned with existing scanners as well, to the cloud a web service with a web interface is provided, that takes files of different formats, e.g. pdf, jpeg and tiff.

After the documents are stored in the cloud they are analyzed by a pattern recognition service to determine the type of the documents. If the type of the document is known and a mapping is available in the repository the mapping of the data of the document to the LOGICAL database is done by the LPS-service.

Otherwise, a new mapping procedure is created by means of manual linkage of data fields of the original document and the entry mask of the LOGICAL data base. This procedure is supported by the interactive graphics linking features of the LSP and stored as a new mapping procedure in the mapping-repository.

The user of this service can configure a set of third party systems for every document type where these documents should be forwarded to. This process step is done by a Extract, Transform, Load job that extracts the data from the LOGICAL database and loads them to the third party software. If the ETL job requires some data that are not available due to problems with quality (paper based documents and OCR) or input field left blank in the original document, the problem is reported to the user and the user can choose whether to add the missing data or to delete the document.

If the user is operating a third party software that is not known by the cloud, the user can request a ETL-job for his software. This new job will be available to all cloud users, once it is created.

VI. CONCLUSION

Cloud computing, with it’s service on demand philosophy, enables even small logistics service providers to cooperate with each other. The challenges for the logistics service providers are even more complex if they want to cooperate transnational. The paper has shown the use cases of the LOGICAL cloud in general and detail, that have been developed to enable transnational cooperation. One of these use cases is the semi-automated interface creation that helps logistics service providers with converting documents of one type into another without the need of a comprehensive ontology. The whole set of use cases that are covered by the LOGICAL cloud are resulting in a multitude of new possibilities for logistics service providers to create new added value services with international partners and to be one step ahead compared to the competition.
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Abstract—This paper presents a model of a navigation system in a public information system, that can be used to improve the structure and content of the information repository via self-organization capabilities based on social interaction. This model has the primary goal of establishing a generic and adaptive social-based self-structuring navigation system. To achieve this goal, the model integrates the concepts of social navigation, interaction and self-adaptivity in a feedback control loop. The model gives focus on self-adaptivity and includes elements of social navigation in all parts of the system which enables the implementations based on this model to get social adaptability based on user actions individually, but also as a social environment, in every possible aspect of the functioning of the system. The introduced feedback control loop gives possibility for further autonomous improvements of the organization of the information.

I. INTRODUCTION

This paper proposes a model of a navigation system in a information system, that can be used in public knowledge-bases, information portals, news sites, self-support sites, online directories, etc. The model builds towards the enabling of improvement of the structure and content of the repository. We integrate the concepts of social navigation, interaction and self-adaptivity to enable semi autonomous restructuring of the repository.

The original idea was to have as generic approach as possible in order to model a system usable in a wide domain of applications, so some of the concepts are explored from the roots in the past. The concept of social navigation is used as discussed by Dourish and Chalmers in [1], and the generic model is based on the idea of recording interaction on the path that each visitor (navigator) takes, as discussed by Forsberg [2].

There are two main groups of functionalities that are expected from the new navigation system model:

- social interaction should be recorded at all points in the system, either between the system and the visitor or among visitors that are (concurrent or not) visiting the same place of interest in the system – sharing, pointing, recommending and monitoring the published resources and paths through them.
- social interaction history should be used to improve the organization of the navigation and the structure of content – autonomous self-change of the navigation elements should be possible.

In order to include such functionalities, the model first provides the ability to change all navigation point and paths, the whole structure, and then enables social interaction that is associated to the relevant versions of the elements, current to the moment that the interaction has happened. In addition to that, the model enables controlled self-adaptivity, according to results of performed analysis based on social interaction history.

The first step in building this model is the separation of the navigation structure from the content by using a separate navigation sub-system. This sub-system should use a structure that defines (on a conceptual level) and lists (on a logical level) all basic navigational elements that are interesting from a social point of view, and should also include a structure that performs the mapping of logical elements URLs on a physical level. This separation would allow independence of the physical level, which means that changes of the URLs of resources will not have impact on the logical structure and social navigation visible to users. Then, independence on the logical level is introduced, allowing the addition of new elements of social navigation or modification of existing elements, without any change to the physical level.

These are important points for the realization of the structural adaptivity of the system because the constant change of the navigation elements can be the enemy of social navigation (in terms of sharing changed URL, broken paths etc.) For the same reasons, the navigational structure must allow the storage of the entire history of changes (versions of navigation elements) and to handle the shifting of resources in a controlled way that will not disrupt the navigation.

The basic elements of the generic model developed for the case of a web-based public information system are discussed in the following sections.

II. NAVIGATION ELEMENTS

The model is organized in levels. At a conceptual level, we identify the following basic types of social navigation elements (with possible extensions of this list), allowing compositions in more complex structures:

- An atomic resource is the basic building element (e.g. a specific resource of this type is: “Description of the Databases course in the CS study program”, and it can also be an external resource).
Atomic resources can not exist by themselves, they only exist as a part of resource-sets, which in turn can be:
- unordered set of logical resources (example: "Guidelines of undergraduate studies at FINKI" or "Course materials for learning Databases"), where the logical resources can be either other sets or atomic elements;
- ordered set of resources or a directed path (example: "Installation Guide of an Oracle DBMS"), and again, the resource are other sets or atomic elements. The order of the elements is specified manually by the administrator.

At the logical level, the navigational structure of the overall system is built, individual resource sets and their connections are enumerated, and so for each type. For example, the resource "Guidelines of undergraduate studies at FINKI" contains "Description of the CS study program" and "Description of the IT study program". At the physical level, a mapping between atomic resources and physical resources or addresses, is performed. As an example, the logical resource "Description of the CS study program" is mapped to the URL "http://www.finki.ukim.mk/mk/studies/KNI".

Figure 1 shows the model of the navigation structure. The class NavigationElement represents all of the navigational elements that define the logical conceptual level. The type of each element is indicated by the attributes isAtomic and isOrdered. The NavigationElementLink class defines logical links between navigation elements. The Resource class provides the physical mapping of various navigational elements to specific addresses (URL) in the WWW space. Thus, a general graph of all navigation elements and their links is formed. So, this structure can be used to model any web-site or parts of it, or even a "forest" of web-sites.

III. SUPPORTING SELF-STRUCTURING IN THE MODEL

The presented basic conceptual model is then extended to allow self-structuring. For this purpose, two features of the system are required: changeability of the structure and resources. This means that one can change the ordering of resources, or even types of resources with other types, change links between resources (replacing one form to another, adding and deleting logical resources). Also, one should be allowed to change the content of the atomic resources (replacing the mapped physical address to another). Adding an atomic resource (a set of single element) to another atomic resource can produce either an ordered or unordered set, and this is left as a choice for the administrator.

A. Changeability of the Content and Resources

By changeability of resources we actually mean replacing the physical level. The intention is to only change the mappings of logical resources to physical addresses. Also the history of all changes to the mappings should be kept in order to enable later analysis of the behaviour of the users related to each change and pin-point the appropriate version of a resource that is of interest.

The model further elaborates version keeping. In the second row of classes in Figure 1 the versions of the elements and all changes to the physical level are presented. The mapping of physical resources is such that a navigational element is not directly associated with a single physical resource, but in fact a new version of the navigation element is created for any change in the physical mapping. Each change creates a new version object, which records that the version is associated with a change of some resource to a new address. The date of the change is also kept.

In this way, the version entries of each mapping can introduce new versions of the same physical resource – on another date, which would indicate that the navigation element references the same source, again and again, but on different dates. This can interpreted as if the content of the source is changed from time to time, at the version dates, but the URL is still the same. The idea is to have a way to address changes of the content in the model. Also, a completely new version can be created for a new physical resource with a new address. The current version is considered the one with the latest timestamp. The model allows precise monitoring of the changes of the mapping of navigation elements to physical resources, over time.

B. Changeability of the Navigation Structure

The structure of the navigation system can be changed by modifications of the set of navigation links. But, in order to effectively monitor the changes of the structure and the continuity of social navigation – i.e. enabling continuous monitoring of which were original interests of users and where they have migrated after a change, this model only allow for elementary changes and not fundamental change-set where all traces of the past would be gone. The idea is to maintain traceability of each change of the structure.

Only several basic operations are allowed that are implemented in a way that allows monitoring of changes:
- change the type of a logical resource;
- adding new resources to a logical set;
- removing resource from a logical set;
- moving a resource from one to another set.

Considering the way how the logical resources are implemented in the data model using navigational elements – then the allowed set of change operations can in fact completely rearrange navigation structure in any form, when performed as a composition. So in fact any modification can be made but it must be performed gradually, in order to keep proper records of associations of the navigation elements and their version with the social interactions.

1) Changing the type of a resource: Changing a navigation element with another kind is permitted for ordered and unordered sets. As an example, instead of an unordered set of resources, we can decide to have a directed path through the same set of resources or vice versa.

This change is easy to implement over the existing class versions of navigation elements (see Figure 1), with the added ability to record whether a new version includes change of...
type. At the same moment, a change of the resource can also be indicated. It is done in this way because it can often be required to reference a new page for the new type and it would be unnatural if even for a small amount of time, first a change of type is visible, and immediately after a change to the mapping to a new content. A change of the element type that does not require a change to the physical resource will be created as a new version and relevant attributes will be denoted, but this new version will still reference the (old) resource. This is done in order to obtain better performance, since search operations are many times more frequent than structural changes.

As discussed at the beginning, an atomic resource itself does not exist, it is always part of a set – in the simplest case it is a set with only one element. For these reasons, a separate consideration of the operation of change of an atomic logical resource into a set, and vice versa, is not necessary. Specific for this case is that what a set has only one element it does not matter if it is ordered or unordered, so the isOrdered attribute is not relevant. So, in this situation the first operation is to replace the type if necessary, and then add new elements or new links where needed and in the required order (especially in the case that the order is important).

2) Adding a logical resource to a set: This operation is realized by creating a new navigation element (if it is a new resource) and then adding a link of the element to the set. Each link keeps record of the date of creation, which allows one to find out which links were available in a certain period of time.

Note: If the set was made up of only one element, that is atomic, the type of set (isOrdered) has no meaning. So it is ambiguous what will happen once a new element is added. Therefore in this case the administrator must first decide on the new type of the set, perform the change of type operation and only then to execute the operation to add new element.

3) Removal of a logical resource: This operation is realized by setting the value of the attribute deleteTimeStamp in the link that connects the element (child item) to the resource set (parent item). Thus historical data needed for decision making and analytics will not be lost, and navigational elements themselves will continue to exist in the system in case a
new reference to them is needed in another place of the navigation structure. Elements that are not longer connected to other elements, are considered orphan elements and can be monitored in case they are needed again in the future.

Note: The re-inclusion of a navigational element that has already been connected in the past, does not change anything in the historical records, but simply creates a new link by performing the operation of adding an existing resource set.

4) Moving a resource from one to another set: This operation is the same as the composition of two operations: remove a resource from the old location set, and add the existing resource to the new location set.

IV. SOCIAL NAVIGATION SUPPORT IN THE MODEL

Social navigation is always the result of interactions of various entities within the system. In order to enable basic support for social navigation throughout the whole of the navigation system, it is required to keep records of all interactions that have occurred, for each interaction type, with each type of navigational element, and to keep additional parameters for each interaction that occurred. This should be kept as a record in time, associated to the current version of the navigation structure. This means that interaction (viewed, read, accessed) should be recorded for the current version of a navigation element, and for the link between elements that was interacted with (followed, clicked, etc.).

These requirements are realized through an extension of the previous model, presented in Figure 1. All types of actions that a person can make (indicated by the Person class) are codified according ActionType and are kept in a log of taken actions (class PersonAction), sorted by the action time stamp.

The actions that have a special meaning and are specially recorded in the journal are:

• interaction with other visitors (list of persons to whom the communication is directed);
• interaction with a navigational element (actual version of the element);
• interaction with a navigational link between two elements.

We have defined that some attributes can be of interest to monitor in association to the actions of the visitors. Such attributes and their values can be recorded. Even more, there is no strict list of attributes to be recorded by activity type, but this is left free depending on the requirements of the implementation.

The Person class is not specified in detail, but should according to the requirements and can be used from another system. In the case of public information systems where the majority of visitors are people who are not familiar, there are two options for addressing these visits:

• anonymous option – to use only one anonymous object: Person, toward which all actions are recorded;
• weak authentication – for Each new visitor the system creates a new object of the class Person unless there are kept data from a previous visit, such as data kept in cookies or some other technique to determine that a visitor is actually returning to the system. In such case the new actions are added to towards the found previous instance of the Person class.

V. SELF-ADAPTIVITY

The previous discussion identified many elements that allow a constantly changing navigational structure of the system, so it is necessary to monitor all the changes that have occurred and this is necessary for various reasons, the most important being quality control and the ability of the system to constantly adapt to the new needs.

The analysis of the literature in the field of software engineering self-adaptive systems showed different aspects that need to be addressed in such systems, most of which were not relevant for the purposes of social navigation. The most appropriate of all is the model shown in Figure 2, which represents a feedback control loop in a self-adaptive system [3]. This model was originally designed for implementation in terms of communication systems, but can be applied in terms of software engineering self-adaptive software systems [4]. The phases of this cyclic pattern are discussed in the following paragraphs and later the introduction of a control mechanism of that kind is proposed discussed in the generalized model of the navigation system.

In fact this model of a self-adaptive control can be seemed as an appropriate match to the navigation model proposed by Spence [5] (see Figure 3) and the amendments discussed by Riedl [6] for social navigation.

Table I shows the alignment of the concepts of both models. It becomes obvious that one can establish a relation between the two discussed models. The new model uses a feedback control loop to enable self-adaptivity for social navigation in the system.

In fact these are basically two different concepts, one explains the cognitive process of navigation from the perspective of the visitor, and the other describes the process of controlling the operation of a software system that changes its parameters. The idea of linking the two concepts lies in the need of the
The overlap of these two cycles must be understood through an analogy – the mutual coupling of two orthogonally placed gears with varying cogs – the mechanism of social navigation makes many rotations, while the mechanism of self-adaptivity makes one rotation. Through a cycle of the self-adaptive control loop, a number of visitors pass and their (inter)actions are reviewed. The mapping of the cycles in this context would mean:

- viewing information through the system by users generates a multitude of navigational data that some may characterize the overall behaviour of the system, that one needs to collect and analyse;
- symptoms defined by the self-adaptive cycle should apply especially to the navigation system, as they can affect the formation of wrong cognitive model of the visitor or misinterpretation that could lead the visitor leaving the site;
- visitors form their own cognitive model of the system based on how the system is shown and based on personal experience, which can not be directly affected – especially immediately for each user, but one can perform analysis of the behaviour of users, so that in a next cycle assumptions are made about how the visitors perceive the system and what could be changed to improve the navigation;
- the interpretation and final formulation of a new strategy for the next search can be influenced by appropriate and timely decisions and actions on behalf of the system, even at low levels - without a major reorganization and just setting some social indicators on well-defended positions, the key in determining whether such interventions help with the navigation process is monitoring the changes made by subsequent self-adaptive cycles in the navigation of the users – what has happened before and after structure changes.

All these features are implementation dependent and are not feasible to be realized in a generic model Therefore it is proposed to plan, define, analyse, design and implement the process of implementation of this generic model with specific issues, depending on the requirements and expectations. What can be generalized is mere conduct the required cycles and their mapping into a generic data model, which will provide the necessary analysis regardless of the implementation at hand. This model is presented in the following text.

A. Structure for Monitoring Control Cycles

Because in social navigation systems it is necessary to monitor all activities of visitors and their usage of resource, in order to establishing rules of behaviour of users and help future visitors, and in addition to that the application system needs to have a certain measure of self-adaptivity – which means that that the system has to adapt itself, and not only at the request and parametrization of visitors, there it is necessary to collect enough data for full system operation and association of these two conceptual models. This requires a detailed data model with the following features:

- tracking all actions that occur in a cycle of the self-adaptive control loop;
- tracking the evolution of all system and process parameters across all cycles of the system.

A basic data model is proposed first, for the control cycle and it is shown in Figure 4. This model enable the monitoring of the system through all the cycles. After that this model is linked to the data model for social navigation.

The part of the model that presents the feedback control loop, records are kept on:

- Sets of defined values of the measured systemic and procedural parameters, normal range of values, increased boundaries and critical limits – in order to analyse the status of processes and objects in the system and
- Journal of measured values of parameters, identified symptoms, made decisions and actions that were taken.

The journal is particularly important element because it tracks the success of the control cycle and can be used to find out if the correct symptom was identified, whether requested action at a time was the one really needed, the results can be seen and the history of decisions checked and to conclusions drawn on the correctness of the decision. Of course, some testing would be done manually by the analytical team and some analysis should be programmed for automated monitoring to work.

The phases of the cycle contain elements which seem directly and solely related and ask why it is necessary separation in four phases. The answer is that this form increases modularity – the system is flexible in terms of combining elements. As an example – setting different symptoms for
the same parameter is allowed, depending on the general context, combination of parameters per symptom, combination of decisions per symptom and combination of actions per decision.

VI. INTEGRATION OF THE TWO MODELS

In order to follow the partial change of the structure of the system and the impact on the behaviour of users, and the impact of changes over the general parameters of the system and boundaries that are allowed, the system records the changes that have occurred in each self-adaptive cycle. The model that describes these changes is shown in Figure 5. It should be noted that all associations are optional, which means that the model allows for the incoherent behaviour of the two segments and selecting those components that are required depending on the requirements of the implementation. The RecordedAction class is used to store the information that a certain PersonAction took place within a ControlCycle and is associated with a ControlRecord. Similar to that, the class RecordedModification is used to store the fact that a modification of the structure of content took place and is related to the ControlRecord.

VII. IMPLEMENTATION OF THE INTEGRATED MODEL

The steps to implement this generalized model in a production system include final consideration of the requirements of the target system, the amendment of the structures necessary attributes - especially time stamps, recording the users who make administrative changes in the structure and the like.

If the system evolves from the beginning, it is recommended to use this model in all stages as an initial model for defining and navigating through the system. If the system is implemented as a social and self-adaptive update over the existing system, then you should consider the question of the willingness of the existing system to replace the functionality associated with navigation. If this is not possible, the only solution is the implementation of the navigation model as a separate navigation system, and then mapping and forwarding copies of the shares of users from one system to the other in order to sync the content.

This integrated model can be applied in many different areas, but primarily set in information systems aimed at presenting knowledge and processes related to the management of knowledge and example implementations can be:

- Information portals
- Directories and databases of knowledge systems using
- E-learning
- Social networks oriented learning

VIII. Prototype Implementation and Related Work

The presented model was used to implement a social-navigation based virtual academic adviser[7] that uses recommendations based on social interaction to guide students in the process of course selection, creation of personal study plan until the end of the studies on a longer time scale[8], but also as a self-adaptive control mechanism to create best possible class schedule in term of less conflicts between classes[9].
this implementation, the repository is the database of curricula and study plans for all study programs at a university level.

The virtual academic adviser component gives the student more personal guidance in the process of technical rearrangements of the personal study plan in order to experiment future scenarios with various choices before discussing the final scenario with the real adviser and submitting the application for term enrolment. The first version of the virtual academic adviser enabled the student to try a what-if experiment with the various choices on offer such as number of credits per year, choose another study program and specialization profile, rearrange the order of enrolment of courses per future terms etc. After these experiments the student would decide on some preferred scenario and enrol the term according to the profile and the official rules. In case there were any issues with some scenario, the student could discuss them with the real adviser. It should be noted that the role of the adviser is to give advice and not decide on behalf of the student, and once the choice is legitimate, the adviser can not prevent the student from enrolment, but can only suggest better options.

With the implementation of the new model, the second version of the virtual academic adviser is developed with two additional features: giving the students manual and automated course recommendations and introduction of a new integrated process for term enrolment, class scheduling and construction of timetables. Within this evolution mechanisms for mutual dynamic self-regulation of the processes of term enrolment and class scheduling are investigated. The latest virtual academic adviser is presented in Figure 6.

Each row represents a semester, and each box in the row is a course enrolled in that semester. The semesters are ordered in such a way that the last or active one is on the top, and downwards follow earlier enrollments. Each box shows: the name of the course, whether the lecturer has certified the student was present at majority of lecture hours and is allowed to take exams, the final grade of the student, how many ECTS credits is the course worth if successfully finished. The boxes are colour coded in order to be easily distinguished by the student:

- green boxes represent active courses in current semester
- orange boxes represent courses where the lectures have finished but the student did not have a chance to pass yet
- white boxes represent courses that the student passed
- red boxes represent courses that the student failed.

The system takes into account all interdependencies and course prerequisites and will propose a realistic plan. Whether this plan will succeed depends only on the ability of the student to follow and stay through exactly to the new plan and pass all the necessary courses. The system also visually indicates courses that are critical in the future courses where there was a significant amount of failing grades and where students had to re-enroll a course after failing.

The control loop was implemented as a component within the existing information system and used to orchestrate the process of enrollment, phase by phase, student by student or group by group whatever relevant. In the following few paragraphs the four steps of the control loop will be explained with all the included mechanisms.

In the Collect step, the system is monitored and information needed from the students and other system components will be gathered:

- critical time-slots that are almost full
- length of student waiting lists
- numbers of students per status of the enrolment
- numbers of students per year, per group, per status
- number of issues reported by students per category
- number of students without grades for past enrolments

In the Analyse step, the operational status of the system is analysed according to the gathered parameters, historical data and boundary values for several symptoms that are identified...
in the symptom database:
- new groups will be needed soon on a course
- new teachers will be needed soon on a course
- course resources are exhausted
- courses will not be activated due to lack of students
- students ask for courses that are not on offer
- student grades are not input on time
- increasing number of students have complaints

In the Decide step, the system makes decisions on the actions that are to be performed, depending on the severity of the symptoms encountered and how critical are the values of the monitored parameters. In this case, the decisions should be made on when and how to act:
- send only information and status via e-mails
- invoke critical alarms to administration staff
- send status information to all users
- increasing number of students have complaints

In the Act step, all actions are orchestrated based on the types of decisions that were made and which symptoms were triggered. The actions that are present are:
- status information is sent to all users
- administration staff is informed that there are issues at hand together with the symptom
- analysis, respective numbers and possible decisions for the decision database
- critical alarms are activated per symptom
- boundary limit are modified and the action is logged
- decisions are logged
- symptoms are logged
- measured parameter values are logged

In such process the course enrolment and time-table creation can be monitored, analysed and acted upon automatically or manually via the proposed control loop framework. In this case it can be argued that the process is successful if finishes on time before the official start of the semester. If that is not the case, the framework gives possibility to monitor the percentage of finished cases of student term and course enrolments and gradually increase the severity of symptoms and frequency of issued critical notifications to the administration staff and to students that have not been active.

IX. Conclusion

The presented model defines a system that is able to change its structure, with traceability of all the modifications of the structure. At the same time records are kept for the interaction of the visitors among themselves and with the system, in association with the exact moment and context regarding how the structure of the system has changed.

This gives possibility to introduce a self-adaptive feedback control loop, that the system will use to monitor itself, identify problems as symptoms and take actions in the form of slight modifications of the structure. The modification are performed in control loop cycles that give the ability to monitor the causality of the change of behaviour of the visitors and link this change back to a modification in the system, and so investigate if the structural change was an improvement or failure. In such way, the system can undo its steps and take counter measures of bad decisions.
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Abstract—This paper presents a concept of a software platform and a method of hybrid composition of web services and hybrid grounding of abstract composition plans. The paper also describes the architecture of the implemented platform and its modules.

I. INTRODUCTION

RECENT scientific and industrial progress in the field of information technology clearly shows a tendency to switch data processing and computation from traditional models to network architectures. There is also another trend of switching over from large, complex monolithic software systems to groups of smaller, well-defined and interoperable applications. Due to this reason Service Oriented Architecture paradigm and its specific realization – Web Services – naturally fit these general trends. The practice of SOA services composition is a promising approach to developing new software systems with highly refined functionality that is achieved by using a combination of different services chosen from those available in a computer network. Very important parts of such software systems include service composition and grounding. Service composition focuses on creating complex plans from available services, while grounding is a process that transforms abstract composition plans into execution plans so that every abstract service used in an abstract composition plan is effectively associated with a real-world service instance and thus can be called during the execution process.

Hybrid service composition is a method that allows its users to combine different service composition techniques. It offers more flexibility and control of the composition process itself due to the ability to choose different composition techniques for different parts of the composed plan. Hybrid grounding is also a method that allows similar flexibility and control of a grounding process. It allows to mix and match different grounding techniques for different parts of an abstract composition plan.

A. Service Composition and Grounding in SOA

SOA is a software engineering paradigm which generally describes various aspects of software systems that utilize specific entities called services. On the other hand, SOA does not define services strictly – they just have to be relatively independent from each other and offer various functionalities. Such an engineering approach offers different advantages like easier integration of legacy software into new business processes, safer and more reliable upgrades of software components, etc. Web Services are possibly the most common SOA implementation nowadays.

Service composition is a concept of combining different services for data processing purposes. It enables engineers to create complex processes by combining various functionalities offered by available services. So far numerous service composition techniques have been developed.

Manual and semi-automatic service composition methods e.g. [1] and [2] are relatively popular in the scientific community. Such kinds of approaches are fairly easy to understand and implement. When creating service compositions all decisions are made by the user who is provided with some kind of advice or narrowing choice options at most. However, such methods do not offer service composition process automation.

Different automatic service composition approaches have been proposed. Variations of forward and backward chaining methods as in [3], [4], etc. were presented. Hierarchical Task Networks methods were proposed in such works as [5] and [6]. Ontological descriptions of services can be used by reasoners for composition creation [7]. Petri nets were used for service modeling and composition in [8].

Composition methods can, but do not have to, assume that service instances are available and reachable somewhere in a network. So, if a method is not concerned with the availability of service instances, it will produce abstract composition plans. On the other hand, grounding is a process of enriching composition plans with vital information that allows necessary service instances to be used during the execution process. Therefore, abstract composition plans have to be grounded prior to being ready for execution. Several service composition grounding methods have been proposed, some of them are based on brokers [9] while some others are matching-based [10], heuristic [11], agent-based [12] or even ontology-based [13] and [14]. Each one of these approaches uses different perspectives on the grounding process thus allowing their users to fit their needs in a very varied and not always interoperable ways.

B. Problem Statement

There are numerous methods for creating and grounding service compositions. However, every particular approach cannot be an ideal solution from all points of view. Imagine a situation when a user of an SOA software system wants to use some predefined service composition parts and combine
them with an output of an automatic composition method. The concept of hybrid service composition was specifically proposed in order to solve such kind of problems [15]. This concept allows to use multiple service composition methods during the creation of a service composition plan.

A similar problem is observed in the grounding of abstract composition plans because grounding methods may vary a lot in terms of their work principles as well as optimization targets (QoS, cost, etc.). The concept of hybrid grounding tries to address this problem by utilizing different grounding methods during the grounding of one particular abstract service composition plan.

So far, several service composition platforms have been presented in scientific literature. The most important ones include SWORD [16], METEOR-S [17], MAESTRO [18], SPICE [19]. However, none of them tries to solve the problem of more flexible composition or picking and using a grounding method. SWORD uses first order logic, METEOR-S adopts the Constraint Satisfaction Problem engine for producing a composition, MAESTRO is based on a particular graph method with backward chaining and SPICE uses backward chaining with branching for optimization purposes.

A variety of concepts and methods for service composition and grounding methods, platforms and approaches has been proposed. However, none of them is perfect from every point of view, e.g. such perspectives as composition plan languages or optimization targets for grounding. In order to solve this issue a concept of a hybrid composition, grounding and execution platform was developed. It adopts approaches that enable users to have more flexibility during composition and grounding processes by allowing to use different composition and grounding methods together.

II. PROPOSED PLATFORM CONCEPT

The architecture of the hybrid composition, grounding and execution platform consists of five key modules that are cooperating together. The concept also incorporates external elements – web services. These services are used by various modules to produce and execute composition plans. Fig. 1 shows the architecture of platform and data flows between different modules.

The Composition Module is a platform component that actually performs all hybrid service composition tasks and produces abstract composition plans. This module interacts closely with the Networked Service Repository from which it gets web service descriptions. Moreover, it might use the Export Import Module from which it obtains plans for the static composition engine. Abstract composition plans that are produced by this module are forwarded to the Grounding Module for further processing. The module consists of four different service composition engines which can work together to produce composition plans.

The static service composition engine provides necessary functionality to combine different pieces of the composition plan that can be imported or generated by other composition engines. The static engine uses two main operations to work on composition plans: DELETE and INSERT. The “Delete” operation cuts out a specified part of a plan and “Insert” pastes one plan into another. The INSERT (1, 2, plan1, plan2, 4) operation scheme is presented on Fig. 2. Plan1 and plan2 represent two input plans for the operation. Plan3 is the result of inserting plan2 from the first non-root node to “Service 4” node into plan1 between “Service1” and “Ser-

Fig 1. Architecture of Hybrid Composition, Grounding and Execution Platform

Fig 2. INSERT operation scheme

Fig 3. DELETE operation scheme
vice 2” nodes. The DELETE (2, 3, plan1) operation scheme is presented on Fig. 3. Plan2 is the result of cutting a chain of services from plan1 starting at “Service 2” and finishing at “Service 3”.

To proceed further we need to provide a definition for a service input and output type. Input or output service types in the proposed approach consist of two parts: the first – a formal description of the data format that the service accepts as input or returns as output, the second – semantic information that describes the meaning of that data.

A forward chaining service composition engine creates service composition plans by using a simple chaining algorithm similar to the one proposed in [4]. Its simplified scheme of action is to successively add new elements to the end of the plan if their input types are consistent with the previous element's output type. The general idea is to create such a chain of elements that its last element will have the desired output type.

A tree-based service composition engine creates service compositions by using a method that creates not just a chain of elements, but a tree. This method is relatively similar to forward chaining but it allows to search the produced trees and because of that the results of its work are more optimal than the results of simple chaining techniques.

A graph-based service composition engine uses a composition method that is similar to the one proposed in [20]. Basically, at the beginning the composition algorithm produces a complete services dependency graph. This directed graph is created by treating abstract services as nodes in a graph and then connecting the nodes with directed arcs if one service's output type is identical to other service's input type. Then such a graph could be processed by Dijkstra or some other pathfinding algorithms. Fig. 4 presents a sample complete services dependency graph. Each node in that graph is described by its input type (“IN”) and output type (“OUT”).

The Grounding Module allows abstract composition plans, that were produced by the composition module, to be grounded. It cooperates closely with the services repository from which it gets full information profiles about service instances that are available on the network. Such a profile consists not only of the service address and input/output types but also includes additional parameters such as QoS and cost. The three grounding engines in the Grounding Module include QoS, cost and complex. QoS and cost grounding methods were chosen as sample approaches that can be successfully combined in a complex engine. There is a possibility to use and combine other grounding methods as well.

The goal of the QoS optimization engine is optimizing QoS parameters of composition plans or their parts. For example, one can request that QoS parameters for some part of the abstract composition plan have to reside between some desired maximum and minimum values. In such case the QoS engine will look for service instances that fit the provided values best.

The cost optimization engine works similarly to the QoS engine, but it has a task to optimize the cost of composition plans or their respective parts.

The complex optimization engine allows to create a hierarchical structure of grounding preferences which let the user apply additional optimizations in cases where the engine on a higher level of hierarchy will find several equally fitted service instances. For example, we can imagine a situation in which the cost parameter is the most important target of the composition optimization, but we would like to choose a service with the best QoS in case there are several service candidates with the same cost value.

The Export Import Module provides functionality that allows the abstract and grounded composition plan to be imported or exported from or to files. There are two export-import engines that were implemented for the proposed platform – BPEL and SCDG.

The BPEL engine is able to import [22] and export [21] composition plans that are written in a BPEL language. Not all the BPEL functionality is currently implemented, but core elements like conditionals, loops and the parallel execution of services are fully supported.

The SCDG engine allows to work with composition plans that are presented as Service Composition Directed Graphs. The SCDG is a graph-based model of service composition representation that was proposed in [22].

An Execution Module executes grounded service composition plans. To-date only the SCDG execution engine has been implemented, although there is a possibility to include other engines. To do that one might also need to develop an appropriate import-export engine first.

A Networked Service Repository Module is a web service that on the one hand allows web services to be registered in it and on the other hand provides information about these services for composition and grounding modules. This module also employs a standalone database for service descriptions to be stored in it. A database engine could be either external or internal in relation to the Networked Service Repository. External database engines, however, are much faster and reliable with large data sets and thus more preferable.

### III. USE CASE SCENARIO

We can imagine an on-line trading system which allows its users to search for products, place orders and ultimately buy goods by entering financial and personal data into the system. There are all sorts of government regulations and industry standards for personal and financial data because of its sensitive nature. Therefore, we can be sure that some parts of the composition plans in such kind of software platforms will be predefined specifically to obey all sorts of reg-
ulations and standards. On the other hand, such systems may benefit from automatic or semi-automatic service composition techniques after all.

Hybrid service composition was proposed to solve exactly such kinds of problems by providing the necessary interoperability between different service composition methods.

A. System’s Internal Operation - From Composition to Execution

Fig. 5 presents a diagram with an example of how a service composition plan is made, grounded and executed in a system which implements the platform concept proposed in this article.

1. The user provides necessary personal and financial data and the parameters of the desired products.
2. This data is delivered to a Composition Module.
3. The Composition Module sends a request to an Export Import Module to make an import of a standard-required part of the composition plan which will handle personal and financial data.
4. The Export Import Module transfers the request to a BPEL Import Engine which will actually perform the task of importing.
5. The BPEL Import Engine sends a part of the imported composition plan to a Static Composition Engine, so it can be merged with automatically composed parts later.
6. The Composition Module initiates a Graph Composition Engine and transfers composition parameters to it.
7. The Graph Composition Engine makes a request to a Networked Service Repository and asks for a list of available services types.
8. The Networked Service Repository makes an appropriate query in a Service Descriptions Database.
9. The Service Descriptions Database processes the query and sends back the results.
10. The Networked Service Repository provides the Graph Composition Engine with a list of all available services types (not instances).
11. The Graph Composition Engine sends the prepared part of the future service composition plan to the Static Composition Engine.

Steps 12..17 are similar to steps 6..11.
18. The Static Composition Engine merges all parts of the composition plan into one abstract service composition plan and delivers it to a Grounding Module for grounding.
19. The Grounding Module makes a request to the Networked Service Repository and asks it to provide a list of real-world service instances whose inputs and outputs correspond to the inputs and outputs of the services in the abstract composition plan.

Steps 20 and 21 are similar to steps 8 and 9.
22. The Networked Service Repository provides the Grounding Module with a list of required real-world service instances.
23. The Grounding Module initiates a QoS Engine and delivers the appropriate part of the plan plus the lists of service instances to it.
24. The QoS Engine grounds a part of the greater plan and sends it back to the Grounding Module.
25. Steps 25 and 26 are similar to steps 23 and 24.
27. The grounded composition plan is delivered to the Export Import Module.
28. The Export Import Module initiates a SCDG Export Engine and provides it with a grounded composition plan.
29. An exported composition plan is delivered back to the Export Import Module.
30. The Export Import Module sends the exported composition plan to the Execution Module for plan execution to be made.
31. The Execution Module initiates a SCDG Execution Engine and provides it with a composition plan.
32. The SCDG Execution Engine executes the composition plan.
33. Plan execution results are delivered to the interface.
34. The interface renders the acquired results and presents them to the user.

B. A Closer Look at Composition and Grounding

Fig. 6 presents a visualization of an abstract composition plan which deals with sensitive personal and financial data provided by the user. There are several service calls in it: “AssignUniqueID” – assigns a unique ID number to a user-provided data set, “Encrypt” – encrypts the data set, “Archive” – archives the previously encrypted data, “ValidateData” – makes appropriate validations of the user-provided data.

Fig 5. Service composition, grounding and execution diagram

Fig 6. Abstract composition plan in a BPEL language with predefined service calls
The automatic generation of the second and third parts of a composition plan was done by graph and tree composition engines. The graph-based engine composed the part of the plan responsible for product finding, selecting and placing an order in a system. The tree-based engine composed the part responsible for the processing of the order that had been placed earlier.

Fig. 7 presents a visualization of a complete services dependency graph of all registered types of web services that were registered in the Networked Service Repository. That exact graph was generated by a Graph Composition Engine during the composition process itself and visualized by the visualization functionality of the software platform. All service type IDs were automatically generated by the Networked Services Repository. Each of these IDs consisted of service input type name, "|" character and service's output type name.

The left part of Fig. 8 presents a visualization of an abstract plan that was generated by a Graph Composition Engine. “ValidationResultID” is an output type of the last service call in a predefined part of the service composition which was imported from a BPEL file, so it was passed to the Graph Composition Engine as a desired input type. “OrderID” type is a type which corresponds to the output type of the order creation service, so it was passed to the composition engine as a desired output type of the composition.

The subsequent steps of a plan generated by the Graph Composition Engine are as follows:
1. “ValidationResultID|OfferPack” represents an automatic wide search of possible products on the client's request.
3. “FilteredOfferPack|ClientApproval” represents the client's acceptance of a product offer.
4. “ClientApproval|OrderID” represents generating an order for the offer that had already been accepted.

The right part of Fig. 8 presents a visualization of an abstract plan generated by a Tree Composition Engine. “OrderID” type was passed to the composition engine as a desired input type because it has to be the same as the output type of a Graph Composition Engine's work result. “ClientNotificationID” represents the result of client notification which always happens after an order is processed, so it was passed to the Tree Composition Engine as a desired output type.

The subsequent steps of a plan generated by the Tree Composition Engine are as follows:
1. “OrderID|PaymentAndDeliveryOptions” represents a user's process of choosing payment and delivery options for a created order.
2. “PaymentAndDeliveryOptions|PaymentID” represents the act of payment for the delivery by a client.
3. “PaymentID|WarehouseProcessingResults” represents all background warehousing processing such as searching for the warehouse nearest to the client, scheduling product pickup from the shelf, packing etc.
4. “WarehouseProcessingResults|DeliveryRequest” represents creating a delivery request to a logistic company which will actually deliver the products to the customer.
5. “DeliveryRequest|ClientNotificationID” represents the client notification process during which the client receives information about the delivery and other order related things.

All three parts of a complete abstract service composition plan were merged after they were created or imported by the corresponding engines. After that the complete plan was divided into three grounding areas and grounded in a hybrid mode.

The first grounding area consisted only of the steps from the first part of the plan which had been imported from the
BPEL. Because this part is very important and regulated by government and industry standards, it was grounded only by a QoS Engine which was tuned to select the best available service instance no matter the cost.

The second grounding area was defined as a steps chain from “ValidationResultID|OfferPack” service till “OrderID|PaymentAndDeliveryOptions”. The main grounding engine for that area was the Cost Engine and the second one was the QoS engine. The Cost Engine, however, was configured to choose not the absolutely best service from a variety of the available ones, but a range of acceptable services within a provided distance from the best one. The additional grounding engine for the second area was the QoS Engine which was able to choose the service instance with the best cost from the range of the previously selected ones by the Cost Engine.

The third grounding area was defined as a steps chain from “PaymentAndDeliveryOptions|PaymentID” till “DeliveryRequest|ClientNotificationID”. It was grounded similarly to the second part but the difference was that the main grounding engine was the QoS Engine and the second one was the Cost Engine.

Fig. 9 presents a visualization of a grounded composition plan. The only difference between the visualizations of the abstract and grounded composition plans are URL addresses of the WSDL files in every step of the composition. These addresses unequivocally correspond to real-world service instances due to the fact that the data in each WSDL file describes a concrete service instance.

The execution of a service composition plan was made with the use of an Execution Module which was making service calls to appropriate instances by their URLs.

C. Implementation Details

The described platform was implemented in Java 6 programming language. Apache Tomcat 7 was used as the servlet container which hosted all the services and the Networked Service Repository as well. Spring Web Services 2 framework was used for the creation of the all web services including the Networked Service Repository. All the communication between the services, repository and Execution Module was carried out using a SOAP protocol over HTTP. Hibernate 4 was used as an object relation mapping framework for storing all service descriptions data in an in-memory H2 version 1.3 database. Such kind of database was used instead of a standalone one because it is easier to use and maintain in projects of the prototype nature. The SCDG was implemented upon JgraphT 0.8 library abstractions which also provided valuable algorithms for the Graph Composition Engine. Jdom 1.3 library for XML was used to handle all XML operations across all platform modules. JGraph 5 library was used to draw the visualizations of service composition plans in the SCDG format such as Fig. 7, 8 and 9.

IV. Conclusion and Future Work

This work presents an approach to creating a software platform that allows its users to combine different composition and grounding methods. Such features enable software users to control composition and grounding processes in a different and more powerful way thus allowing them to create better suited abstract and grounded composition plans.

The proposed approach was also verified during the implementation and execution tests of the described platform. The verification revealed that hybrid composition and hybrid grounding approaches are viable tools that can be used to create a better suited abstract and executable service composition plans.

The main implication of the presented work is the fact that users of software platforms that implement the proposed approach will have more flexibility and control over service composition and grounding processes. Many composition and grounding methods have been proposed, yet each of them is different and may not suit all the needs of the endpoint customer. Furthermore, to satisfy all the upcoming and even hitherto unknown customer needs software systems must allow changes to be introduced in them. The ability to choose and combine different service composition and grounding methods addresses these problems by enabling users to select and merge optimal methods for their needs.

There are also three main directions of the upcoming work for the proposed concept. The first one is studying the desired properties of the service universe and service granularity in order to achieve high automation rates. The second one is a hybrid execution of grounded plans. The combined usage of different execution engines might bring some additional features since these engines might employ different approaches and thus be valuable from different points of view. The last direction of the studies has to be made in the field of dynamic composition, grounding and execution methods. Such methods can be very desirable e.g. in soft-
ware platforms where the fault-tolerance level of services is low or the environment itself may constantly be changing.
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I. INTRODUCTION

THE basic objective of the present article is an attempt to define the meaning of the organization structure and culture for the purposes of streamlining the business process management within it. Numerous Polish and foreign publications [1], [2], [3], [4], [5], [6], [7] define process management in the wide and narrow scopes. The wide scope shows it as a discipline comprising activities identifying, evaluating and analysing the existing processes performed in an organization and their fit for accomplishment of strategic objectives of the organization. It is the base for improvement, optimization, modification or designing new processes (within projects). In the narrow scope – it is a formalized sequence of systematic, measurable steps concerning management of individual business processes in the organization by means of: intuition, explicit and tacit knowledge, inborn and acquired skills, internal (e.g. employees) and external (e.g. customers) stakeholders; theoretical – methodical solutions in the scope of management (change, quality, time, scope, budget management) and related social sciences (economy, sociology, psychology) etc., tools for analysis and tools for process improvement as well as implementation techniques together with process innovations and projects introducing change on the enterprise level; information technologies – supporting the processes, modelling and designing the organization and allowing design and implementation of IT systems using the process management solutions in the management practice of the organization set in a specific economic environment; oriented and changeably (dynamically) conditioned by: the organizational structure (bidirectional relation structure - processes – more efficiently implemented in a proper organizational structure allowing to monitor, analyze and improve the processes; a specific strategy of the organization (relation structure - processes – more efficiently implemented than through competition on a given market), where proper relations result from combining the results of the processes with Key Performance Indicators (KPI); the organizational structure – with the possibility of questioning the inviolability and optimum of the present state, which serves a basis of a possibility of improving the organization, including also transferring and distributing tacit knowledge through a social component of corporate portals and sharing it with other employees of the organization.

From the practical point of view the relations between processes and projects are also essential. At present determinism, explicitness and statics in defining features and results of projects move towards probability calculus, indeterminacy and dynamism. In theory the span between two basic kinds of activities recognized in the contemporary organization: projects and processes should increase. After all projects were defined – as unique, one-time undertakings requiring proper preparation – while processes are repeatable and may be subject to automation or become routine activities. The main difference is the fact that processes are performed permanently and by nature are repeatable, although they can proceed in an unpredictable and changeable way depending on impulses coming from their environment, and projects are performed when new needs occur, and each of them is totally different. But relations between process management and project management have bilateral dimension. On one side process management is treated just as a technique of streamlining project performance. But on the other hand – in a sense – projects are subsets of processes – they are all processes that we could define as non-routine (change-oriented), innovative, pragmatic, burdened with a big risk and unique. This results from peculiar similarities – both kinds of activity are performed by marked out teams of people, determined by specific and limited in time resources, following the rule of planning, steering, supervising and controlling particular acts. This in turn makes the changes within process management have a direct impact on project management. Projects are performed in order to improve the existing processes, create totally new processes and solve specific problems connected with the necessity to change processes (isn’t it a component of process management?!). In each organization there are both process and project activities. Contrary to its classic definition, projects basically do not end. Each end of one project is the beginning of another, in essence they sometimes create a never-ending cycle of
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projects, which cannot be even named as subprojects because we never know – if only due to uncertainty and high risk – in which direction end users’ requirements will develop. But the most symptomatic for project development is the fact that essentially methodologies of project management were in their classic version created, generalized, „toughened”, standardized so as to the best possible extent normalize processes occurring in the project. So the paradox – as it shows – consisted in the fact that they got closer and closer to methodologies of project management, as they strived for operating standard rules of solving non-standard problems, which tried to standardize them (that is change into processes) through far reaching formalization.

Due to the above reasons, the notion of a project success at present evolves towards an evaluation exceeding the classic, narrow triangle of balance between costs, time and scope [8]. The point of view of a user – project recipient and his/her way of seeing the project is taken, both in internal projects (in which both persons performing the project and its recipients are employees of the same organization, in which the final product of the project remains), and external projects (products performed for stakeholders from outside of the organization, e.g. customers and may be a source of income of the organization producing them). The extension of the „golden triangle” itself by the fourth parameter – requirements – characteristic for process management – causes also extension of possibilities of making decisions in the scope of its implementation (each decision is described by four sorted out parameters (time, scope, costs, requirements), not by three parameters as before). And the relations between those parameters are becoming – as it seems – non-equivalent – recipients’ requirements are superior to other parameters. If we additionally introduce a fifth parameter, which is the quality (one of the component of user requirements) – the number of allowable solutions will again narrow, which will affect multidimensionality of a project and the close connection of a user’s requirements with a specific quality level. Not all solutions acceptable within a project and conforming to the user’s requirements may meet the assumed quality standards, and thus the process management (cf. Fig. 1).

So changes of relation between project management and process management are affected by their surroundings (environment). The environment, in which projects are implemented, splits into [9]: economic (prices, customs duties, taxes, exchange rates, interest rates, economic policy, markets, economic development degree), legal (legal system, its adjustment to the conditions of implementation, licenses),
technological (technological development, technological state in an organization, quality standards), organizational (organizational structures, management style, managerial staff and employees’ skills and knowledge, functionality of the organization, project management method), psychological, (culture, opposition to changes, innovation degree, performance and execution safety) and political (geo-political factors, developmental tendencies, alliances, trends). And here another important issue emerges. The success of a project in the classic perspective and the success of a project in the contemporary perspective (and its management) resulting from practise significantly differ. In the classic perspective (treated this way by many studies) the success is not to exceed costs (and the best thing - execution of the costs), full conformity of the schedule with performance dates and conformity of the performed scope of work with the one specified in the project. Adding the end user’s (recipient, customer) point of view means adding to the success evaluation criteria the issue of customer satisfaction with the obtained product or service. Adding a dynamic environment – decrease of a risk of failure, efficiency, effectiveness, flexibility, adaptivity, functionality, etc. And these are evaluations very close to an evaluation of a success of a proper process management in an organization. And very strongly influences them. In streamlining the processes the fact that individual organizations may be at different levels of progress in the scope of process management should also be taken into account. To evaluate this level most often the CMM model (Capability Maturity Model) is applied, which recognizes five basic stages of maturity to process management: first (initial – where processes are not defined at all), second (repeatable – processes were identified in selected departments of an organization and are performed); third (defining – processes are known in the whole organization and are performed, fourth (managed – conscious use of process management by managers, manifested by collection of data on efficiency of stages of the process and the process as a whole), fifth (optimization – managers and employees monitor on a continuous basis efficiency of processes and introduce necessary modifications). An attempt to introduce process management to an organization, which has not been properly prepared – lacking suitable organizational resources and competence – may result in a failure. Going through each of the organization process maturity levels in this model is an undertaking requiring both extensive knowledge in the scope of process management and using tools dedicated to this purpose and an established and strong internal support centre combining those two elements, for the whole organization, which is e.g. the so-called Process Competence Centre.

The analysis of the results obtained by the Standish Group [10] indicates very practical determinants of the success of project management, and thus of related process management: customer’s commitment to the project implementation, project’s managerial staff (sponsor) support, clear business objective of the project (specified requirements in the light of existing limits), optimized project scope (adjusted to performance capability), methodology of flexible planning (agile) instead of traditional one, an experienced and competent project manager, proper management of project budget, educated human resources, formal methodology of running the project and standard programming tools and infrastructure.

Among the success factors the „soft” and procedural factors predominate. So it seems that the survey concerning the human and cultural factors as well as the organizational structure as possibly having the most essential impact on organizational improvements, in this situation may be to the fullest extent legitimate.

II. SURVEY ASSUMPTIONS

The survey is divided into three parts:

− defining the significance of business process management (BPM) in an organization,
− identifying roles and significance of organizational units dedicated to BPM, for the needs of the survey named Process Competence Centre (PCC),
− defining cultural aspects of process approach implementation.

In the first area attempts were made to define how business process management is perceived by an organization, how this notion is understood and what are strengths and weaknesses of its implementation. Respondents referred to such specific issues as:

− meaning and understanding of business process management (BPM) in an organization (important strategic initiative promoted by managerial staff, essential support for many important projects on a scale of the whole company, support on operating level for medium and small process projects, necessity before implementation of an IT system, studying new possibilities),

− objectives to be achieved by an organization thanks to BPM (create a foundation for development of the whole organization (allow comparison with competition, develop a new organizational structure, improve co-ordination of activities in the company, improve measures and KPI, control risk, increase business process effectiveness, ensure timely delivery of products and services, improve relations with contractors, lower process costs, standardize processes, implement new software, meet employees’ requirements for information, try a new approach, introduce new knowledge),

− indication of key processes that require streamlining within a context of income growth (from generic processes list),

− methodologies, techniques and approaches used by an organization: (strategic BPM, Rummel- Brache approach, BPTrends approach, Six Sigma method, Lean - Six Sigma method, Lean method, modelling in BPMN, methods required by ISO, organization’s own methods, other),

− subjective perception of organization’s process maturity (according to the maturity model based on CMM),

− the extent of implementation of process governance, especially developing (or not) the enterprise process architecture,

− establishing (or not) an organisational unit supporting business process management.
The second area addressed the role and place of organizational structures responsible for construction of the process management system and streamlining business processes, in the scope of the following characteristics: duration of its functioning and its place in the organization’s structure; main tasks and services delivered by this organizational unit; resources assigned to an entity dealing with processes; employment of external staff, who deals with the issue of business process management; BPM competence areas required by the organization.

The third area concerned social and psychological factors forming the culture of an organization, such as e.g. defining managerial staff’s support for the entity dealing with processes; impact of the entity dealing with processes on the organization’s operation; weak points of the entity dealing with processes; strong points of the organizational culture in a given situation.

In each of the defined survey areas a choice was made through marking some proposals from among the ones initially defined by the research team. Moreover, the closed part of the questionnaire ended with open questions, such as: what features should characterize a leader of the team dealing with business processes in an organization?, what features should characterize an employee of the team dealing with business processes in an organization?, what are obstacles in the operation of the Process Competence Centre (PCC)?, what are key support areas for PCC operation?

The survey is at present being implemented by collection of data from the questionnaires filled in via the website www.bpmwpolscce.pl and individual interviews. So far (May 2013) in total more than 50 responses have been collected but the survey is still pending and almost every day new questionnaires are received. The conclusions from selected partial results are presented in chapter three of the present article. The data from the questionnaires were processed by means of IBM SPSS Statistics software. In case of open questions a context interpretation was performed, and then the above-mentioned application was used. A part of the questions in the questionnaire was formulated in a way allowing to compare responses with the results of studies conducted by BPTrends – an American publishing company, whose founders and columnists are experienced practitioners and opinion leaders in the area of business process management, who regularly publish articles and studies presenting the best BPM practices [11]. References concern a part of questions defining understanding and significance of business process management concept and practices in organizations and questions connected with functioning in organizations of special structures dedicated to such activities.

III. INITIAL RESULTS OF THE CONDUCTED SURVEY

A. Survey Participants

Almost a half of the survey participants are representatives of the top and middle management (48%). Another major group of respondents (22%) are experts, who – although usually do not manage teams directly, are employees with high expertise and often create standards of operations for the entire organizations. On the basis of the above results we can state that 70% of respondents are persons with high level of knowledge of the organization and significant impact on its functioning.

![Fig. 2. Survey participants – positions held in an organization](Source: own study)

Straight majority of organizations (68%) are big and very big organizations with more than 500 employees, including 26% with more than 5000 employees.

![Fig. 3. Survey participants – size of organizations](Source: own study)

B. Significance Of Business Process Management In An Organization

In one of the questions. t respondents were asked to tick one of the presented below phrases – the one that best describes their understanding of the very concept of business process management. The following results were obtained: 32% of the respondents understand business process management as an approach to manage the entire organization on the strategic level; 30% - as an approach for individual process analysis and improvement; 12% - as a cost reduction and efficiency increasing initiative and for 22% this is just a set of information technologies that help manage and automate processes.

We also wanted to know the significance (importance) of the business process management initiatives for organizations: 30% of the respondents defined it as an
important strategic initiative promoted by management, 24% - stated that the process approach was treated as an essential support for many important cross departmental projects; 18% - sees its significance as a support at the operating level for medium and smaller improvement projects; 16% - as the necessity before IT system implementation; for 12% is only testing of a new approach.

Regardless of the above-mentioned way of understanding BPM and its importance, organizations have some specific expectations connected with investing resources in the area of process management. We asked what goals and objectives were set for the process initiatives in an organization? The respondents could mark all expectations and objectives known to them. We obtained the following answers (see Fig.4).

It is noticeable that the answers selected most often contained generally defined strategic level objectives connected with entire organization systems coordination (foundation for development of the entire organization, activities coordination). The second most often selected were objectives at the business process level (increase of efficiency, standardization of processes) and only later the detailed, specific, implementation level objectives were selected.

In connection with the above it is logical to ask: do organizations know and use tools (methods, approaches, techniques), which will help to achieve the previously indicated goals and will help to bring expected results. It turned out that the best known process related method is BPMN (52% of the respondents indicated that they know and use it)

This is a popular notation used to describe processes at a very detailed level but it is not useful either at the process level or at the strategic level as it misses many business elements and symbols. As little as 2% of the respondents indicated specific names of BPM methodologies useful for strategic management, further 32% declared using various unnamed methods of strategic process management, (however they did not specify them later in the item „Other, specify”) Awareness and usage of other methods spread out in the following way: Lean (6%), Lean 6 Sigma (16%), 6 Sigma (6%), methods required by ISO (32%), organization’s own methods (40%).

So what is the general process maturity level of the surveyed organizations? The participants of the survey were asked for their subjective evaluation of the maturity level in a scale from 1 to 5, corresponding to the levels of the frequently used CMM model applied for process management. This model was selected as there was a solid reference material inter alia coming from regular BPTrends surveys conducted since 2006. The obtained answers are presented in the first column of the table below and compared with the results of surveys published by BPTrends [11], [12].

In Poland we notice a significantly higher percentage of enterprises, which admit that their organization is at the first stage of maturity, where processes are chaotic and problems are solved ad hoc. We also see a significantly higher percentage of organizations, which place themselves at level 3, where it is expected that organizations have defined their

<table>
<thead>
<tr>
<th>Survey result in Poland 2013</th>
<th>BPTrends world survey results 2012</th>
<th>Definition of process maturity level</th>
</tr>
</thead>
<tbody>
<tr>
<td>36%</td>
<td>22%</td>
<td>Processes function thanks to efforts and creativity of employees. Problems are solved ad hoc and not systematically. There are few initiatives referring to processes.</td>
</tr>
<tr>
<td>20%</td>
<td>48%</td>
<td>Processes are being improved, but usually within departments or other organizational units. The most important processes have already been described and improved.</td>
</tr>
<tr>
<td>32%</td>
<td>22%</td>
<td>Majority of core and enabling processes are identified, published and improved at the organization level. Process architecture is defined. Processes are measured and monitored systematically.</td>
</tr>
<tr>
<td>6%</td>
<td>2%</td>
<td>Process owners are appointed, decisions are based on process measures. Processes are managed in the whole organization.</td>
</tr>
<tr>
<td>6%</td>
<td>5%</td>
<td>Processes are systematically improved, process governance is executed.</td>
</tr>
</tbody>
</table>

Source: own study and [11], [12]

C. The Role And Significance Of The Process Competence Centre In Organizations

On the basis of collected and presented below data, which concern:

- duration of functioning of a process competence center: less than one year -28,6%; 1 -2 years -14,3%; 3 – 5 years - 25% and above 5 years -32%.
- its position in the organisational structure: at the management board – the manager of the process office reports to the management board - 53,6%; in a division – the manager of the process unit reports to the director of the division 39,3%; in a department – the manager of the process unit reports to the director of the department 7,1%
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Fig. 4. Objectives to be achieved by an organization thanks to application of methods of process management
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– number of employees in this unit: less than 5 employees - 60.7%; 5 – 10 employees - 25%; and 11 – 25 employees - 14.3%,

– number of employees in the area of business process management outside this unit: 0 employees -10.7%, 0 – 10 employees - 32.1%, 11 – 50 employees 39.3%, 51 – 100 employees -14.3%, more than 10 employees -3.6%,

an image of a typical process competence centre emerges. A statistical process competence centre: functions for less than a year, reports to the management board, employs less than 5 employees but co-operates with a dozen or several dozens (11-50) of persons scattered throughout the whole organization.

Employees of the process competence centre mainly deal with implementation of the following tasks specified in Table 2.

The choices made in the questionnaire by the respondents clearly show their focus on systemic and educational activities. In comparison with tasks implemented by this kind of process competence centre in the world, illustrated by Fig. 5, some fundamental differences can be observed:

1. the Polish competence centres to a significantly greater extent deal with developing rules for the management system, which should not be a surprise as the highest percentage of them is located at the management board and they are expected to build foundations for the whole organization’s functioning,

2. the process competence centres in Poland conduct on their own much more training than in other countries,

3. the process competence centres in Poland much less often manage the company’s process repository.

The reasons of these visible differences are not subject to an analysis within the present survey. On the basis of our own observations and experience we can suppose that the Polish organizations much less often use IT tools with process repositories but use simpler drawing tools instead and they perform more tasks on their own instead of buying external services (e.g. training).

### Table 2.

<table>
<thead>
<tr>
<th>Tasks</th>
<th>Participation in realization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Developing rules for the process management system</td>
<td>71%</td>
</tr>
<tr>
<td>Conducting training</td>
<td>67%</td>
</tr>
<tr>
<td>Maintaining process architecture</td>
<td>57%</td>
</tr>
<tr>
<td>Designing new processes</td>
<td>57%</td>
</tr>
<tr>
<td>Process modelling</td>
<td>53%</td>
</tr>
<tr>
<td>Developing measures and benchmarking</td>
<td>46%</td>
</tr>
<tr>
<td>Management of process repository</td>
<td>42%</td>
</tr>
<tr>
<td>Popularization of knowledge</td>
<td>42%</td>
</tr>
<tr>
<td>Management of project portfolio</td>
<td>14%</td>
</tr>
</tbody>
</table>

Source: own study

![Fig. 5. Comparison of tasks performed by the process competence centre in Poland and in the world. Source: own study](image)
Another question we asked concerned the impact of the process competence centre on an organization. The answers are presented in Table 3. On the basis of the answers we can state that 32% of the respondents have no impact on the organization or performs fake activities – which is even more depressing evaluation of the situation. This is a surprising result in comparison with just 3% of similar answers obtained in the world surveys. At the same time in Poland merely 7% answered that the process competence centre was very important for the success and co-ordination of activities, which – in comparison with exactly such expectation expressed in answers to preceding questions – shows the competence centres mostly still do not meet the expectations and have not yet worked out a position that could help them succeed in an organization.

### TABLE 3.
**IMPACT OF THE PROCESS COMPETENCE CENTRE ON AN ORGANIZATION**

<table>
<thead>
<tr>
<th>Choice</th>
<th>Our survey – Poland</th>
<th>BPTrends survey – world</th>
</tr>
</thead>
<tbody>
<tr>
<td>Is very important for the success and co-ordination of activities in the whole organization</td>
<td>7%</td>
<td>20%</td>
</tr>
<tr>
<td>Has big impact</td>
<td>18%</td>
<td>23%</td>
</tr>
<tr>
<td>Just starts to have the impact</td>
<td>32%</td>
<td>53%</td>
</tr>
<tr>
<td>Has no serious impact</td>
<td>25%</td>
<td>3%</td>
</tr>
<tr>
<td>Performs fake activities</td>
<td>7%</td>
<td>-</td>
</tr>
</tbody>
</table>

Source: own study and [11], [12]

Another question under the study is management support for the process competence centres. Our survey showed that the straight majority (85%) of the respondents said that the management declared support for PCC, but unfortunately, only 46% supports them indeed. For the remaining 39% of the management this is just a declaration not supported by actual activities. Other 7% of management is indifferent, and the following 7% even questions the significance of process competence centres.

The survey ended with open questions, from among which we would like to discuss here the following most essential two:

1. **What features should characterize a manager of the process competence centre?**

   Most often the necessity of a very strong and even charismatic leadership was emphasised. The manager holding this position should be able to think strategically, long term and in a holistic way, understand system dependencies, and at the same time should be able to speak in an operating language on details of processes, in order to be credible for line employees. The need of perseverance and consequence was emphasized many times as a necessary characteristics of the PCC manager.

2. **What to the greatest extent would help to achieve results by the process competence centre?**

   The most required is knowledge, resulting also from experience, concerning the way the process organization function. Especially a thorough knowledge is needed, as well as the skill to persuade the advantages of accepting the process approach. The respondents equally often mentioned the need for official support and personal commitment of the organization’s management (which in turn confirms the Standish Group’s survey).

   These and other answers collected during our survey show an image typical for a situation of introducing cultural changes in an organization, where employees’ knowledge, belief and attitude play the key role and decide about the success or the failure of a new undertaking.

### IV. CONCLUSIONS

Business process improvement initiatives are frequently key projects within an organization – they are managed using project management methods and principles. However the nature of a business process is best recognised and captured by business process management methods. Project management and process management complement each other. How does the two approaches interact?

We claim the conjunction point is the newly defined “requirement definition” point at the top of the project management pyramid, which adds the new perspective on traditional project management triangle (scope, cost and time) as described in the previous sections of this paper.

Process management methods are the most suitable for defining the requirements for process improvement projects. The more matured process management the better requirements definition in the project. Therefore it is important to be aware of process maturity of the enterprise, how well it understands its process, how systematic is its view on a business processes how does its culture supports process approach. By combining the process and project methods organisations increase their chances for project success and avoid the situation when improving one process has an adverse affect on other processes.

From answers to our survey, it could seem that the strategic understanding of BPM as a holistic system for management of the entire organization predominates. However, if we take a closer look on the results, and refer them to three levels of organization’s efficiency described by G. A. Rummel and It A. P. Brache [13], [14] who distinguish the following levels: strategic level, process level and job level – then we find that understanding BPM as an initiative of cost reduction (12%) and as implementation of information technologies (as much as 22%) refers usually to a local management on the job level or even are limited to the area of IT tools. We then state that the interpretation of the concept of business process management spread out more or less evenly among three levels of organization management. There is an equal probability that a person asked by us will classify BPM as an element of strategic management or operating management at the process level or narrowly understood management of the implementation level.

Again it seems that the biggest percentage of an organization (32%) initiates process projects as strategic initiatives at the top management level, thus having
fundamental significance for the whole company’s functioning. Not until we set the declared values again at the above referred [13], [14] three level of efficiency, we will be able to for almost a half of surveyed organizations (for 46%) BPM projects have local significance (18%) or are a necessity before implementation of an IT system (16%) or are an experiment and survey of new possibilities (12%).

As research shows organisations expect a lot from the process approach and those expectation refer rather to effective planning of the organization wide systems than to solving specific problems. Taking into account ambitious and system expectations of BPM projects, weak recognition of methods, which could be used for achievement of own objectives, is noteworthy. In connection with it is reasonable to doubt whether organizations will be able to achieve these objectives by means of recognizable and presently applied tools. Probably in most cases – unfortunately not.

The world results show gradual building of process maturity according to the scheme of inverted funnel, that is lower and lower percentage of companies at the following higher and higher levels. In Poland we can observe a leap to the third level. We may propose a thesis that the reason behind this is superficial understanding of system elements characteristic for level three and thus the easy placing home organizations at it. Though also in the world results we can observe a similar, yet smaller, „optimistic leap” but it concerns the fifth level. It is possible that here again we deal with too superficial and unrealistic evaluation of process maturity. As this is a question about a subjective evaluation of the situation, we can suspect that the „leap” phenomenon is more connected to the respondent him-/herself than the very situation of the organization. The issue whether it is connected with the respondents’ aspirations or the superficial understanding of the levels too distant from the majority, or whether it results from other reasons – is to be studied in further surveys.

At the same time in Poland merely 7% answered that the process competence centre was very important for the success and co-ordination of activities, which – in comparison with exactly such expectation expressed in answers to preceding questions – shows the competence centres mostly still do not meet the expectations and have not yet worked out a position that could help them succeed in an organization. Summing it up. How well are Polish organisations prepared to derive improvement project requirements from their expertise on business process management?

Probably not too well yet. Business process management has become a popular topic and objectives and expectations towards these initiatives are set high, however the awareness of methods and real managerial support is not there yet. We will need more education and awareness building before business process management methods will be used to define requirements for improvement projects so that project management skills and techniques are used to their full potential to bring process improvements to organisations.
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Abstract—Many Off-The-Shelf Software (OTSS) assessment techniques have been proposed, most of them using criteria related to standard quality models. However, these techniques are not as useful to evaluate and compare alternative OTSS as solutions to specific process-driven organizational changes. This article proposes PBEC-OTSS (Process-Based Evaluation and Comparison of OTSS), a technique for evaluating and comparing OTSS regarding impact in the organization, based on process models, and using fuzzy decision making systems. The technique was compared with an Ad-Hoc approach (systemized from the literature) in an experimental study with IT professionals. This study proposes a new approach related to standard quality models. However, these techniques are not as useful to evaluate and compare alternative OTSS as solutions to specific process-driven organizational changes.

I. INTRODUCTION

THE software selection process is a subjective and uncertain decision process [23], where meeting the specific needs of the organization is complex and requires time [8], considering that a company may lose its competitive advantage by investing in wrong alternative technologies or by investing too much time in selecting the right one [18]. In practice, there are numerous organizations that lack a rigorous selection process [11], which is often made under pressure by evaluators who may not have time or the expertise to plan it [8], or that select according to their experience or intuition [20], [21].

A systematic and repeatable selection methodology for Off-The-Shelf Software (OTSS), is a crucial need to minimize uncertainty and risk in companies [19], so, choosing a suitable OTSS, is a non-trivial task for organizations and requires a thorough assessment process. Therefore, the key question seems to remain: how to identify the most appropriate OTSS to meet organizational needs? The recommendation to managers is to choose an appropriate IT infrastructure to facilitate the alignment between strategy and organizational structure, achieving higher performance levels [4]. However, the benefits of an organization’s systems are generally known only after some period of use [2].

In the literature, there are studies that emphasize the important relationship between business processes and IT, stating: IT will be used if, and only if, the functions available for the user, support, or fit to their activities [5]. The selection and implementation of proper IT applications, is an important precondition for the efficient execution of business processes [17]. IT will only have a positive effect in the organizational performance, if this fits with the business processes [9]. Therefore, based on the close relationship between business processes and IT, is that this study proposes a new approach to evaluate and compare OTSS, based on processes models and fuzzy decision making systems, which allows:

- Generate alternative reconfigurations of processes models, which serve as input data for processes improvement and processes standardization.
- Identify and measure the potential contribution of the OTSS to the organization, through impact indicators (coverage, automation, and implementation).
- Generate OTSS traceability regarding the processes and activities of the organization.
- Identify collaboration between OTSS, and implemented systems in the organization.

All of which improves decision making, and promotes the Business/IT alignment.

The remainder of this paper is structured as follows: section II presents the Related Work; in Section III the proposed approach, along with an illustrative example; in section IV the Case Study, and finally Section V summarizes and concludes.

II. RELATED WORK

In literature, the software assessment has been a subject of interest of suppliers, and topic of study for academics and professionals, developing and proposing:

- Preliminary proposals, such as: general recommendations for evaluation of commercial software [3], generation of Domain-specific quality model to assess software [7], and approach for determining the software selection strategy [25].
- Proposals for the evaluation of specific types of software, such as: ERP [6], data warehouse system [13], and workflow type software [14], among others.
- Frameworks, methods, and tools of assessment and/or selection of OTSS (see Table I). However, in most of these proposals, criteria are repeated or are similar, and related to standard quality models. Unfortunately, criteria associated to software quality evaluate the product and its interaction with the user, but ignore the importance of
of the contribution that assessed system can make to the organization [1]. Therefore, choosing between a proposal and the other, apparently, depends on the value that is given to: application requirements (time, effort, and tools), evaluation criteria, and the complexity of each.

- Methods of Commercial Off-the-shelf (COTS) Selection, such as [12]: OTSO (1995), PORE (1998), STACE (1999), PECA (2002), and CARE (2004), among others. However, these are specific for components, were created for the software development, and do not seem to be adaptable to the different domains and projects [16].
- Assessment services and online software comparison: TEC1 and Capterra2. Although a comprehensive review is allowed, the evaluation criteria are similar to those of Table I, or are wielded in a generical and superficial manner, as is the case of processes.

Therefore, although there are many evaluation proposals, it can be appreciated that there is no evaluation technique based on process models able to allow assessing and comparing OTSS, which could lead to identify their potential effect in the organization.

III. PROCESS-BASED EVALUATION AND COMPARISON OF OTSS

This section presents the PBEC-OTSS (Process-Based Evaluation and Comparison of OTSS) technique, which consists of five stages, and considers six evaluation criteria (see Figure 1), defined from the process perspective.

![Fig. 1. Process-Based Evaluation and Comparison of OTSS](http://www.fosis.gob.cl/)

The details of the stages of the proposal are hereunder described, with an illustrative example, which is based on a real scenario of a Chilean public sector institution, Solidarity and Social Investment Fund (FOSIS3). The results correspond to evaluation performed by an BPM and IT expert, who was also Case Study expert (see section IV).

A. Define Scope

To establish the assessment dimension, identify:

(i) Motivation: problems or situations that are intended to be solved or improved, (ii) Business Processes, (iii) Implemented systems, that participate in the identified processes, and are involved with motivation, and (iv) Use Target of each implemented system; i.e., according to the motivation identified, and as a complementary measure, to establish whether to decrease, maintain, or increase current usage level of each implemented system.

**Example.** (i) Motivation: Problems between different areas of the organization with HR, during recruitment. Current Situation: Extensive process cycle, exceeding by 75% the established time limit. Low process standardization, varying its implementation in different regions of the country. High effort, and null automation. High loss information, lack of centralized repository for generated documentation. Low standardization of generated documentation. No versioning of created documents; high dependence of general purpose tools. Therefore, the organization wants to buy a new tool to help them with the problems identified; (ii) Business process: Recruitment; (iii) Implemented systems: Microsoft Office (Word, Excel, and Access), and e-mail; and (iv) Use target: decrease the use of both systems.

B. Refining Process Models

Review process models identified in previous stage. If implemented systems are not specified in process model, or documented as a black box, process model should be refined, specifying for each actor: user’s activities, automatic activities, and manual activities (not performed on any system).

**Example.** Figure 2 illustrates refined Recruitment process model.

C. Generate Alternative Reconfigurations of Process Models

Review documentation, and identify OTSS functionalities. Subsequently, for each identified process model in previous stage, generate a new process model including OTSS. Each process activities that can cover the OTSS, will exclusively depend on the features identified in the revised documentation.

**Example.** OTSS assessed are PeopleNet Recruitment1 and Email2DB2. Reconfigurations generated are displayed in Figure 3 and 4.

D. Generate Evaluation Criteria Measures

To generate evaluation criteria measures, all models and reconfigurations generated in the previous stages should be considered, and calculate the different types of activities, as specified in Table II.

**Example.** Table III presents evaluation criteria results, considering Figure 2, 3 and 4.

TA: Total of activities of refined models, TUA: Total of user’s activities of refined models, TUA: Total of alternative reconfigurations, TAA: Total of automatical

---

1http://www.technologyevaluation.com
2http://www.capterra.com
3http://www.fosis.gob.cl/
### TABLE I
**OTSS Frameworks, Approaches and Assessment Tools**

<table>
<thead>
<tr>
<th>Approach</th>
<th>Input</th>
<th>Assessment Criteria</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expert System for Software Evaluation (ESSE) [23]</td>
<td>(i) Set of OTSS, (ii) OTSS documentation</td>
<td>(i) Best subset of OTSS, or (ii) Subset of OTSS grouped according to classification, (iii) Ranking of OTSS, or (iv) Formal description of each OTSS (without ranking).</td>
<td></td>
</tr>
<tr>
<td>Five-phase COTS selection model [21]</td>
<td>(i) Set of OTSS, (ii) OTSS documentation</td>
<td>(i) Cost, (ii) Supplier’s support, (iii) Technological risk, (iv) Closeness of fit to the company’s business, (v) Easy of implementation, (vi) Flexibility to easy change as the company’s business changes, (vii) System integration.</td>
<td></td>
</tr>
</tbody>
</table>

### TABLE II
**Evaluation Criteria Measures**

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coverage: OTSS user’s activities rate</td>
<td>( \frac{\sum_{i=1}^{n} \left( T_{UA_i} \cdot \mu_{A_i} \right)}{TA} \times 100 )</td>
</tr>
<tr>
<td>Automation: Variation of Automatic Activities</td>
<td>( \frac{\sum_{i=1}^{n} \left( T_{UA_i} - T_{A_i} \right)}{TA} \times 100 )</td>
</tr>
<tr>
<td>Implementation: Variation of Manual Activities</td>
<td>( \frac{\sum_{i=1}^{n} \left( T_{MA_i} - T_{A_i} \right)}{TA} \times 100 )</td>
</tr>
<tr>
<td>Cost: Lost Qualification</td>
<td>( 0 ) (very low) - ( 1 ) (very high)</td>
</tr>
<tr>
<td>Collaboration: Average of compliance of implemented systems (equal to 0% if implemented systems do not meet the use target)</td>
<td>( \frac{\sum_{i=1}^{n} \left( T_{UA_i} - T_{UA_i} \times \mu_{A_i} \right)}{TA} \times 100 )</td>
</tr>
<tr>
<td>Participation: Average of non-compliance regarding the use of implemented systems (equal to 0% if implemented systems meet the use target).</td>
<td>( \frac{\sum_{i=1}^{n} \left( T_{UA_i} - T_{UA_i} \times \mu_{A_i} \right)}{TA} \times 100 )</td>
</tr>
</tbody>
</table>

### TABLE III
**Evaluation Criteria Results**

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coverage</td>
<td>PeopleNet 61%</td>
</tr>
<tr>
<td>Automation</td>
<td>39%</td>
</tr>
<tr>
<td>Implementation</td>
<td>13%</td>
</tr>
<tr>
<td>Cost</td>
<td>0.6</td>
</tr>
<tr>
<td>Collaboration</td>
<td>44%</td>
</tr>
<tr>
<td>Participation</td>
<td>0%</td>
</tr>
</tbody>
</table>

In 1965 by Zadeh, where he defines that a fuzzy set is characterized by a membership function that maps the elements of a universe of X discourse to a unit interval \([0,1]\).

**Definition 2. Linguistic variable:** A linguistic variable is a fuzzy variable whose values are categories represented by fuzzy sets. The value of a linguistic variable is a compound term \( T(x) = \{L_1, L_2, \ldots, L_n\} \).

**Definition 3. Membership function:** Any function of the form \( \mu_A: X \rightarrow [0,1] \) describes a membership function associated with a fuzzy set A. The shape of the membership function depends on the concept to represent and the context in which it is used.

**Definition 4. Fuzzy If-then rules:** They have the structure If (x is \( A_i \)) and (y is \( B_j \)) then (z is \( C_k \))

**Definition 5. Fuzzy decision making system:** Corresponds to a system that is responsible for mapping an input space to a determined output space using fuzzy logic. It comprises four components (see Fig. 5), hereunder detailed.

**Fuzzification interface.** Inputs are identified, and through membership function, it can be established the degree of membership of each input to the relevant fuzzy set.

**Knowledge base.** A database that consists of the expert
knowledge of the domain in question. In this database are defined the parameters of the membership function, linguistic categories of input and output variables, and set of rules.

Decision making unit. Simulates human decision making, by performing inference using the fuzzy If-then rules. For this purpose, first are identified the antecedents of each rule and their relationship; i.e., the various values that every input can take are identified, and related to each other, through logical operators. Subsequently, each antecedent is related to a particular consequent (fuzzy set represented by membership function), by implication operators. Finally, the fuzzy sets representing the output of each rule are grouped in a single fuzzy set.

Defuzzification interface. To the fuzzy set resulting from the previous stage, it is applied a defuzzification method to obtain a single value, which corresponds to the final result.

F. General Evaluation

Building a Fuzzy decision making system, to get general OTSS evaluation score. Following is part of used structure.

Fuzzification interface and Knowledge base. The inputs correspond to evaluation criteria results obtained in the previous stage. Based on the knowledge and experience of two BPM experts, it was defined for each input, linguistic terms, their membership functions, and domain (see Table IV).

Decision making unit. Antecedents of fuzzy rules are: Coverage and Automation and Cost; Coverage and Automation and Implementation; Implementation and Cost; Collaboration and Participation. Consequent for all rules is Evaluation.

Defuzzification interface. Defuzzication method used is centroid, and output corresponds to OTSS evaluation result. Finally, according to OTSS evaluation result, generate an OTSS ranking, indicating percentages obtained by Coverage, Automation, and Implementation criteria, which together correspond to Impact Indicators.

Example. Table V presents OTSS evaluation result, delivered by fuzzy decision making system, considering as input the evaluation criteria results of Table III.

G. PBEC-OTSS Benefits

The main benefits of PBEC-OTSS are: (i) favors Business/IT alignment, (ii) improves decision making, i.e., decision making is well informed, and with less uncertainty, (iii) provides new information, which can serve as an antecedent for reducing time and efforts.

IV. CASE STUDY

The purpose of the case study was to evaluate quality of results, duration, and use satisfaction, of PBEC-OTSS. In this regard, it was compared with an Ad-Hoc approach,
through an experimental study, where to each approach was simultaneously applied [24].

### Table IV

<table>
<thead>
<tr>
<th>Input</th>
<th>Membership function</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Coverage</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very low</td>
<td>Trapezoidal</td>
<td>0% - 21%</td>
</tr>
<tr>
<td>Low</td>
<td>Trapezoidal</td>
<td>19% - 41%</td>
</tr>
<tr>
<td>Medium</td>
<td>Trapezoidal</td>
<td>39% - 61%</td>
</tr>
<tr>
<td>High</td>
<td>Trapezoidal</td>
<td>59% - 81%</td>
</tr>
<tr>
<td>Very high</td>
<td>Trapezoidal</td>
<td>79% - 100%</td>
</tr>
<tr>
<td><strong>Automation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very high decrease</td>
<td>Trapezoidal</td>
<td>-100% - -29%</td>
</tr>
<tr>
<td>High decrease</td>
<td>Trapezoidal</td>
<td>-31% - -19%</td>
</tr>
<tr>
<td>Medium decrease</td>
<td>Trapezoidal</td>
<td>-21% - -9%</td>
</tr>
<tr>
<td>Low decrease</td>
<td>Trapezoidal</td>
<td>-11% - 0%</td>
</tr>
<tr>
<td>Equivalent</td>
<td>Trapezoidal</td>
<td>-2% - 2%</td>
</tr>
<tr>
<td>Low increase</td>
<td>Trapezoidal</td>
<td>0% - 11%</td>
</tr>
<tr>
<td>Medium increase</td>
<td>Trapezoidal</td>
<td>9% - 21%</td>
</tr>
<tr>
<td>High increase</td>
<td>Trapezoidal</td>
<td>19% - 31%</td>
</tr>
<tr>
<td>Very high increase</td>
<td>Trapezoidal</td>
<td>29% - 100%</td>
</tr>
<tr>
<td><strong>Implementation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very high decrease</td>
<td>Trapezoidal</td>
<td>-100% - -29%</td>
</tr>
<tr>
<td>High decrease</td>
<td>Trapezoidal</td>
<td>-31% - -14%</td>
</tr>
<tr>
<td>Medium decrease</td>
<td>Trapezoidal</td>
<td>-16% - 0%</td>
</tr>
<tr>
<td>Low decrease</td>
<td>Trapezoidal</td>
<td>-2% - 2%</td>
</tr>
<tr>
<td>Equivalent</td>
<td>Trapezoidal</td>
<td>0% - 16%</td>
</tr>
<tr>
<td>Low increase</td>
<td>Trapezoidal</td>
<td>14% - 31%</td>
</tr>
<tr>
<td>Medium increase</td>
<td>Trapezoidal</td>
<td>29% - 100%</td>
</tr>
<tr>
<td>High increase</td>
<td>Trapezoidal</td>
<td></td>
</tr>
<tr>
<td><strong>Cost</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very low</td>
<td>Trapezoidal</td>
<td>0.0 - 0.21</td>
</tr>
<tr>
<td>Low</td>
<td>Trapezoidal</td>
<td>0.19 - 0.41</td>
</tr>
<tr>
<td>Medium</td>
<td>Trapezoidal</td>
<td>0.39 - 0.61</td>
</tr>
<tr>
<td>High</td>
<td>Trapezoidal</td>
<td>0.59 - 0.81</td>
</tr>
<tr>
<td>Very high</td>
<td>Trapezoidal</td>
<td>0.79 - 1</td>
</tr>
<tr>
<td><strong>Collaboration Participation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Null</td>
<td>Trapezoidal</td>
<td>1% - 10%</td>
</tr>
<tr>
<td>Low</td>
<td>Trapezoidal</td>
<td>11% - 40%</td>
</tr>
<tr>
<td>Medium</td>
<td>Trapezoidal</td>
<td>41% - 100%</td>
</tr>
<tr>
<td>High</td>
<td>Trapezoidal</td>
<td></td>
</tr>
</tbody>
</table>

### Table V

<table>
<thead>
<tr>
<th>No.</th>
<th>OTSS</th>
<th>Impact Indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>PeopleNet 82.5</td>
<td>61% Coverage, 39% Automation, 13% Implementation</td>
</tr>
<tr>
<td>2</td>
<td>Email2DB 73.5</td>
<td>39% Coverage, 40% Automation, 0% Implementation</td>
</tr>
</tbody>
</table>

### A. Approaches to Experimental Study

**PBEC-OTSS.** The aim of this approach is to evaluate and compare OTSS using processes models, and fuzzy decision making systems. The result is OTSS ranking, and impact indicators.

**Ad-Hoc Approach.** The objective of this [10], [11] is to evaluate OTSS through five criteria (Functionality, Reliability, Cost, Ease of customization, and Ease of use). The result is a score for each OTSS analyzed.

### B. Experimental Study Design

Experimental study was designed to be done by professionals who finished a Diploma in Process Management and IT (196 hrs. postgraduate program taught by a Chilean university). Of all participants, two groups were formed. Simultaneously, one group applied PBEC-OTSS and other applied Ad-hoc approach. The assignment to each group was random, but mark and professional experience of each participant were considered. Thus, they sought the greatest homogeneity between groups, and prevented the influence on the results of factors such as experience or knowledge.

### C. Instrumentation

Materials used by participants of both groups were the same: Instructive, Personal Data Questionnaire, Problem Definition,
Recruitment Process Description and Model, OTSS Documentation, How-to approach, Questionnaire on applied assessment approach. For both approaches, the problems, process, and OTSS to evaluate were the same as those presented in Section III example, which was adapted to be resolved in a maximum of two hours (time calibrated by previous execution of a pilot experiment). In addition, the OTSS real name was omitted, to avoid influence on the results, due to possible foreknowledge of these.

D. Experimental Study Execution

The participants were 13 Chilean IT professionals, who held positions as Software Engineer, Project Manager, Process Engineer, or Consultant, and Area Assistant Manager. Six of these used PBEC-OTSS, and seven Ad-hoc approach. None of them had previous experience in any of two approaches. Table VI presents group and expert characteristics (in average years).

Each group was trained in its respective approach. The training was conducted in parallel, same day and time, but in different rooms and with different instructors. The results of each approach were compared with results obtained by an BPM and IT expert, who performed the same experiment (see results in Section III example).
TABLE VI

GROUP AND EXPERT CHARACTERISTICS

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>PBEC-OTSS</th>
<th>Ad-Hoc</th>
<th>Expert</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>32.3</td>
<td>30.6</td>
<td>56</td>
</tr>
<tr>
<td>Professional experience (total)</td>
<td>6.8</td>
<td>6.6</td>
<td>26</td>
</tr>
<tr>
<td>Process modeling experience</td>
<td>2.2</td>
<td>2.6</td>
<td>20</td>
</tr>
<tr>
<td>Experience about IT decision</td>
<td>1.3</td>
<td>1.4</td>
<td>15</td>
</tr>
</tbody>
</table>

E. Experimental Results and Analysis

Table VII presents participants and the expert results. Table VIII shows average duration and average rating of the application of each approach (where 1 is very low and 5 is very high).

<table>
<thead>
<tr>
<th>PEOPLE NET RECRUITMENT</th>
<th>EMAIL2DB</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Subject 1</strong></td>
<td></td>
</tr>
<tr>
<td>PBEC-OTSS</td>
<td>82.5</td>
</tr>
<tr>
<td>Ad-Hoc</td>
<td>72.9</td>
</tr>
<tr>
<td>PBEC-OTSS</td>
<td>82.5</td>
</tr>
<tr>
<td>Ad-Hoc</td>
<td>57.2</td>
</tr>
<tr>
<td><strong>Subject 2</strong></td>
<td></td>
</tr>
<tr>
<td>PBEC-OTSS</td>
<td>82.5</td>
</tr>
<tr>
<td>Ad-Hoc</td>
<td>78.4</td>
</tr>
<tr>
<td>PBEC-OTSS</td>
<td>79.5</td>
</tr>
<tr>
<td>Ad-Hoc</td>
<td>69.1</td>
</tr>
<tr>
<td><strong>Subject 3</strong></td>
<td></td>
</tr>
<tr>
<td>PBEC-OTSS</td>
<td>85.5</td>
</tr>
<tr>
<td>Ad-Hoc</td>
<td>76.7</td>
</tr>
<tr>
<td>PBEC-OTSS</td>
<td>73.5</td>
</tr>
<tr>
<td>Ad-Hoc</td>
<td>45.2</td>
</tr>
<tr>
<td><strong>Subject 4</strong></td>
<td></td>
</tr>
<tr>
<td>PBEC-OTSS</td>
<td>82.5</td>
</tr>
<tr>
<td>Ad-Hoc</td>
<td>75.5</td>
</tr>
<tr>
<td>PBEC-OTSS</td>
<td>79.5</td>
</tr>
<tr>
<td>Ad-Hoc</td>
<td>42.4</td>
</tr>
<tr>
<td><strong>Subject 5</strong></td>
<td></td>
</tr>
<tr>
<td>PBEC-OTSS</td>
<td>73.5</td>
</tr>
<tr>
<td>Ad-Hoc</td>
<td>80.3</td>
</tr>
<tr>
<td>PBEC-OTSS</td>
<td>67.5</td>
</tr>
<tr>
<td>Ad-Hoc</td>
<td>58.3</td>
</tr>
<tr>
<td><strong>Subject 6</strong></td>
<td></td>
</tr>
<tr>
<td>PBEC-OTSS</td>
<td>82.5</td>
</tr>
<tr>
<td>Ad-Hoc</td>
<td>78.7</td>
</tr>
<tr>
<td>PBEC-OTSS</td>
<td>82.5</td>
</tr>
<tr>
<td>Ad-Hoc</td>
<td>34.7</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td></td>
</tr>
<tr>
<td>PBEC-OTSS</td>
<td>81.5</td>
</tr>
<tr>
<td>Ad-Hoc</td>
<td>77.7</td>
</tr>
<tr>
<td>PBEC-OTSS</td>
<td>77.5</td>
</tr>
<tr>
<td>Ad-Hoc</td>
<td>53.4</td>
</tr>
<tr>
<td><strong>Standard Deviation</strong></td>
<td></td>
</tr>
<tr>
<td>PBEC-OTSS</td>
<td>4.1</td>
</tr>
<tr>
<td>Ad-Hoc</td>
<td>2.6</td>
</tr>
<tr>
<td>PBEC-OTSS</td>
<td>5.9</td>
</tr>
<tr>
<td>Ad-Hoc</td>
<td>12.9</td>
</tr>
<tr>
<td><strong>Expert</strong></td>
<td></td>
</tr>
<tr>
<td>PBEC-OTSS</td>
<td>82.5</td>
</tr>
<tr>
<td>Ad-Hoc</td>
<td>79.4</td>
</tr>
<tr>
<td>PBEC-OTSS</td>
<td>73.5</td>
</tr>
<tr>
<td>Ad-Hoc</td>
<td>71.0</td>
</tr>
</tbody>
</table>

TABLE VII

PARTICIPANTS AND EXPERT EXPERIMENTAL RESULTS

TABLE VIII

DURATION AND QUALIFICATION OF APPROACHES

<table>
<thead>
<tr>
<th></th>
<th>PBEC-OTSS</th>
<th>Ad-Hoc</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Duration</strong></td>
<td>56.8 minutes</td>
<td>45.7 minutes</td>
</tr>
<tr>
<td><strong>Difficulty</strong></td>
<td>3.6/7 points</td>
<td>3.71 points</td>
</tr>
<tr>
<td><strong>Satisfaction</strong></td>
<td>3.6/7 points</td>
<td>3.5/7 points</td>
</tr>
<tr>
<td><strong>Recommendation</strong></td>
<td>100% yes</td>
<td>95% yes; 14% no</td>
</tr>
</tbody>
</table>

Therefore, for complex cases (Email2DB), PBEC-OTSS reduces the risk of an inadequate evaluation, by presenting reasonable results and close to an expert. While for simple cases (PeopleNet Recruitment), both approaches are similar.

V. CONCLUSION

It was proposed PBEC-OTSS technique, that allows evaluate and compare OTSS, measuring its possible contribution to an organization. This proposal considers six criteria (Coverage, Automation, Implementation, Cost, Collaboration, and Participation), based on process models and fuzzy decision making systems. The main benefits of PBEC-OTSS are: favors the Business/IT alignment, and improves decision making.

PBEC-OTSS was compared with an Ad-Hoc approach, in an experimental study, based on real scenario of a Chilean public sector institution. 13 IT professionals participated, and a BPM and IT expert. The professionals results showed that for simple cases PBEC-OTSS is similar to Ad-hoc approach, while for complex cases, the techniques differ; being PBEC-OTSS the best. Additionally, it was observed that when applying both approaches (PBEC-OTSS and Ad-Hoc) by an expert, the results were very similar, which could infer that PBEC-OTSS results, appear to be comparable with a technique from the literature. Although experimental study was conducted with two specific software, PBEC-OTSS is applicable to other types of software, and in any type of organization, because PBEC-OTSS focuses on Business/IT alignment.

Finally, based on the study and analysis fulfilled, we identified the following topics of interest to perform as future work: adaptation of the technique proposed so that the assessment to include different levels of activities importance, inclusion of new experts to redefine Fuzzy decision making system configuration parameters, and new experimental study with a greater number of professionals, experts, and other real scenario of an public or private sector institution.
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Abstract—Comparative studies of auction and negotiation exchange mechanisms have typically compared the outcomes obtained from the two mechanisms. Their result are inconclusive. The question which this paper aims to address is the viability of outcome-based comparisons. Such comparisons assume that both mechanisms produce the same types of outcomes but their values differ. An argument can be made that this is not necessarily the case. Based on several experiments of multi-attribute auctions and two formats of multi-bilateral negotiations the paper argues that the two mechanisms produce some outcomes which are comparable and other outcomes which are qualitatively different. A surprising finding of our experiments is that the outcomes of the non-verifiable negotiations were more similar to the outcomes of the reverse auctions than to the verifiable negotiations, despite the fact that the latter employ rules taken from the auction mechanism.

I. INTRODUCTION

Auctions and negotiations are exchange mechanisms used by individuals and institutions including, among others businesses and governments. There are many kinds of auctions and negotiations and their underlying rules and regulations are well established, leaving however, some space for adjustment in individual cases. The opportunities created by the internet technologies and the web engaged researchers in captivating discussions about the viability of conducting business transactions over internet. Early on, arguments were made that on line auctions will replace negotiations, that there will be a paradigm shift where market forces will replace the more subtle domain of negotiation skills [1-3]. In 2000, a group of researchers gathered in Montreal to discuss the issue. They concluded that there are limits to auctions and consequently not all electronic transactions lend themselves to auctions [4]. One of the outcomes of the Montreal workshop was a framework for designing e-negotiations [5].

In order to gain some clarity about the strengths and weaknesses of these two types of transaction mechanisms it is necessary to compare them. Broadly speaking, there are two types of negotiations, i.e. bilateral and multilateral (each type can be either simultaneous or sequential). There are different types of auctions, including price-only and multi-attribute forward and reverse auctions. The discussion here is restricted to multi-bilateral reverse auctions, henceforth called auctions.

Bilateral negotiations appear to be comparable to auctions. Experimental studies [6, 7] and field studies [8-10] comparing auctions with bilateral negotiations indicated that auctions are used in different situations than negotiations, namely, auctions are used when: (1) the exchanged goods (services) have only one attribute – price; (2) there are several (possibly many) suppliers of the good (service); and (3) there is no need to communicate (exchange information). Negotiations, on the other hand, are used when: (1) one or more of the above conditions do not apply; and (2) there is a strong likelihood of future interaction.

It is difficult to compare auctions and negotiations because they are very different mechanisms—on the general level the assumptions underlying each mechanism differ significantly, on the specific level there are differences in participants’ knowledge and behavior. Auctions involve multiple bidders who compete for the same good or service; it is assumed that that bidders follow a strict, fixed protocol and that they know the buyer’s price (valuation). Other than submitting bids, there is no other form of communication. In contrast, negotiations rely on significantly weaker assumptions; it is assumed that the parties negotiate in good faith and that each party has preferences so that they may compare alternatives. No assumption about the sellers’ knowledge of the buyer’s valuation is made.

Another reason why it is difficult to compare auctions and negotiations is the differences in settings and protocols. Studies mentioned above compared auctions with $N$ bidders with bilateral negotiations (i.e., 1:1). In this situation the competition among sellers, which is a key characteristic of reverse auctions, disappears in negotiations with only one seller. In order to maintain competition among sellers in negotiations, bilateral negotiations need to be replaced with
multi-bilateral negotiations, in which a single buyer negotiates with many sellers. Furthermore, these negotiations should be simultaneous rather than sequential so that the organization of both auction and negotiation processes are similar.

Thomas and Wilson [11-13] compared auctions and multi-bilateral negotiations. They set up several experiments making sure that for the sake of comparison the mechanisms were structurally similar, namely, there were $N$ participants in auctions and $N$:1 participants in multi-bilateral negotiations. The experiments lasted 4 minutes and involved a single attribute—price. Despite the particular setting, the auctions’ outcomes were not significantly better than the negotiations’ outcomes.

Comparative studies of auctions and negotiations are not only difficult, they are also inconclusive. Bulow and Klemperer [14] showed that simple English auction with $N+1$ bidders (buyers) always yields higher revenue than a scheme they call “negotiation with $N$ participants”. Manelli and Vincent [15] demonstrated that the outcomes of auctions and negotiations depend on situations; they noted that in order to judge the effects of the two exchange mechanisms it is necessary to consider the overall context, including the goods, participants, market, and so on. They concluded that auction mechanisms are often inefficient in a procurement environment.

The above examples indicate that typically the process substantive outcomes, that is the values of the attributes, were used to compare auctions and negotiations. This paper also starts from this position. Excluding the discussion on the differences in organizing auctions and negotiations, it is important, from the pragmatic point of view, to identify the potential differences in results achieved if the same contract can be negotiated or established by means of an auction. Therefore, the first question is: Is it worth spending time and money for often difficult negotiation rather than setting up an auction which reduces the bid-taker involvement in the process of contract designing to the minimum?

In order to address this question, several experiments were conducted which compared multi-attribute reverse auctions and multi-bilateral negotiations. The auctions and the negotiations experiments comprise the first study discussed here.

In this first study experiments showed that the buyers received higher profits in auctions than in negotiations. Auctions were also more efficient. The possible explanation is that the negotiation protocol followed a typical rule and did not allow the sellers to obtain independent information about the best offer that the buyer received from one of the sellers. The auctions followed the rule that the winning (best) offer is displayed to all bid-makers (sellers). This makes auctions more transparent mechanisms than negotiations and could have placed auctions at an advantage over negotiations.

Thomas and Wilson [13] compared auctions and verifiable negotiations in which the best offer was displayed to all participants. Their experiments were stylized, meaning that there was no context, the sole issue was price, and the time allotted was four minutes. They used the sealed bid auction protocol which removed the dynamics of iterative multiple bids auctions and made it dissimilar to negotiations. Consequently, their results showed that for buyers, auctions produce better outcomes than both negotiation and that verifiable negotiations are better than non-verifiable. This latter result is surprising because it states “that providing sellers with more information about their rivals’ price setting behavior unexpectedly leads to higher rather than lower prices” [13, p. 1030].

In our experiments the participants represent firms, their exchange problem is described in detail, there are three issues, and the allotted time is ten days. Following Thomas and Wilson’s results we sought to address the following question: Do multi-attribute verifiable negotiations produce worse results for sellers that the non-verifiable ones in a business context?

In the second study we conducted exploratory experiment with the two types of negotiations. The result of the second study confirmed results obtained by Thomas and Wilson [13], i.e. the sellers were worse off in the negotiations with verifiable offers than negotiations with no verifiable offers. We were not able, however, to determine whether these results were statistically significant.

The third study builds on the previous two and addresses both questions formulated above. In this study we included auctions in order to compare the three mechanisms. The results of the third study confirmed the results obtained in the earlier two studies. This means that less transparent negotiations produce results which are better for the buyers (and worse for the sellers) and which are closer to the auction results than the results of more transparent negotiations.

The third study led to an observation that the buyers could run verifiable negotiations following the same protocol as the iterative auction protocol, which was not possible in Thomas and Wilson’s [13] experiments. Consequently, in verifiable negotiations the buyers could achieve profits similar to the profits achieved by buyers in auctions. A possible reason for this outcome is that negotiation participants seek outcomes which are not possible to achieve in auctions. We conclude this paper with a discussion on the viability of outcome-based comparisons. When comparing outcomes, an assumption is made that both mechanisms produce the same types of outcomes and only their values differ. This is in contradiction with the social exchange theory.

II. Two Studies

Several experiments in which the participants used auction and negotiation web-based systems were conducted. These experiments and their results are briefly.

A. The case and two systems

In the Milika case a producer of perishable goods (the buyer) wants to sign a contract with one of the several logistics providers who offer their services. The minimum quantity of goods to be transported is a fixed part of the contract but three attributes must be negotiated, i.e. standard rate of transportation, rush rate for unexpected delivery, and penalty for the non-delivery or delivery of spoiled goods. Each attribute has a discrete number of options (fifteen per attribute) resulting in the total of 3375 possible agreements. All issues are specified and cannot be changed during the experiment.
The system relies on a single criterion used to compare alternative bids and offers, for example, utility, production, cost and profit functions. In the Milika case the selected function is quasi-linear and it describes profits of the buyer and the sellers. The profit function is different for different participants and its values (normalized between 0 and 100) are not disclosed to anyone.

Also the systems give the sellers break-even points. Anything below these points means losses for the sellers' companies. This implies that the sellers should be careful not to cross these levels as their objective in both the auction and the negotiation is to obtain a contract that maximizes profit.

Two systems were used in the experiments—both implemented on the Invite e-negotiation system platform [16] — (1) Imaras (InterNeg multi attribute reverse auction system); and (2) Imbins (InterNeg multi-bilateral negotiation system).

B. Study 1

There were six different lab and online auction and negotiation experiments. The results of these experiments are hardly comparable because of differences in: (1) the controlled variables, e.g., number of sellers (from two to six), number of alternatives (360 vs. 3,375), and the participation of software agents (in one experiment); and (2) the process design, (e.g., fixed and flexible rounds, introduction of video, tests, and handouts). The results showed that, with the exception of one experiment, in auctions the sellers achieved very low and the buyers’ very high profit. Table 1 illustrates two selected experiments.

<table>
<thead>
<tr>
<th>TABLE 1. STUDY 1: AUCTION AND NEGOTIATION EXPERIMENTS.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment 1</td>
</tr>
<tr>
<td>No. of instances</td>
</tr>
<tr>
<td>No. of sellers</td>
</tr>
<tr>
<td>No. of offers (avg.)</td>
</tr>
<tr>
<td>Agreement (%)</td>
</tr>
<tr>
<td>Seller’s profit</td>
</tr>
<tr>
<td>Buyer’s profit</td>
</tr>
<tr>
<td>Dominating alt. (%)</td>
</tr>
</tbody>
</table>

*Significance compared to negotiations, \( p < 0.01 \)

C. Subjective and objective concessions

An analysis of the results in Experiment 2 led to verification of the concession-making model in the auctions and the negotiations in which subjective and objective concessions were proposed [17]. The difference between these two types of concessions is the basis of comparison. A subjective concession is determined by two consecutive offers, i.e., made at \( t_1 \) and \( t_3 \) as shown in Fig. 1, both made by the same concession-maker. An objective concession is determined by two offers, the best offer on the table (market), which the concession-taker received at time \( t_2 \) from any concession-maker and the offer made at time \( t_3 \).

Subjective concessions occur in bilateral negotiations, in which both the concession-maker and the concession-taker can compare offers made by the same concession-maker. In multi-bilateral negotiations, in which one side is represented by many and the other side by a single negotiator (the case presented in Section II, A), objective concessions are possible. Their use requires significant transparency of the process and a fixed protocol, which typically are not employed. We know of only one negotiation study—done by Thomas and Wilson [13], in which objective concessions were made possible. In their study both the process and the systems were highly stylized and devoid of context.

Objective concessions are typical for these auctions in which the winning bid is shown to the bidders. Every bidder either submits a bid that is better (for the bid-taker) than the winning bid or drops out from the auction. The difference between the winning offer (on the market) and the submitted bid is the objective concession.

The sellers’ profits given in Table 1 are the results of the concessions they made; the sellers made significantly greater concessions in the auctions than in the negotiations. The reason could be attributed to transparency: in the auctions the sellers knew the best bid, however, not in the negotiations. In the negotiations, even if the buyer sent information about the best offer she had received, this offer could not have been verified, hence the sellers may have considered it as a ploy. Realization of the above led us to a design of a negotiation experiment in which a version of the Imbins system displays the best offer on the table in the same way the Imaras does.

D. Study 2

Table 2 shows the results of the second study (Experiment
3). The column “Non-verifiable” results shows instances, when the Imbins system did not display the best offer; that is, the buyer could have shown the best offer but it could not have been verified by the sellers. The “Verifiable” column shows the results of the multi-bilateral negotiations, in which the system displayed the best offer.

| Table 2. STUDY 2: NEGOTIATION EXPERIMENT WITH VERIFIABLE AND NON-VERIFIABLE OFFERS |
| No. of instances | Best offers: | Verifiable | Non-verifiable |
| No. of sellers | 12 | 33 | 35 |
| No. of offers (avg.) | 4.0 | 4.4 |
| No. of offers w/out message (avg.) | 1.0 | 1.2 |
| No. of messages w/out offers (avg.) | 1.3 | 0.6 |
| Agreement (%) | 100 | 92 |
| Seller’s profit | 19.1 | 22.3 |
| Dominating alt. (%) | 4.0 | 4.0 |
| No. of offers (avg.) | 7.4 | 7.2 |
| No. of offers w/out message (avg.) | 1.0 | 1.5 |
| No. of messages w/out offers (avg.) | 2.9 | 1.4 |
| Buyer’s profit | 53.3 | 48.0 |

Contrary to our expectations there were no significant differences between the two types of negotiations. We thought that the negotiations with verifiable offers would result in a significantly higher profit for the sellers than the negotiations with non-verifiable offers.

E. Discussion

The restrictions imposed on the negotiation protocol were severe but necessary. A fluid and evolving negotiation process with issues coming and going and preferences changing, cannot be compared with fixed protocol auctions. Verifiable offer negotiations have the same degree of transparency as auctions but they differ in the following three aspects:
1. The negotiating sellers are not forced to make positive objective concessions, i.e., make offers which are better for the buyer than the best offer on the table;
2. The negotiators can exchange messages with and without accompanying offers; and
3. The buyer can make offers.

The impact of the first difference needs to be further studied, but it does not appear to have potential for changing the process because both sides know about the best offer. Hence, sellers who (would) submit a worse offer than the best offer (make negative objective concessions) would do it knowing that the buyer has a better offer on the table. There may be, however, a good reason for these seller to do so, for example, if they offer some additional benefits for the buyer in the message that accompanies the offer.

The free-text communication with the buyer and the buyer’s interaction with the seller are the remaining two key differences between auctions and negotiations (with fixed issues and options). Table 2 shows that in both the verifiable and the non-verifiable negotiations the sellers sent messages to the buyers (there were as many buyers as instances). About 75% of offers were accompanied by messages. In addition, every seller sent, on average, 0.6 messages in the non-verifiable negotiations and 1.3 messages to which no offer was attached.

The buyers used their ability to communicate with the sellers, as shown in Table 2. In the negotiation with non-verifiable best offer they made 7.2 offers, of which, on average, only 1.5 were without a message attached. They also sent 1.4 messages without an offer. The results are similar in the verifiable negotiation, with the exception of messages sent with no offer attached—2.9 on average, i.e., over twice as many as in the non-verifiable negotiation. This difference is attributed to two sellers who sent about four times more messages than other sellers. If we remove these two sellers from the dataset, then the averages are similar for both types of negotiations.

The number of offers made by the buyers is much greater than the number of offers made by the sellers because buyers made offers to three sellers, per instance (the number of sellers shown in Table 2 is smaller because inactive sellers were removed from the analysis). The buyers could make an offer and send a message to any subset of sellers (one, two or three), but they often addressed their communique to a single seller.

III. STUDY 3

Experimental comparison of the verifiable and non-verifiable negotiations done in Study 2 did not result in statistically significant results. Although there were some notable differences (e.g., in the buyers’ and the sellers’ profits), the number of instances was small and the distribution too large to obtain significant results. While there is an indication that, in terms of profits, verifiable negotiations can be positioned in-between auctions and non-verifiable negotiations, we were not able to test this result. Therefore, we conducted a third study that looked at auctions and the two types of negotiations.

A. Auctions and two negotiations experiments’ settings

The experiment was conducted in spring 2013 and there were 583 students who participated in it as sellers and 83 students who were buyers. Students came from four universities (located in Canada, the Netherlands, Poland and Taiwan). Because of the differences in the student groups, the requirement that students from one group could participate either in the auction or negotiation but not both, and that students from the same group could not be buyers and sellers, the instances were formed with four and five sellers.

The experiment was conducted online and, as it is often the case, a number of participants were no-shows, dropped out or did not undertake any activity; in this experiment 21% of the students, who played the role of sellers had to be removed from the analysis.

The buyers’ average profit values in Experiment 4 were lower than in the earlier experiments because in this experiment the breakeven value for buyers was increased from 16 to 48. The purpose of this change was to place buyers and
sellers on a relatively equal level; both the buyers and the sellers could achieve similar profit values. In negotiations, profit values were greater than the 50-60 units on a [0; 100] scale, which means that the buyers may have been led to make concessions which they would not have otherwise made. This is because of their expectations and the perceived fairness.

B. Results

The results of the third study (Experiment 4) are shown in Table 3. As before, the column “Verifiable” shows the results of the multi-bilateral negotiations, in which the system displayed the best offer made by a seller and the “Non-verifiable” column—where these offers were not displayed. In addition the column “Auctions” refers to the results from the multi-attribute auction experiment.

<table>
<thead>
<tr>
<th>Experiment 4</th>
<th>Verifiable</th>
<th>Non-verifiable</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of instances</td>
<td>38</td>
<td>42</td>
</tr>
<tr>
<td>No. of sellers</td>
<td>173</td>
<td>147</td>
</tr>
<tr>
<td>Duration (days, avg.)</td>
<td>3.35</td>
<td>4.63</td>
</tr>
<tr>
<td>Agreement (%)</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Seller’s offer accepted (%)</td>
<td>38 (100)</td>
<td>12 (29)</td>
</tr>
<tr>
<td>Total profit</td>
<td>38.7</td>
<td>39.6</td>
</tr>
<tr>
<td>Buyers’ profit (avg.)</td>
<td>45.9</td>
<td>20.8</td>
</tr>
<tr>
<td>Sellers’ profit (avg.)</td>
<td>-7.2</td>
<td>18.8</td>
</tr>
<tr>
<td>Efficiency</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Allocative</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>Pareto</td>
<td>3.5</td>
<td>81.5</td>
</tr>
<tr>
<td>No. of offers (avg.)</td>
<td>9.6</td>
<td>5.5</td>
</tr>
<tr>
<td>Messages’ length (words, avg.)</td>
<td>—</td>
<td>5.9</td>
</tr>
<tr>
<td>No. of messages (avg.)</td>
<td>—</td>
<td>219</td>
</tr>
<tr>
<td>Buyers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. of offers (avg.)</td>
<td>—</td>
<td>10.6</td>
</tr>
<tr>
<td>No. of messages (avg.)</td>
<td>—</td>
<td>12.3</td>
</tr>
<tr>
<td>Messages’ length (words, avg.)</td>
<td>—</td>
<td>193</td>
</tr>
</tbody>
</table>

The data shows that the auctions took the least time to conclude, followed by the verifiable negotiations, then by non-verifiable negotiations. These differences are significant: for auctions and verifiable negotiation \( p < 0.004 \); for auctions and non-verifiable negotiation \( p < 0.001 \); and for verifiable and non-verifiable negotiations \( p < 0.001 \). This result places verifiable negotiation in-between auction and non-verifiable negotiation in terms of process efficiency.

In addition to the process time we used the number of offers to compare the three mechanisms and the number of messages (with and without offers) to compare the two types of negotiations.

The sellers participating in auctions made significantly more offers (9.6 on average) than the sellers participating in verifiable (5.5, \( p < 0.001 \)) and non-verifiable negotiations (4.9, \( p < 0.001 \)). The difference in the average number of offers made by sellers in the two types of negotiations is not significant.

The average number of messages sent by the sellers was not significantly different in the verifiable and non-verifiable negotiations (5.9 vs. 4.7). However, the average total length of messages (measured in words) was significantly \( p < 0.025 \) different in the verifiable and non-verifiable negotiations (219 vs. 182 words).

The buyers participating in the verifiable negotiations made fewer offers (10.6, on average) than the buyers participating in the non-verifiable negotiations (12.2, on average). This difference is not significant \( (p = 0.145) \).

The average number of messages sent by the buyers is significantly different \( (p < 0.05) \) in the verifiable and non-verifiable negotiations (12.3 vs. 15.3). However, the average total length of messages (measured in words) is not significantly different \( (p = 0.440) \) in the verifiable and non-verifiable negotiations (193 vs. 188 words).

The comparison of the three mechanisms based on profits shows a different picture. Both types of negotiations resulted in a very similar total profit; auctions yielded a smaller profit than negotiations. These differences are, however, not significant. This result is interesting because the total profit (social welfare or value allocation) has been frequently used as an indicator of mechanism efficiency [see, e.g., 18, 19, 20]. Our results, however, imply that auctions are no more efficient than the negotiations.

Profit distribution is, however, very different. The auctions were best for the buyers and worst for the sellers, who incurred losses (on average). The non-verifiable negotiations were in-between—they were worse for the buyers and better for the sellers than auctions but better for the buyers and worse for the sellers than the verifiable negotiations (Table 3). These results confirm the negotiation results obtained in Study 2 (Table 2).

The differences between the three mechanisms in terms of the achieved profit are significant. The buyers’ profit significance is: for auctions and verifiable negotiations \( p < 0.001 \); for auctions and non-verifiable negotiations \( p < 0.001 \); and for verifiable and non-verifiable negotiations \( p < 0.01 \). The buyers’ profit significance is: for auctions and verifiable negotiations \( p < 0.001 \); for auctions and non-verifiable negotiations \( p < 0.001 \); and for verifiable and non-verifiable negotiations \( p < 0.02 \).

Markets are evaluated based on the efficiency of their mechanisms. We used two efficiency measures (see Table 3): allocative efficiency and Pareto efficiency.

Allocative efficiency is the ratio of the average total profit achieved and the maximum total profit that is possible to achieve by the winner. In this work, we used allocative efficiency in a somewhat different way than typically used in economic literature. Rather than using the absolutely maximum total profit, which is the highest possible profit for the theoretical winner (i.e., across all bidders), we used the maximum profit available to the winning bidder. This shows the difference between what the winner achieved and what she could achieve.

The reason for using winner-dependent allocative efficiency is that it can be compared with Pareto efficiency, which is the average number of alternatives dominating the
winning offer. The dominating alternatives need to be selected from the winner’s set of feasible alternatives, otherwise the Pareto efficiency is not be comparable across different instances. This is because the value depends on both the winner’s and the theoretical winner’s feasible sets so that an efficient winning offer can become an inefficient one.

Allocative efficiency is the same for all three mechanisms: they are 40% efficient, which is quite low. Pareto efficiency is significantly different across these mechanisms. On average, there are only 3.5 alternatives, which dominate the winning offer in auctions, but there are 81.5 and 38.1 dominating alternatives in, respectively, verifiable and non-verifiable negotiations. We find these results surprising for two reasons. The first reason is that allocative efficiency is the same but there are significantly more dominating alternatives in negotiations than in auctions. This suggests that the negotiation efficiency can be improved (particularly verifiable negotiation) but there is very limited possibility to improve auctions’ efficiency.

The second reason is that auctions produce results, which are close to Pareto frontier (only 3.5 offers dominate the winning offer) but their allocative efficiency is low (0.4). This seems to contradict auction theory which posits that Pareto efficient winning offers are also allocative efficient [18, 21, 22]. This result is related to the exchange problem used in our experiments which did not have a quasi-linear evaluation function, which, in the business case, is profit.

C. Negotiations like auctions

We mentioned above that while the verifiable offer negotiations have the same degree of transparency as auctions, they also differ. The involvement of the buyer (who can present her offers and engage in discussion with individual sellers on any topic they wish) is one of the key differences between auctions and negotiations. This difference, however, need not occur in any given negotiation; because the sellers are shown winning offers the buyers may decide to be inactive. In other words, the buyers may change the negotiation process to auctions without giving any information to sellers a priori.

An analysis of the verifiable negotiations transcripts (Experiment 3) showed that some buyers behaved similarly to the buyers in auctions and did not engage in negotiation activities. This means that this type can be divided into two sub-types: (1) negotiation-like-auctions; and (2) multi-bilateral negotiations.

We investigated the negotiations in which the buyer was inactive for some period of time, analyzing the sellers’ actions when they received neither messages nor offers from the buyer. There were 10 instances with 31 sellers who faced the problem of inactive buyer in Experiment 3. These sellers decided to submit new offers, even though they did not receive any answer from the buyer regarding the offers they had sent earlier. In eight instances fourteen sellers sent on average 2.7 offers before their counterpart (buyer) replied. The buyer did not respond until the negotiation deadline in the remaining two instances with nine sellers. In these instances the sellers sent 3.9 offers, on average.

In general, in the inactive-buyer negotiations the sellers submitted on average 2.9 offers, which were not replied to with any counteroffer of the buyer. While reviewing the sellers’ negotiation transcripts and their assignment reports we could not find their motivation for doing this.

The sellers could sent offers in order to get the buyer’s attention and to induce them to start messaging during which they could convince them to accept the sellers’ own offers or they could get involved in the bidding game with other sellers, hoping to eliminate them by sending at this stage of the negotiation process the offers more beneficial for the buyers than the ones submitted by their competitors.

The similarity of the verifiable negotiations and auctions was also noticed by the sellers in their post-negotiation feedback. The participants of auctions described their activities and behaviour in terms of the bidding process (e.g., “I bid”, “the other bidders”, and “the auction rounds”). In contrast, the participants of non-verifiable negotiations used terms such as: “the counterpart”, “I submitted an offer”, “tried to achieve a compromise”.

The participants of non-verifiable negotiations, however, did not employ negotiation terminology uniformly. In 9 out of 13 feedback messages (69%) they described the negotiation process as a bidding process with bidding rounds and bids submitted by the parties, which is typical for auctions rather than negotiations. This suggests that some participants viewed verifiable negotiations as negotiation-like auctions. Taking into account the fact that some sellers in buyer-inactive instances behaved in a way typical to bidders in auctions (they did not wait for the buyer’s response before making a new offer), we may conjecture that verifiable negotiations may be seen as a mechanism in-between auctions and traditional (i.e., non-verifiable) negotiations.

D. Discussion

The purpose of Study 3 was to explore the participants’ behavior and the outcomes they achieved in the two types of negotiations and in auctions. The results of this study partially confirm the results of Study 2. Some of the differences may be due to the larger sample in Study 3 and a small revision of the assignment which was administered. The revision concerned additional clarification of: (1) the relationship between breakeven values and profits and losses; and the requirement that students achieve profits if they can and avoid losses, for which they are penalized (bonus points are not given); and (3) the allocation of bonus points if student obtained contracts (but not at a loss) as well as if students did not achieve contracts only because making an additional offer would push them into losses. Another difference in this versus the earlier experiments was the change of the breakeven value for the buyers (from 16 to 48), so that the buyers and the sellers could achieve similar profit values.

In Study 3 we were able to determine strong relationship between a number of variables describing auctions and negotiations (Table 3). The purpose of the study was experimental comparison of the three mechanisms and we obtained interesting yet surprising results. We introduced a new negotiation
mechanism which shares one rule with auctions, namely winning offer verifiable disclosure. This rule is critical for auctions (particularly multi-attribute) because it provides guidance for the bidders.

The additional rule provided sellers in both the auctions and the verifiable negotiations with information about the winning offer (i.e., best offer on the table). In these negotiations the buyers could communicate with the sellers, while in the auctions the sellers were given information about admissible bidding sets [23]. These sets comprise alternatives, which are better for the buyer than the winning bid.

The results show that the verifiable offers improved the sellers’ position, however at the process costs measured by the number and length of offers. Because the buyers were worse off than in the auctions and the non-verifiable negotiations, they were not likely to introduce the verifiable offer negotiation mechanism.

IV. CONCLUSIONS AND FUTURE WORK

Auctions are economic processes in the sense that nothing except for the attribute values can be submitted. Auction outcomes are thus defined solely by the attributes defined by the bid-takers. In negotiation literature this type of outcomes is called “substantive”; their values are discussed over the course of the process and they constitute the agreement [24]. In negotiation literature, substantive outcomes have been contrasted with relational outcomes; the roots of this distinction are attributed to an effort to contrast the economic perspective with the psychological perspective [25, 26]. The argument which we posit here is that negotiations among market participants and businesses are socio-economic processes and that neither the “social” nor the “economic” aspects can be ignored.

The social exchange theory is concerned with the formulation and evolution of the relationship between parties engaged in giving and getting “something”, and with the rules which govern exchanges between the parties [27, 28]. There are two main types of rules [29]: (1) negotiated rules; and (2) reciprocity rules. The negotiated rules are explicit and simple, they deal with bargaining in which reciprocity is not required. The reciprocity rules are implicit and govern different forms of relationships, which emerge during interactions among people (e.g., trust, empathy, and reputation).

Despite its recognition of the reciprocity rules, the social exchange theory reduces negotiated exchanges to haggling or double auctions, noting that in negotiations “reciprocity is a trivial byproduct of a bilateral trade, and the same actions that reduce the risk of loss also increase gain.” [30]. However, even this narrow perspective on negotiation identifies reciprocity as an important device used by negotiators. An action by one party calls for some kind of a response by the counterpart, it creates an obligation. If it is clear that the party makes an effort, provides explanation, proposes a significant concession, and is genuinely interested in getting the contract, then it is only natural for the counterpart to reciprocate. This is one reason why buyers accept less (lower profit) in the multi-bilateral negotiations, than in auctions.

The participants in our negotiation experiments play roles of buyers and sellers; they perform and interact with others. They may also discuss other issues (e.g., their interests, weather, and universities). The negotiations are anonymous at the outset, but the participants can exchange any information they wish to exchange. The participants’ discussions may have a subjective value for them.

A person may not know her counterpart but during the ten-day long interaction may develop some affinity with him, which can lead her to make a bigger concession than she would have made if she felt animosity. This particular motivation for concession-making can be related to the experimental settings, however, in real-life situations we also observe parties trading off some substantive values in an effort to achieve higher relational values. In some job markets, for example, employers engage in multi-bilateral negotiations with several potential candidates in order to determine their trustworthiness, fit to the position and the team, as well as professional skills. If they need to determine skills only, then auction often is the preferred mechanism [31]. This implies that reciprocity need not be a “trivial byproduct” but a set of complex rules which are invoked when the negotiators realize the potential of achieving important relational outcomes.

Relational outcomes are inherently social and they can be achieved in negotiations. However, they cannot be achieved in auctions in which bid-makers do not interact with one another. This shortcoming of auctions has been recognized and led to augmentation of auction protocols, e.g., with post-auction negotiation in buyer-determined auctions [32].

While non-augmented auctions cannot produce relational outcomes, they can produce game-like outcomes, for example, excitement [33]. Auctions produce winners and losers, the outcome is a win or a loss, while negotiations result in agreement or disagreement achieved through negotiation.

Our results confirm the theory that auctions produce better substantive outcomes for the bid-takers who decide on what exchange mechanism to use. The assumption is, however, that the bid-takers are not interested in any other outcomes, relational in particular. If so, the answer to the first question formulated in Section1, is negative: For the buyers, it is not worth spending time and money for negotiation, because they achieve better results from auctions. The results also point to the necessity to study communication between negotiators. Messages affect offers; if they are ignored then the changes in offers (concessions) cannot be explained.

Notwithstanding the results obtained from Study 3 about the verifiable and non-verifiable negotiations, which confirm the results from Study 2, we consider these results as tentative and more work is required to validate them. The reason is due to the participants’ different behaviors in each type of the negotiations. We mentioned above that in the verifiable negotiations there were inactive buyers during the first few days of the process; there were also a few inactive buyers during the entire process. While these negotiations concluded with an
agreement, that is, at some point the buyer accepted an offer, they were structurally different from the negotiations in which the buyer made offers and sent messages. The data obtained from the verifiable and non-verifiable negotiation experiments (Study 2) was inconclusive; the differences in the buyers’ and the sellers’ profit values were not significant. However, this difference was observable and therefore it suggested that transparency could be better for buyers but not necessarily for sellers (Table 2). The results of Study 3 show that the differences are significant but not in the expected direction.

Contrary to our expectations, the verifiable negotiations did not produce better results for the buyers and worse for the seller that the non-verifiable negotiations (Table 3).

Because transparency has been found to have positive effect on trust and other relational outcomes [34], in some situations verifiable-offer negotiations may be preferred over both auctions and non-verifiable negotiations. It is possible to further augment this type of negotiation by providing information about admissible bidding (offer) sets. In multi-attribute auctions bidders can only submit a bid that is an element of one of these sets. In negotiations they could submit other bids (i.e., worse for the buyers) but this information would give them a better understanding regarding objective positive concessions.
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Abstract—Formal verification of business models has become recently an intensively researched area. Application of formal methods in this field necessities in overcoming several problems. Firstly, business analyst and designers rarely have enough skills and motivation to manually build abstract and formal specifications, hence, it arises the need to provide tools for an automated translation of business models into a suitable form ready for formal verification. Moreover, notations and languages used to describe enterprises usually have no clear semantics. Finally, the verification itself must be supported by an efficient tool. In this paper we investigate an application of formal and deduction-based techniques to automated verification of behavioral description embedded within ArchiMate models. We describe a set of rules that governs translation of processes specified in ArchiMate language into Linear Temporal Logic (LTL) formulas. The translation step is achieved with the developed software, as a plugin into a popular the Archi modeler. Formal verification of a business process properties is achieved with another tool, the LTL prover based on the semantic tableaux technique. Application of the method is discussed on a small, yet illustrative, example of a taxi service.

I. INTRODUCTION

Formal verification of business models has become recently an intensively researched topic. The growing interest in this area stems to some extend form a historical fact. Issued in 2000 revisions to ISO 9001 and 9004 norms recommended process-oriented approach to quality management. Since then, many organizations have started to identify and describe their processes to fulfill certification requirements, but also they have realized that coherently and unambiguously specified business processes can bring such benefits, as quality of products and services, smaller ratio of operational errors, reduced cost and greater competitiveness.

In this paper we investigate an application of formal deduction-based techniques to automated verification of behavioral description embedded within ArchiMate models. ArchiMate is a lightweight and scalable language supporting analysis and modeling of business and enterprise domains [23]. It has been developed to provide a uniform representation for architecture descriptions. The popularity of ArchiMate language within the enterprise architecture modeling community grows.

Formal methods are understood as a set of principles for precise formulation of important artifacts formed when developing and refining software models. They enable revealing, questioning and removing ambiguities and flaws in specifications. Moreover, the formality of used languages leads to the rigorous analysis and verification. There are two established approaches to formal reasoning and system verification [5], i.e. model checking and deductive reasoning. Model checking is based on the state exploration and is an operational rather than analytic approach [4]. Deductive inference enables analysis of infinite computation sequences.

Temporal logic TL brings in logical symbols for reasoning about varying logical valuations of formulas throughout the flow of time. Two basic unary operators are ♦ for “sometime (or eventually) in the future” and □ for “always in the future”. Temporal logic is a well-established formalism for specification and verification of reactive and concurrent systems. It allows to describe both temporal relations between reached states or events occurring within a system and to specify expected properties.

Liveness and safety are standard elements of a taxonomy of system properties. Liveness means that the computational process achieves its goals, i.e. something good eventually happens. Safety means that the computational process avoids undesirable situations, i.e. something bad never happens.

In recent years, a number of temporal logics has been proposed. Temporal logic exists in many varieties, however, these considerations are limited to the linear-time temporal logic (LTL). Linear temporal logic refers to infinite sequences of computations considered as linear structures and our attention is focused on the propositional linear time logic PLTL. These sequences are formally represented as Kripke structures, which define semantics of TL, i.e. a syntactically correct, or a well-formed, formula can be satisfied by an infinite sequence of truth evaluations over a set of atomic propositions AP. The basic issues related to temporal logics and their syntax and semantics are discussed in many works, e.g. [9].

The properties of time structure are fundamental to a logic. Of particular significance is the minimal temporal logic, e.g. [25], also known as temporal logic of the class K. The minimal temporal logic is an extension to a classical calculus defining the axiom □(P ⇒ Q) ⇒ (□P ⇒ □Q) and the inference rule | P implies □P. The essence of the logic is the fact that there are no specific assumptions pertaining to the time structure order. The following formulas may be considered as typical examples of this logic: action ⇒ recipient, □(send ⇒ receive), □alive, □¬(badevent), etc. The considerations of this work are limited to this logic since it allows to define many system properties (safety, liveness) and it is also easier
to build a deduction engine, or use the existing verified provers.

Application of deductive approach to validation of business processes faces the problem of automatic obtaining logical specifications from business models. The need to build them manually can be recognized as a major obstacle to untrained users, due to the fact that the process of specifying of a large collection of formulas is difficult and monotonous, c.f. also the requirements engineering process [13].

For temporal logic, that is a suitable language for expressing behavior and reasoning about it, such specifications are constituted by set of temporal logic formulas \( \{ F_1, ..., F_n \} \). When the number of formulas is large, what is not an extraordinary situation, then in practice it is not possible to build a logical specification manually. It follows that this process usually requires (very) skilled human intervention. Thus, in order to move the deductive-based formal verification form a pen-and-paper approach to engineers’ needs an automation of the generation process seems particularly important.

The motivation for the work is the lack of tools for the deduction-based formal verification of business models. Another motivation is the lack of tools for the automatic generation of logical specifications from Archimate models.

The contribution of the work are the following: rules for automatic generation of logical specifications considered as sets of temporal logic formulas are defined and a complete deduction-based system, which enables an automated and formal verification of Archimate business models is proposed. Reasoning process is performed using the semantic tableaux method for temporal logic. An example of the approach is provided.

The paper is organized as follows: the next Section II discusses approaches to verification of business models, it is followed by Section III briefly describing Archimate language. Then, in Section IV an example of a process specification using Archimate is provided. Section V defines rules governing translation of Archimate models to LTL formulas. In Section VI an architecture of the verification system is described and an example of a checked property is given. Finally Section VII gives concluding remarks.

II. RELATED WORK

Recent work by Morimoto [15] surveys formal verification tools for business processes. It discusses in the context of business process management application of such formalisms as: automata, model checking, process algebras and Petri nets. The described approaches can be considered as variations of either model checking or simulation. In particular, model checking seems to be the most often used. There are several reports on application of model checking approach, e.g. to perform verification of of e-business processes, work by Anderson et al. [2], or BPMN models extended with resource constraints, c.f. work by Watahiki et al. [28]. In work by Deutsch at al. [8] verification of data-centric business processes is studied. The correctness problem was expressed in the LTL-FO, an extension to the Linear Temporal Logic, in which propositions were replaced by First Order statements about data objects. A salient consequence of modeling operations on data are infinite domains. Hence, the problem of correctness verification can be undecidable. Application of CTL to verification of BPEL processes was reported in work by Mongiello and Castelluccia [14]. Three types of correctness properties were analyzed: invariants, properties of final states and temporal relations between activities. The first two can be classified as safeness, the last as the liveness property. Similarly, in work by Fu et al. [11] CTL was applied to the verification of e-services and workflows with both bounded and unbounded number of process instances. Application of deduction based approach is rare in the area of business models verification. The work by Shankar [21] contains a comprehensive study for the area of verification using automated deduction and deduction-based techniques. Up to our best knowledge, no attempts has been made to define formally semantics and perform verification for behavioral elements of ArchiMate. Some suggestions and research direction can be found in an early document [7]. On the other hand, in a few publications [10], [3] ontologies were applied to define semantics for subsets of ArchiMate elements and relations. However, all of the research themes mentioned above are different from the approach presented in the work.

III. ARCHIMATE

ArchiMate [23], [26] is a contemporary, open and independent language for description of enterprise architectures. It comprises three main modeling layers: business, application and technology. The business layer includes business processes and objects, functions, events, roles and services. The application layer contains components, interfaces, application services and data objects. The technology layer gathers such elements as artifacts, nodes, software, devices, communication channels and networks. ArchiMate allows to present an architecture in the form of views which, depending on the needs, can include only items in one layer or can show vertical relations between layers, e.g.: a relationship between a business process and a function of the component software. ArchiMate was built in opposition to UML [18], which can be seen as a collection of unrelated diagrams, and Business Process Modeling Notation BPMN [17] which covers mainly behavioral aspect of enterprise architecture. The definition of a language has been accompanied by an assumption, that in order to build an expressive business model, it is necessary to use the relationships between completely different areas, starting from business motivation to business processes, services and infrastructure. ArchiMate goes beyond UML [16]: it defines a metamodel on the basis of which a user can create and illustrate the relationships between elements of different layers.

ArchiMate provides a small set of constructs that can be used to model behavior. It includes Business Processes, Functions, Interactions, Events and various connectors (Junctions), which can be attributed with a logical operator specifying, how inputs should be combined or output produced. According to language specification casual or temporal relationships be-
tween behavioral elements are expressed with use of *triggering* relation. On the other hand, Archimate models frequently use *composition* and *aggregation* relations, e.g. to show that a process is built from smaller behavioral elements (subprocesses or functions). In should be also noted that *Business Activity* present in Archimate 1.0 specification was removed in version 2.0. Instead, an atomic process should be used.

Although the set of behavioral elements seems to be very limited when compared with BPMN [17], after adopting a certain modeling convention its expressiveness can be similar [22]. An advantage of the language is that in allows to comprise in a single model a broad context of business processes including roles, services, processed business objects and elements of lower layers responsible for implementation and deployment.

Another process modeling notation that can be almost directly mapped on Archimate constructs is *Event-driven Process Chain (EPC)* [20], [19]. Indeed, all behavioral elements of both languages are exactly the same: events, functions (or processes in Archimate) and various joins and splits (XOR, OR and AND). In spite of almost 20 years presence of EPC tools on a market and thousands of deployments in modeling business organizations, there is no consensus of semantics of EPCs. Analyzes of several semantics variations have revealed certain erroneous patterns, e.g. the famous vicious circle [27] resulting in a deadlock caused by improper use of synchronization joins. Due to the correspondence between EPC and Archimate constructs, discussions and discovered problems related to EPCs semantics apply also to Archimate models.

**IV. EXAMPLE OF A BUSINESS MODEL.**

In this section we give an example of ArchiMate model for a small business process defining Taxi service allowing a client to order a taxi that will carry him or her to the desired destination.

The example shows typical constructs that can be used to model business behavior in ArchiMate. We assume that each high-level process starts and ends with an event. A triggering event originate from the environment, e.g. *Client trip order* in Fig. 1 or *Order cancellation request* in Fig. 4. A complex process can be decomposed into several subprocesses, which are usually presented in separate views. Such processes are linked by intermediate events, e.g. *Trip accepted* appearing on the output of a subprocess in Fig. 1 and on the input of Fig. 3b. Finally, a process stops at *end events*, which may trigger external processes or terminate a thread of execution, as events *Stop 1 – Stop 7*.

For clarity, we omitted in diagrams additional information, which is usually present in ArchiMate models of business layer, e.g. assigned roles and accessed business objects, functions, services, actors and locations. ArchiMate specifications can be much richer, what justifies common practice of decomposing behavior descriptions into smaller patterns presented in multiple views. In this way specifications can cover various important aspects of an enterprise architecture, but control flows become harder to be verified manually, as they require switching between multiple views. In fact, specifications presented in Fig. 1–4 are excerpts restricted to behavioral elements presented in eight views.

The main flow of activities within dispatcher’s office is shown in Fig. 1.

When a client requests a taxi (*Client trip order*), then the order is handled by a dispatcher. Firstly, all taxicabs stands located closest to the present customer’s position are searched. If contact with the driver (*Contact taxi driver*), and details of the order, leads to its rejection (*Trip rejected*), then the next taxicab form stands is selected. If a free taxi is found and the trip request is accepted (*Trip Accepted*), then the customer and the driver are provided with information about each other as well as trip’s details, and the trip order is stored in the database as approved. If *Look for free taxi cabs* process takes too long time (*Timeout*), then dispatcher broadcasts the trip order to all drivers (in the city area). Such order may also be accepted on the general principles.

**Main process of the driver is shown in Fig. 2.**

After an order confirmation, the agreed driver goes to the the trip start location (*Reach location*) to pick up the passenger (*Pick up passenger*). Along the way to the pick-up location difficulties may arise, e.g. heavy traffic or passenger absence. After the completion of the ride (*Trip finished*), its status is changed from approved to finished.

Extensions of the dispatcher processes are shown in Fig. 3 and discussed below.

(a) *Waiting for the first declaration* which originates from the broadcast.
(b) A kind of a virtual handshake between a taxicab driver (*Send confirmation*) and the passenger (*Inform client*) with an intermediary of dispatcher.
(c) If none of the methods result, the customer is notified and the order is rejected (*Timeout no confirmation*).

Further extensions of the dispatcher processes are shown in Fig. 4 and discussed below.

(a) If there are obstacles when reaching the client, then he/she should be informed about this fact.
(b) When order is canceled, the driver must be notified.
It should be noted that Archimate behavioral constructs have no precisely defined semantics. In fact, translation from Archimate specification to LTL assigns a semantics, which, although arbitrarily selected, follows a certain intuition, e.g. how to interpret an activity or an event.

Definition 1 (Archimate model). Archimate model $AM$ is a tuple $(V, E, C, R, v, e)$, where
- $V$ is a set of vertices,
- $E \subseteq V \times V$ is a set of edges,
- $C$ is a set of Archimate element types,
- $R$ is a set of relations,
- $v : V \rightarrow C$ is a function that assigns element types to graph vertices,
- $e : E \rightarrow R$ assigns relation types to edges.

As the considerations in the work focus on business layer elements used to specify behavior, it is assumed that $C = \{Process, Function, Interaction, Event, Junction, OrJunction, Other\}$ and $R = \{triggering, association, composition, other\}$.

A. Modeling atomic activities
By atomic process (function, interaction) we mean a process that is not linked with other elements by a composition relation. It represents a basic unit of behavior, which corresponds to the activity concept of other languages, e.g. UML.

A process can be executed if its environment is in a state enabling its activation. After a process terminates, it causes state changes in the surrounding world [12]. While defining...
LTL formulas describing processes and other elements, we follow directions of relations and specify only transitions between internal states of elements and caused states. In turn, the reached caused states enable activation of other elements. Hence, after processing all relevant elements, a complete network of states of the whole system specified in LTL is obtained.

To model execution of an atomic process two states (and corresponding propositions in LTL): start and end are used. A process is considered imperfect, even if has a name in imperative mood suggesting achievement, e.g. register invoice, scan document, send message. Once invoked (the start state becomes active), the process can successfully complete reaching the end state or be interrupted by an event starting an alternative flow of control. Such approach to modeling business processes can be explicitly supported by language constructs. In particular, the BPMN notation allows to attach various types of interrupting events to activities, e.g. timer, error or cancellation. In Archimate an association relation between processes and events can be used to distinguish events triggered upon process completion and interrupting a normal flow.

Fig. 5 illustrates this approach. The end state and Interrupting event are successor of the process start state. On the other hand, states of surrounding elements that can be reached by the normal triggering relation are successors of the end state.

Atomic processes, functions and interactions (Archimate equivalents to activities) are imperfect and require two states (and propositions) to model their behavior. In turn events and junctions are perfect and their activation can be modeled by singular states (truth values of propositions). To describe all behavioral elements in an uniform manner we define two functions start and end that map vertices from Archimate model V to a set of propositions Props. It is assumed, that if a certain vertex v represents a process, a function or an interaction, i.e. \( v \in \{ \text{Process, Function, Interaction} \} \), then start(v) \( \neq \) end(v). For other elements: events and junctions start(v) = end(v) holds. We extend these functions to sets of vertices, i.e. \( \text{start}(X) = \bigcup_{v \in X} \text{start}(v) \) and end(X) = \( \bigcup_{v \in X} \text{end}(v) \).

By T(v) = \{ v' : \{ v, v' \} \in E \land et(v, v') = \text{triggering} \} we will denote a set of behaviors that are triggered by v.

Let \( F(\text{Props}) \) be a set of LTL formulas obtained from a set of propositions Props by applying classical or temporal operators and parentheses. For the brevity of notation we will further omit Props and write simply \( F \).

We define two auxiliary functions \( \delta_{ij}(p) \) mapping formulas \( F \times \mathbb{N} \times \mathbb{N} \rightarrow \mathcal{F} \) (1) and \( \text{oneof}(P) \) converting a set of propositions P into a formula in disjunctive normal form (2).

\[
\delta_{ij}(p) = \begin{cases} p, & \text{if } i \neq j \\ \neg p, & \text{if } i = j \end{cases} \quad (1)
\]

\[
\text{oneof}(P) = \bigvee_{i=1}^{n} \bigwedge_{j=1}^{m} \delta_{ij}(p_j) \quad (2)
\]

B. Atomic process, function or interaction

LTL formulas defining temporal relations for atomic activities (processes, functions and interactions) are generated according to Rule 1. Rules for other Archimate elements have similar form. Each rule contains precondition part separated from its postcondition by a horizontal line. Generated formulas are placed in brackets [ ].

**Rule 1.** Atomic process, function or interaction\( v \in V \), \( vt(v) \in \{ \text{Process, Function, Interaction} \} \),

\[
\text{C}(v) = \emptyset
\]

\[
\square(\text{start}(v)) \Rightarrow \bigvee_{p \in A(v)} \left( \square(\text{start}(A(v) \cup \{ \text{end}(v) \})) \right) \in \mathcal{F}
\]

\[
\text{T}(v) \neq \emptyset \Rightarrow \square(\text{end}(v)) \Rightarrow \text{oneof}(\text{start}(\text{T}(v))) \in \mathcal{F}
\]

LTL formulas describing the behavior for the sequence of two active elements Look for free cabs and Contact taxi driver in Fig. 1 are presented in Fig. 6 (original transcription is preserved). They were generated according to Rule 1.

\[
\text{Look for free cabs} \rightarrow \text{Contact taxi driver}
\]

**C. Event**

According to Archimate specification [23] business event is something that happens and influences behavioral elements
(processes, functions and interactions). Events have no duration, thus they can be modeled as single boolean variables. Functions start(v) and end(v) map an event v to the same proposition, which change value to true if the event occurs.

An event can be linked by triggering relations with multiple recipients (or sinks in the Event Driven Architecture). Events are somehow similar to AndJunctions. An occurrence or the both activates all elements linked by a triggering relation. However, we assume that, unlike AndJunctions, activation of elements triggered by an event is not synchronized (c.f. Rule 2).

**Rule 2. Event**

\[
\begin{align*}
\text{Rule 2. Event} & \quad v \in V \land vt(v) = \text{Event} \\
& \quad p \in T(v) \rightarrow [\square(\text{end}(v) \Rightarrow \Diamond \text{start}(p))] \in F \\
& \quad p \in T(v) \rightarrow [\square(\text{start}(p) \Rightarrow \Diamond \neg \text{end}(v))] \in F
\end{align*}
\]

**D. Junctions**

Archimate language defines three types of connectors:

- **Junction** that can be considered a typical XOR connector, i.e. it activates exactly one output.
- **OrJunction** being a typical OR connector activating at least one output
- **AndJunction** that can be used in two modes: when used to merge flows on input it requires their synchronization.

In the second mode it starts a parallel execution of output flows.

Archimate junctions have counterparts in EPC, BPMN (exclusive, inclusive and parallel gateways) and XPDL transition restrictions [24].

Similarly to events, junctions are modeled by single state variables. If a junction is activated, in a subsequent step elements linked by triggering relations should be activated according to assumed semantics. As there are three types of junctions, we define three rules (Rule 3–5) for translating them to LTL formulas.

**Rule 3. Junction**

\[
\begin{align*}
\text{Rule 3. Junction} & \quad v \in V \land vt(v) = \text{Junction} \\
& \quad T(v) \neq \emptyset \rightarrow [\square(\text{end}(v) \Rightarrow \Diamond \text{oneof}(\text{start}(T(v))))] \in F \\
& \quad p \in T(v) \rightarrow [\square(\neg(\text{end}(v) \land p))] \in F
\end{align*}
\]

**Rule 4. OrJunction**

\[
\begin{align*}
\text{Rule 4. OrJunction} & \quad v \in V \land vt(v) = \text{OrJunction} \\
& \quad T(v) \neq \emptyset \rightarrow [\square(\text{end}(v) \Rightarrow (\bigvee_{z \in T(v)} \text{start}(z))] \in F \\
& \quad T(v) \neq \emptyset \rightarrow [\square(\neg(\text{end}(v) \land (\bigwedge_{z \in T(v)} \text{start}(z))))] \in F
\end{align*}
\]

Define: 

T^{-1}(v) = \{v' : (v', v) \in E \land et(v', v) = \text{triggering}\} - set of input

**Rule 5. AndJunction**

\[
\begin{align*}
\text{Rule 5. AndJunction} & \quad v \in V \land vt(v) = \text{AndJunction} \\
& \quad T^{-1}(v) \neq \emptyset \rightarrow [\square((\bigwedge_{z \in T^{-1}(v)} \text{end}(z)) \Rightarrow \text{start}(v))] \in F \\
& \quad T^{-1}(v) \neq \emptyset \rightarrow [\square(\neg((\bigwedge_{z \in T^{-1}(v)} \text{end}(z)) \land \text{start}(v))] \in F \\
& \quad T(v) \neq \emptyset \rightarrow [\square(\text{end}(v) \Rightarrow (\bigwedge_{z \in T(v)} \text{start}(z))] \in F \\
& \quad T(v) \neq \emptyset \rightarrow [\square(\neg(\text{end}(v) \land (\bigwedge_{z \in T(v)} \text{start}(z))))] \in F
\end{align*}
\]

**E. Discussion**

In this section formal rules governing translation of basic ArchiMate behavioral elements of business layer into LTL formulas were defined. It should be noted, that ArchiMate syntax defines strictly, how elements of various types can be combined, however, without giving semantics to them (at least in case of behavioral elements). Hence, the rules can be considered to be an assignment of a semantics to language patterns.

After analysis of several examples we decided not to define rules for elements composed of lower level activities. ArchiMate syntax seems to manifest some flaws in this case. An activity modeled as a process, function or interaction can be a part (as defined by the composition relation) of several high-level behavioral elements. Moreover, a complex process can be composed of lower level activities, but junctions and internal events are not included into the composition. Therefore, we decided to treat complex processes as kinds of views helping to organize the models, rather than manageable entities.

**VI. Deduction-Based Verification**

System specification in form of LTL formulas F1,...Fn obtained by applying rules defined in previous section can be checked for either its validity or entailment: F1,...Fn \models G. The second case is particularly interesting, as G can express a desired system property pertaining to temporal ordering of states and events. The approach proposed in this work consists in applying a semantic tableaux method to reason about entailment. The method is described briefly in Section VI-A, which is followed by Section VI-B giving an outline of a verification system architecture. Finally we present an example of specification in Section VI-C.

**A. Semantic tableaux method**

Semantic tableaux is a decision-making procedure for checking satisfiability of a formula. To do so, it shows that the negation of an initial formula cannot be satisfied, hence, the initial formula is a tautology. To verify an entailment F1,...Fn \models G it suffice to prove that \{F1,...,Fn, \neg G\} is unsatisfiable.

The main principle of propositional tableaux is to “break” complex formulae into smaller ones until complementary pairs of literals are produced or no further expansion is possible. The method originates form classical logic but it can be also used for temporal logics [6]. Generally speaking, the method is based on well defined rules of formula decomposition and expansion. They allow to handle each of the logical connectives. When the rules are applied, branches of the inference tree are built. They correspond to alternatives appearing in formulas placed at the tree nodes. An inference tree is finished, when no formula can be further broken down, i.e. no complementary pairs of literals can be produced. The branches in the tree can be of two kinds: open or closed. A branch is closed if it can be established that a set of literal formulas, i.e. atomic formulas or its negations, on this branch has no model. In practice, this corresponds to a condition that a pair of
contradictory formulas can be found on the branch. If all branches of the tree have contradictions, the whole inference tree is closed. If the negation of the initial formula is placed in the root, this leads to the statement that the initial formula is true. A very simple yet illustrative example of the reasoning tree is shown in Fig. 8. The negation of the initial formula \((a \Rightarrow \bigcirc b) \land (b \Rightarrow \bigcirc c) \Rightarrow (a \Rightarrow \bigcirc c)\) is placed in the root of the tree. All branches are closed (red nodes) what means that the initial formula is always satisfied.

B. Deduction based verification system

The architecture of the deduction-based verification system is shown in Fig. 7. The system consists of three components:

1) **Modeler** that allows to prepare and develop business models using ArchiMate language. In this case the Archi software, an excellent free modeling tool [1] was used.

2) **Generator** generates logical specifications from ArchiMate models. We have implemented a component that applies rules described in Section V to elements of a business layer and yields a set (a conjunction) of LTL formulas. It is deployed as a plugin to Archi.

3) **Prover** takes as input logical specifications (a set of temporal logic formulas describing a verified system) and a query, i.e. an examined property represented by a single formula, checks its validity and issues a response (Yes or No).

![Fig. 7. An architecture of the deduction system](image)

The prover is a crucial component of the verification system. Recently, a prototype reasoning engine for linear and future time minimal temporal logic was implemented\(^1\), c.f. Fig. 8. It allows to examine logical validity for formulas expressing liveness or safeness, as described above. Internally, the prover applies the semantic tableau method customized to requirements of reasoning on validity of LTL formulas.

An advantage of the described system (Fig. 7) is that it can give instantaneous response whenever the specification of a model is changed or there is a need for a new inference due to a newly introduced property.

\(^1\) The engine was implemented as a students’ (Joanna Kulesza and Kamil Lopata) project under the supervision of one of the authors of the work.

![Fig. 8. A prototype system of inference using the semantic tableaux method](image)

C. Example of verification

In this section we return to the ArchiMate model of a taxi service presented in Section IV. For this model 108 temporal formulas were generated. Due to the limited size of the work, it is not possible to show them all. Thus, a subset of the whole logical specification \(L\) referring to Fig. 1 and Fig 3.b-c is shown below.

\[ L = \Box(\text{Contact_taxi_driver_start} \Rightarrow \Box(\text{Contact_taxi_driver_end} \land \text{Trip_accepted} \land \square(\text{Broadcast_trip_order} \Rightarrow \Box(\text{Junction_0} \land (\Box(\text{Timeout} \Rightarrow \Box(\text{Broadcast_order_start})) \land (\Box(\text{Inform_client_start} \Rightarrow \Box(\text{Inform_client_end} \land \Box(\text{Inform_client_about_rejected_order_start}))) \land (\Box(\text{Inform_client_about_rejected_order_end} \Rightarrow (\Box((\text{Stop}_2 \land \Box(\text{Send_confirmation_start})) \land (\Box(\text{Look_for_free_cabs_start} \Rightarrow (\Box(\text{Look_for_free_cabs_end} \land \Box(\text{Receive_order_start}) \land \Box(\text{Receive_order_end}))) \land (\Box(\text{Receive_order_end} \Rightarrow \Box(\text{Junction}) \land (\Box(\text{Broadcast_order_start}) \land (\Box(\text{Broadcast_order_end} \Rightarrow \Box(\text{Broadcast_trip_order}))) \land (\Box(\text{Broadcasted_trip_order}))) \land (\Box((\text{Broadcasted_order_confirmed} \land \Box(\text{Timeout_no_confirmation})))) \land (\Box(\text{Broadcasted_order_confirmed} \Rightarrow \Box(\text{Trip_accepted}))) \land (\Box(\text{Stop}_1 \lor \Box(\text{Stop}_7)))) \land \Box(\text{Stop}_1 \lor \Box(\text{Stop}_7))) \land (\Box(\text{Stop}_1 \lor \Box(\text{Stop}_7))) \land (\Box(\text{Stop}_1 \lor \Box(\text{Stop}_7))) \land (\Box(\text{Stop}_1 \lor \Box(\text{Stop}_7))) \land (\Box(\text{Stop}_1 \lor \Box(\text{Stop}_7))) \land (\Box(\text{Stop}_1 \lor \Box(\text{Stop}_7))) \land (\Box(\text{Stop}_1 \lor \Box(\text{Stop}_7))) \land (\Box(\text{Stop}_1 \lor \Box(\text{Stop}_7))) \land (\Box(\text{Stop}_1 \lor \Box(\text{Stop}_7))) \land (\Box(\text{Stop}_1 \lor \Box(\text{Stop}_7))) \land (\Box(\text{Stop}_1 \lor \Box(\text{Stop}_7))) \land (\Box(\text{Stop}_1 \lor \Box(\text{Stop}_7))) \land (\Box(\text{Stop}_1 \lor \Box(\text{Stop}_7))) \land (\Box(\text{Stop}_1 \lor \Box(\text{Stop}_7))) \land (\Box(\text{Stop}_1 \lor \Box(\text{Stop}_7))) \land (\Box(\text{Stop}_1 \lor \Box(\text{Stop}_7))) \land (\Box(\text{Stop}_1 \lor \Box(\text{Stop}_7))) \land (\Box(\text{Stop}_1 \lor \Box(\text{Stop}_7))) \land (\Box(\text{Stop}_1 \lor \Box(\text{Stop}_7))) \land (\Box(\text{Stop}_1 \lor \Box(\text{Stop}_7))) \land (\Box(\text{Stop}_1 \lor \Box(\text{Stop}_7))) \land (\Box(\text{Stop}_1 \lor \Box(\text{Stop}_7))) \land (\Box(\text{Stop}_1 \lor \Box(\text{Stop}_7))) \land (\Box(\text{Stop}_1 \lor \Box(\text{Stop}_7))) \land (\Box(\text{Stop}_1 \lor \Box(\text{Stop}
and submitted to the prover.

\[ C(L) \Rightarrow (\Box(Client\_trip\_order \Rightarrow \Diamond(Stop_1 \lor Stop_7))) \quad (4) \]

where \( C(L) \) means logical conjunctions of formulas.

Presentation of a full inference tree, which contains more than a thousand nodes, exceeds the size of the work. All branches of the semantic trees are closed, i.e. formula 4 is satisfied in the considered model. If the tree had open branches, this would indicate that the input formula can be not satisfied. In this case the prover would provide information about the source of the error, what can be considered an important advantage of the method.

VII. CONCLUSION

This paper discusses a problem of automatic verification of behavioral specification embedded within ArchiMate models. We propose to apply an approach consisting in translating ArchiMate specification into a set of LTL formulas and using deductive reasoning technique to check temporal properties of the model. Firstly, on a small example we present language patterns that can be used to model processes, then rules for translation of ArchiMate behavior specification into LTL formulas are formally defined. Finally, we describe the architecture of the implemented reasoning system and show how it can be used to check desired system properties.

Although the considerations in this work are focused on deductive reasoning and semantic tableau methods, automatically generated LTL specifications can be verified with other methods, e.g. the resolution method.

The defined set of rules for transforming ArchiMate models into LTL formulas considers only atomic processes and functions. It is an open question how to give semantics to explicitly specified high-level behavioral elements aggregating low-level behaviors. At present they are treated as views organizing models, however we are analyzing alternative approaches.
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Abstract — The article presents the approach to develop the economic and financial knowledge used for the Intelligent Dashboard for Managers. The content of the knowledge is focused on essential concepts related to the management of micro, small and medium enterprises. Knowledge-based functions, not previously available in commercial systems, increase the quality, effectiveness, and efficiency of the decision making process. The Intelligent Dashboard for Managers contains six ontologies describing areas of Cash Flow at Risk, Comprehensive Risk Measurement, Early Warning Models, Credit Scoring, Financial Market, and General Financial Knowledge. The ontology design process and examples of topic maps and usage in financial data analysis are illustrated and discussed.

I. INTRODUCTION

Decision makers of small and medium enterprises (SMEs) using Business Intelligence systems frequently need appropriate knowledge about the economic situation of the enterprise and its environment. Knowledge about key dependences between various financial ratios is essential, because they can indicate important trends and alert one to anomalies and dangers [23, p. 85]. Decision makers in SMEs, in comparison to managers of big companies, may have no access to much essential strategic information. Usually, financial expertise is either not available or too expensive. For financial and personnel reasons most SMEs cannot afford these types of facilities. Furthermore, SMEs operate in a definitely more uncertain and risky environment than big enterprises, because of a complex and dynamic market that has much more important impact on SMEs financial situation than on big companies’. Tolerance of mistakes is narrower (see among others [12, p. 74-91]). In these conditions, SME’s decision makers often act intuitively and as a result, the rationality of their decisions is decidedly smaller. Moreover, the statistics show that SME’s decision makers often don’t have a solid knowledge of economics and finance.

In general, most existing Business Intelligence (BI) and Executive Information Systems (EIS) provide the functionality of data aggregation and visualization. Many reports and papers in this domain underline that decision makers expect new ICT solutions to interactively provide not only relevant and up-to-date information on the financial situation of their companies, but also explanations taking into account the contextual relationships.

The aim of this article is to present the approach to developing the economic and financial knowledge used in the Intelligent Dashboard for Managers (called further InKoM). The InKoM system has been developed by a consortium consisting of the Wrocław University of Economics (WUE), which is the leader, and a company UNIT4 TETA BI Center Ltd. (TETA BIC). Credit Agricole Bank Polska S.A. also participates in the project.

Figure 1 presents the main components of the InKoM: a comprehensive description of the TETA BI system with examples of its application is available on the website: [28] (see also [3], [31]). It can be seen that the InKoM uses TETA BI mechanisms for extracting source data from transactional systems (ETL), its data warehouse, and analytical database. However, the available solutions – in particular the standard analyses, reports and analytical statements generated by the system – are complemented by economic and financial knowledge – most importantly ontologies and topic maps – and financial data mining algorithms, including mechanisms for extracting business knowledge from the deep Web. This enables a dynamic, on-line, interactive analysis of key business indicators.

The transactional data obtained from external sources, supplemented with planning data, e.g., budgets, form multidimensional data structures, or cubes, which are stored in a TETA BI Analysis Services database and provide a basis for the on-line, interactive creation of standard analytical queries and/or reports. The InKoM system complements and extends these processes.1 By providing

1 The InKoM architecture and functionalities have been presented in [18]; [19].
economic and financial knowledge stored in ontologies and presented in the form of topic maps to facilitate the perception of concepts. InKoM can make the analysis more comprehensive and simpler. This is particularly important for users who are not specialists in the analysis and interpretation of economics and finance.

Over a dozen methods of building ontologies have been developed. Among methods listed in literature, the following are worth noting (more widely characterized inter alia in [13]; [22]): METHAONTOLOGIA (based on the standard IEEE 1074-1995), the method of Noy and McGuinness, On-To-Knowledge, SENSUS, TOVE (TOronto Virtual Enterprise), UPON ( Unified Process for ONtology building) and the method of Ushold and King. Noy and McGuinness emphasized that the best model of ontology is the one that best cooperates with existing information system, accomplishes a set of goals, is intuitive and easy to maintain [Noy, McGuinness 2005]. So far there is no single standard of design because creating an ontology is dependent on its application and the needs of specific users (see [22]). However during last years the standardization activities in terms of information have been undertaken at European level; an example is the SMEST project (see http://www.cencenelec.eu/sme/SMEST/).

The structure of the paper is the following: In the next section the ontological approach to knowledge design is described. The third section presents the ontology structure. The fourth section characterizes the ontology design process in the InKoM. To illustrate the use of the InKoM, a case study of ontology for credit scoring is described. The last section summarizes the work already carried out and points out the further research and development tasks.

II. ONTOLOGICAL APPROACH TO KNOWLEDGE DESIGN

The main goal of any BI system is to access the right data at the right time to allow proactive decision-making (see among others [9], [26], [30]). The users of BI systems expect access to useful information through an interface easy to understand and use. However, existing BI solutions are designed primarily for users who are able to understand the business data models (see [25]). BI systems provide simple, personal analytical tools which support the exploration of data sources, retrieval of information based on predefined economic and financial relations, and do not require a priori knowledge about data structures and methods of data accessing (see among others [21], [25], [26]).

Today the development of new BI systems is oriented towards BI 2.0 (using semantic search) and 3.0, Service Oriented Architecture (SOA) and Software as a Service (SaaS) (see [21], [25], [26]). The typical features of the systems include: proactive alerts and notifications, event driven (real time) access to information, advanced and predictive analytics, mobile and ubiquitous access, improved visualization, and semantic search information (see also [21]).

One of the main part of modern BI systems is the ontology (see [21]). Ontology in information technology means „an explicit specification of a conceptualization” [15, p. 907]. In general, the ontology is used to create the necessary knowledge models for defining functionalities in analytical tools. In the development of InKoM, many new features are integrated, such as domain ontology covering key concepts of corporate finance and economics, knowledge discovery algorithms, semantic search
mechanisms, explanation facilities, and tools for visual navigation in domain knowledge.

In the InKoM project, six ontologies were built. Choosing scopes of created ontologies was a difficult task, because of domain complexity and the necessity to develop numerous links between the theory of finance and the contents of BI system databases. The task needed cooperation in pragmatic way with experts on the analysis of finance, economics and business informatics. Experience of our industrial partner, UNIT 4 TETA BI Center, gained from implementing the TETA BI system in enterprises, was also essential in choosing these areas. The result of this work is six ontologies covering economic and financial areas: Cash Flow at Risk, Comprehensive Risk Measurement, Early Warning Models, Credit Scoring, the Financial Market, and General Financial Knowledge. The ontologies will be detailed in the next section.

Integration of these ontologies into the BI systems assures:
- support for the definition of business rules in order to get proactive information and advice in decision-making;
- a semantic layer describing relationships between the concepts and indicators;
- relevant information according to the different kinds of users that can be found in an organization;
- effective usage of existing data sources and data warehouse structure.

The knowledge representation layer is the most critical aspect of a BI system, since it broadly shapes the core understanding of the information displayed on their screen [30]. In InKoM design, the basic assumption of navigation was that managers should be able to view focus and context areas at the same time to present the relevant knowledge structure [27].

Visual exploration in InKoM is based on a standard Topic Map (TM – ISO/IEC 13250:2003). TM enables the representation of complex structures of knowledge bases [4] and the delivery of a useful model of knowledge representation (see [20, p. 174]), where multiple contextual indexing can be used. TM is a relatively new form of the presentation of knowledge, which puts emphasis on data semantics and the ease of finding desired information (see also [1]: [24, p. 30]). The application of topic maps permitted us to separate the data of the enterprise’s information system from operational business activities (see among others [17]). Developed topic maps for analysis of economic indicators (see among others [7], [8], [17]) have demonstrated that the system [6]:
- can be easily used for the representation of economic knowledge about economic and financial measures,
- can express the organizational structure,
- can be adapted to new applications and managers’ needs,
- can be supportive of the managerial staff by facilitating access to a wide range of relevant data resources,
- can assure a semantic information search and interpretation for non-technically-minded users,
- can visualize different connections between indicators that make possible the discovery of new relations between economic ratios constituting knowledge still unknown in this area,
- can improve the process of data analysis and reporting by facilitating the obtaining of data from different databases in an enterprise, and finally
- can be easily extended by users who are not IT specialists, e.g. by experts in economic analysis (using tools for creating a topic map application).

The preliminary evaluation of ontologies is very encouraging. The knowledge of corporate finance is very useful in the interpretation and explanation of data presented in financial reports of BI systems.

III. ONTOLOGY STRUCTURE

The essential element of the InKoM systems’ knowledge is a part containing topic maps for six created ontologies for selected areas called: Cash Flow at Risk, Comprehensive Risk Measurement, Early Warning Models, Credit Scoring, the Financial Market, and General Financial Knowledge.

CFaR is considered to be one of the best adjusted ratios for the needs of complex risk measurement in enterprises. According to the newest trends in enterprise management and on companies’ economic practice, it was determined that the appropriate ratio for complex risk management in enterprises is Cash Flow at Risk (CFaR) using the RiskMetrics Group rules. The choice of Cash Flow at Risk meets managers’ needs in the scope of creating single risk ratio illustrating risk level connected with an enterprise’s operating activity. Of course, the prerequisite for the manager being able to use this information is the appropriate knowledge level on CFaR ratio.

The ontology of Comprehensive Risk Measurement involves various variants of the model used to estimate the Cash Flow at Risk ratio. The developed ontology concerns the way of understanding and defining inter alia: risk variables, risk models, risk management process.

The ontology of the Early Warning System contains models of cautionary forecasting in supporting a manager’s decision. The developed concept uses a group of tools for early warning model creation, in which mainly data from financial reports are used. By using this data, an objective view of company’s situation can be quickly and easily obtained, which is essential in managers’ efficient and accurate decision making.

The ontology of Credit Scoring describes the model of the credit procedure carried out by a bank. Credit scoring evaluation is an integral part of bank credit procedures (credit processes) and it is an essential stage in conditioning the granting of credit. It is realized by a bank’s
organizational units and supporting infrastructural-system solutions, and the company trying to get credit (potential borrower) is the subject of analysis (quantitative and qualitative). The internal logic and details of credit procedures in a specific bank is its unique know-how and is not usually made public.

In literature many approaches to credit scoring can be found, such as stochastic models (e.g. Bayesian models, regression, Markov chain), artificial intelligence techniques (e.g. expert systems, neural network models, genetic algorithms), data mining methods [5]; [10]; [11]; [16]; [32]. The approach implemented in the InKoM system is based on the rules of thumb generally accepted in the practice of financial institutions. Of course there are still open questions which might be considered: which methodology to choose? what models might work? should one look at the profit on each product in isolation or the total profit over all possible products? In general there is no overall best method of credit scoring. The InKoM system is open to include more advanced models and rules, specific to the particular type of company or financial institution.

The Financial Market ontology involves information about the financial market and financial instruments. Knowledge on this topic is an essential element capable of aid manager in making investment decisions and securing from market risk. Financial market may be used by managers to regulate liquidity by using money market instruments.

The ontology of General Financial Knowledge concerns essential economic-financial knowledge which is required to analyze issues of listed ontologies. This ontology includes a set of supplementary topics to other ontologies and will be used in calculating the value of Cash Flow at Risk (the ontology of Cash Flow at Risk), basic economic ratios (the ontology of Early Warning System) and indicators used by banks in the process of credit scoring (the ontology of Credit Scoring).

To sum up, the domain knowledge about relations between economic and financial ratios will make the analysis and interpretation of contextual connections easier. This is very important in the case of SMEs, where a company does not employ experts in economic-financial analysis and using outer consulting is too costly. Reproducing knowledge with the use of a topic map contributes inter alia to better understanding of economic concepts and the interpretation of specific economic and financial indicators.

To navigate in the financial knowledge of InKoM, a semantic search will be applied to avoid difficulties related to decision makers’ interpretation of economic and financial information. This gives the opportunity to search data sources taking into account not only structural dependences, but also semantic context.

IV. ONTOLOGY DESIGN PROCESS

In the design of the InKoM system five basic stages of creating the ontology were defined. These are:

1. Definition of the goals, scope and constraints of the created ontology. While creating an ontology, assumptions about the created model of knowledge that will apply during its building have to be provided. That requires an answer to the question: what will the created ontology be used for?

2. Conceptualization of the ontology. This is the most important stage in the procedure of ontology development. It includes the identification of all notions, definition of classes and their hierarchic structures (Superclass – Subclass), modeling relations, identification of instances, specification of axioms, and rules of inference.

3. Verification of the ontology’s correctness by experts. In this stage the constructed ontology is verified by experts who did not participate in the process of creating it.

4. Coding the ontology in the format compatible with the topic map standard. During this stage the developed ontology is described in the formal language or chosen software. The result of this stage should be the encoded ontology.

5. Validation and evaluation of the built ontology. It is the stage during which evaluation of the created ontology meets the needs of the managers.

The important stage in the described procedure of creating an ontology is the conceptualization of the ontology. The process of conceptualization of an ontology is an intellectual activity organizing knowledge from a given field carried out by the person, either an expert or collaborating with an expert, responsible for creating the model of knowledge without the support of automated tools (see inter alia [2, p. 2036]). In this scope, there are few concepts of identification of topics and relations between them within the process of conceptualization. These are the following approaches to carrying out analysis: top-down, bottom-up and middle-out. We used middle-out, because it enables us best to maintain the level of detail control of the created ontology and reduce imprecisions, which translates into reducing iterative work (see [29, p. 21]; see also [2, p. 2036]). Based on literature studies (inter alia [13], [22]), as well as research carried out, the following procedure in conceptualization of the ontology of economic knowledge was used:

1. Identification and definition of all topics.

---

2 Independently of the field that is to be modeled by using an ontological approach, it is the most important stage in creating a model based on ontology (see inter alia [2, p. 2036]).

3 In the InKoM project at first, in order to quickly test developed ontology, it was entered in the program Ontopia. Ultimately it will be realized with the use of software for topic maps developed by the company UNIT 4 TETA BI Center.
A topic, representing any concept, is “a syntactic construct that corresponds to the expression of a real-world in a computer system” [14, p. 60]. In the InKoM project, a topics’ list was determined by experts creating ontologies for the given field of economic knowledge. These topics include, beside their names, also their synonyms and descriptions (table 1). The example below illustrates a description of topics related to the case study: Credit Scoring that will be detailed in Section VI.

<table>
<thead>
<tr>
<th>Name</th>
<th>Synonym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Return on Assets</td>
<td>ROA</td>
<td>ROA indicator is a synthetic measure that determines company’s assets capability to create profit. It shows the percentage net profit per unit of capital invested in the company.</td>
</tr>
</tbody>
</table>

2. Creating a taxonomy of topics.
Specification of taxonomic relations between distinguished topics and defining classes and subclasses (table 2). This relationship describes the topics generalization. This approach to creating a taxonomy is proposed in METHAONTOLOGIA (see i.e. [13]).

<table>
<thead>
<tr>
<th>Superclass</th>
<th>Subclass</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indicators</td>
<td>- Debt indicators</td>
</tr>
<tr>
<td></td>
<td>- Liquidity indicators</td>
</tr>
<tr>
<td></td>
<td>- Profitability evaluation indicators</td>
</tr>
<tr>
<td></td>
<td>- Efficiency assessment indicators</td>
</tr>
<tr>
<td>Profitability evaluation</td>
<td>- Net Return of Sale</td>
</tr>
<tr>
<td>indicators</td>
<td>- Return on Assets</td>
</tr>
<tr>
<td></td>
<td>- Return on Equity</td>
</tr>
</tbody>
</table>

3. Definition of all other types of relations between topics.
In the InKoM project, the basic relationship aggregate of (Aggregate – Member) occurring in all six created ontologies was defined. Moreover within each ontology, additional relations were defined, for example: engagement (Engaging – Accession).

4. The list of all the individual relationships existing in the ontology.
The list includes: the name of the relationship, source topic, and target topic (table 3).

<table>
<thead>
<tr>
<th>Name of relationship</th>
<th>Source topic</th>
<th>Target topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engagement</td>
<td>Profitability evaluation</td>
<td>Net Return on Sale</td>
</tr>
<tr>
<td>Engagement</td>
<td>Profitability evaluation</td>
<td>Return on Assets</td>
</tr>
<tr>
<td>Engagement</td>
<td>Profitability evaluation</td>
<td>Return on Equity</td>
</tr>
</tbody>
</table>

5. Description of functions and rules.
The following function description, specifies the example of the indicator Return on Assets (ROA), implemented in the InKoM system:

Name: Indicator Return on Assets (ROA)
Input:
- Result of Net profit (NP) type: number, value with balance sheet
- Total Assets (TA) type: number, value with balance sheet
Output:
- Return on Assets
Initial conditions:
- available data from balance sheet
Final conditions:
- Message 1: “Value of indicator ROA”
  - If ROA<5%, Then to Message 2: “Low value of ROA”;
  - If 5% < ROA < 10%, Then to Message 3: “Average value of ROA”;
  - If ROA > 10%, Then to Message 4: “High value of ROA”;

6. Description of usage scenarios.
Usage scenarios, also called use case view, describe demonstration analyses of economic topics occurring in this ontology. For example, if a manager is interested in the opportunity of applying for a bank loan:
1. The manager analyzes the semantic network, from which it follows that the credit score assessment is based on the analysis of indicators belonging to four groups: debt indicators, liquidity indicators, profitability evaluation, and efficiency assessment.
2. From the TETA BI system the manager receives the values of financial indicators that make up the credit score assessment. According to them, the company has bad parameters concerning the profitability evaluation, especially the value of ROA indicator.
3. The manager analyzes the semantic network connected to the data from the TETA BI system on account of semantic connections of the ROA indicator with other indicators. The aim of the action undertaken by the manager is to identify causes of unfavorable values from the ROA indicator.
4. Basing on conclusions from the analysis conducted of economic indicators, the manager can undertake corrective actions which may potentially result in improving the company’s condition. Improvement of company’s parameter essentials in the score assessment can allow actions to be undertaken concerned with receiving bank loan.
That work has required multi-domain expert knowledge, both theoretical and practical, in economics, finance, and informatics.
In InKoM, a semantic search is provided to avoid difficulties related to decision makers’ interpretation of
economic and financial information. This gives the opportunity to search data sources taking into account not only structural dependences, but also the semantic context.

V. CASE STUDY – ONTOLOGY FOR CREDIT SCORING

The case study presented illustrates only a fragment of analysis of the company’s financial situation with the use of the ontology of the credit scoring and the databases of TETA Business Intelligence system. Let us assume that the manager is interested in the ROA indicator. The ontology shows that the quantitative financial analysis consists of indicators: debt indicators, liquidity indicators, profitability evaluation indicators, and efficiency assessment indicators (Figure 2). On the Figure 2, solid lines denote taxonomic relations (relation Superclass – Subclasses), whereas broken lines denote all other types of relations between topics.

![Figure 2. Example of topic map including the quantitative financial indicators](image)

Returning to the ROA, it is known that the more effectively a company manages its assets, the higher the value of this indicator. It is assumed that its value should be greater than 5%. The ROA indicator is calculated on data from the balance report, that is Net profit (NP) and Total Assets (TA) (Figure 3):

\[
\text{ROA} = \frac{\text{NP}}{\text{TA}}
\]

![Figure 3. Topic definition – ROA](image)

On figure 4 is presented an example of a balance report for the years 2011 and 2012 extracted from the TETA BI system. For the analyzed company, the value of Net Profit in year 2011 is equal to 12,908,00, and in the year 2012 equals 14,169,00, whereas the value of Total Assets in the year 2011 equals 184,400,00 and in the year 2012 354,000,00. Based on this data, the ROA indicator in 2011 is equal to 7%, and in 2012 is equal to 4%. This means that the company’s condition in 2012 is bad. In order to improve this situation, the manager needs to identify the cause of
these values. Therefore, following the topic map, the manager notes that the value of Net Profit in 2012 was higher than in 2011, so the disadvantageous ROA indicator results from value of Total Assets. To identify the sources of the ensuing situation, the manager has to examine the semantic relations between Total Assets and other financial topics. Exemplary decomposition of the chosen topic is presented on the Figure 5. The screenshot shows the expansion of the selected topic: Total Assets. On the diagram it is the area encircled by a dashed line, with new topics being a subclass of topic Total Assets.

![Figure 5. Example of topic map including Total Assets](image.png)

In the InKoM system the manager can use the topic map application which allows relations between analyzed topics to be shown. This approach can be very useful for managers, because it is difficult a priori to identify causes that show by using only the balance sheet or other financial reports.

To interpret financial reports correctly, many measures and ratios need to be examined that either directly or indirectly influence the final result. Visualizing the relationships explicitly not only it makes the interpretation of indicators easier, but also contributes to finding out explanations of the current values of indicators. The topic map provides a user-friendly interface which allows managers to navigate easily from topic to topic in an interactive manner. Therefore various types of associations are visualized in different ways. For example, the lines which have the same relation are visualized in different ways. For the lines which have the same relation have the same color. This enables an easy overview of concepts, visualisations and navigation of hierarchical structures, whilst also providing short definitions on each topic. Managers can delete non relevant branches of the graph or expand interesting ones.

VI. SUMMARY AND FUTURE WORK

In this paper, the approach to developing the ontology of InKoM was presented. The created ontologies are currently integrated in the TETA BI system and will be soon available in beta version. In the next step of the project, the effectiveness of the final system will be examined and assessed by SME managers. Further studies will be conducted on, among others, representation and interpretation of financial indicators, such as NPV and IRR, and methods specific to IT investment, such as TCO.
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Abstract—The authors of this paper present an approach to trading strategy design for a multi-agent system which supports investment decisions on the stock market. The individual components of the system, the functionalities, and the mechanism of assessing the individual agents are briefly described. The main component, the supervisor agent, uses as a strategy a consensus method to reduce the level of investment risk. This method allows the coordination of the work of agents, and on the basis of decisions provided by the agents, and presents trading advice to the investor. The strategy testing has been done on FOREX quotes, namely on the pair EUR/USD. The results of the research are described and the directions of the further development of the platform are provided in the conclusion.

I. INTRODUCTION

GENERALLY, the algorithms used in stock trading decision support systems can be based on mathematics, statistics, economics, or artificial intelligence [1;2;3;4;5;8]. Investing in financial instruments is always related to the occurrence of risk as the uncertainty of the future performance of investments. This uncertainty occurs due to links between the functioning of the capital market and factors such as the economic policy of the Government, the level of interest rates, exchange rates, or phases of the business cycle.

A very important element of risk management is to measure these risks, to estimate the level of risk that is being taken in relation to the size of the capital which is at the disposal of the investor, as well as the investment limits. In general, the risk measures can be divided into three basic categories [8]:

- volatility measures (i.e. average deviation, average coefficient of variation),
- sensitivity measures (i.e. beta coefficient, delta coefficient),
- downside measures (i.e. Value at Risk).

In order to reduce the risk, diversification is applied. That is, investing in different types of instruments as well as various instruments of the same type. The diversity of investment reduces the risk of the instrument with the greatest level of risk, however, but on other site also lowers the expected investment rate of return. Another technique to reduce the level of risk is to take investment decisions with the use of multiple methods at the same time.

The aim of this paper is to present the trading strategy in a multi-agent system which avoids risky investment decisions due to the integration and cooperation of the agents. In the design of our system, called A-Trader, the accuracy of predictions, the orientation on online trading, the improvement of the financial knowledge base, and the ability to adapt to the changing market environment were all important requirements.

The paper is divided into three main sections. The first one presents the functional architecture of the system. The individual components of the system and the manner of communication between them are discussed. In the second, the consensus strategy used by the Supervisor agent to reduce the level of investment risk is described. The last part is a description of the results of the Supervisor strategy testing and performance analysis on the FOREX quotes. In conclusion, the further development direction of the A-Trader system are also described.

II. MULTI-AGENT SYSTEM – ARCHITECTURE AND FUNCTIONS

The key ideas of A-Trader have been already detailed in our previous papers [9;10]. As a brief reminder: the A-Trader architecture in fig.1 sketches the main agents and components, namely: Notification Agent (NA), Historical Data Agent (HDA), Cloud of Computing Agents (CCA), Market Communication Agent (MCA), User Communication Agent (UCA), Database System (DS), Supervisor (S).

Let us describe briefly each agent of the system. The Notification Agent (NA) ensures efficient communication within the system. The Notification Agent forwards the information on the status change of a given agent to all agents that are recorded in the Notification register as the clients/observers of its signals. The notification is performed by triggering an appropriate Web method (SOAP) in all the agents from the list of listeners to the indicated signal. Next, it records the information on the status change of the
Notification Agent in the database. This capability of the Notification Agent makes the system flexible and scalable, provides the possibility to add and remove agents easily, and ensures the independence of the system from the physical position of the agent. Notification Agent sends the Base Agents and Intelligent Agents signals (decisions) to the Supervisor Agent. On the basis of these decisions, the Supervisor strategies are realized.

Another system agent downloads financial data from the Database System (SD) and delivers them to the agents according to their needs. This is the role of the Historical Data Agent (HDA).

The next system component is the Cloud of Computing Agents (CCA), consisting of Basic Agents Cloud (BAC), Intelligent Agents Cloud (IAC), and User Agents Cloud (UAC).

The Basic Agents Cloud (BAC) is a group of agents which pre-process data and compute the basic technical analysis indicators. The agents which possess their own knowledge base, which can learn and change their parameters and their internal state, create another component of the agents cloud, called the Intelligent Agents Cloud (IAC). This group of agents includes all the solutions based on artificial intelligence (genetic algorithms, neural networks, expert systems, etc.), agents analyzing text messages, agents observing user behaviour. The result of the operation of Basic Agents and the Intelligent Agents are the decisions which are transferred to the Supervisor Agent.

The User Agents Cloud (UAC), in turn, is the cloud containing the agents created by external users. Separating this part of the system provides the possibility of integrating the User Agents with the system without the necessity of installing the agent on the servers.

The communication of the system with the external environment is ensured by the Market Communication Agents (MCA). On the one hand, these agents supply the news from financial markets and quotations of the available securities. On the other hand, they are responsible for performing open and close position orders.

Fast and easy visualisation of the results of the agents is an important aspect in verifying the correctness of its operation. Such visualisation is possible in the system due to the User Communication Agents (UCA). The Communication Agent allows the user to communicate its own recommendations to the Intelligent Agents. It enables the change of the parameters of a selected agent or the suggestion for the Supervisor on which mechanisms are supposed to influence investment decisions, and to what extent.

The key component of the system is the Supervisor (S). The main goal of this agent is to generate profitable trading advice that reduces the investment risk. The supervisor, by using different strategies, coordinates the computing on the basis of decisions generated by Basic and Intelligent agents, and provides the final decision to the trader. Fig. 2 presents the general functional schema of A-Trader. A few strategies were developed in the system such as the consensus strategy, the rule-based strategy, and the evolution-based strategy.

![Fig. 1 A-Trader system architecture](source: Own work)
The strategies operate on the following assumptions:

1. **Cloud of computing agents – Buy/sell decision agents**, the intelligent programs, which, on the basis of the signals received from the Notification Agent, take the specified decision on buy/sale. Each agent has been implemented with a different method of computation and decision making. Buy/sell decision agents send the decisions to Notification Agent.

2. **The Supervisor Agent – functions on the basis of the strategies that allow the determination of the final decisions on the basis of separate decisions generated by individual agents (read from Notification Agent), which are to be presented to the users (Traders). As a consequence, it is possible to reduce the level of risk associated with investing in a financial instrument.**

3. **Users – mostly traders who invest on financial markets, or bots (automatic traders).**

The multi-agent system is composed of the agents being capable of generating independent decisions. These may be mutually consistent or completely contradictory decisions. Such mutually exclusive decisions are e.g. the open and close positions generated by two independent agents at the same time. The conflicts are resolved by the Supervisor, which observes the decisions of all the Cloud of Computing Agents and the Intelligent Agents, and assesses their effectiveness in investing and risk. The Supervisor determines which agents are taken into consideration when making an investment decision and whose advice is ignored based on the collected information.

The Supervisor may apply various strategies to generate the final trading decision. In the paper, the consensus method is detailed and tested. The relevant literature [13] defines consensus as an agreement and originates from choice theory. Consensus is based on the existing solutions to a given problem, is very close to them, but does not have to be one of these solutions. Hence, the financial decision presented to the user is a decision formed on the basis of the generated trading decisions [11].

The consensus is elaborated in three major stages. In the first stage it is necessary to carefully examine the structure of the set of financial decisions. In the second stage it is necessary to define the distance functions among particular decisions. The third stage is an elaboration of consensus algorithms that generate a decision, that the distance between this decision (consensus), and the individual decisions is minimal (according different criteria) [12].

The specificity of the problem being solved (a large set of open and close position signals) due to the dynamically changing market environment, the implementation requires an extremely high performance of the system. Therefore, from a software point of view, to make the implementation easier, each agent is activated within its container, which isolates it from the environment and which encapsulates the communication with the Notification Agent. Note that multiple containers may be activated on one machine.

The objective of the isolated agents and their transfer to the cloud is to ensure asynchronous cooperation and to enable the performance of specialised operations on the dedicated environment. For example, computing algorithms may be performed synchronously on the computers equipped with multi-processor NVIDIA graphic cards.

### III. ‘SUPERVISOR - CONSENSUS STRATEGY’

The consensus method was implemented as one of the main strategies of the Supervisor. The consensus algorithm runs automatically after providing the decision advices by individual agents.

Each financial decision must be represented by using a concrete structure (the first stage of consensus determining). Such structure was defined in work [6]. In our system, the financial decision consists in a trading position relating to a given quote, such as EUR/USD, USD/GBP, etc. The formal definition of this structure is the following:

**Definition 1.**

Decision $P$ about finite set of financial instruments $\mathcal{E} = \{e_1, e_2, \ldots, e_N\}$ is defined as a set:

$$P = \langle EW^+ \rangle, |EW^r|, |EW^-|, Z, SP, DT \rangle \quad (1)$$

where:

1) $EW^\pm = \langle e_o, pe_o, \langle e_q, pe_q, \ldots, \langle e_p, pe_p \rangle \rangle$
Couple \( \langle e_x, p_x \rangle \), where: \( e_x \in E \) and \( p_x \in [0,1] \) denote a financial instrument and this instrument’s participation in set \( E^+ \).

Financial instrument \( e_x \in E^+ \) is denoted by \( e_x^+ \).

The set \( E^+ \) is called a positive set; in other words, it is a set of financial instruments about which the agent knows the decisions to buy, and the volume of this buying.

1) \( E^+ = \{ e_1, p_1 \}, \{ e_2, p_2 \}, \ldots, \{ e_n, p_n \} \).

Couple \( \langle e_x, p_x \rangle \), where: \( e_x \in E \) and \( p_x \in [0,1] \) denote a financial instrument and this instrument’s participation in set \( E^- \).

Financial instrument \( e_x \in E^- \) will be denoted by \( e_x^- \).

The set \( E^- \) is called a neutral set, in other words, it is a set of financial instruments, about which the agent does not know that buy or sell. If these instruments are held by an investor, that they should not be sold, or if they are not in possession of the investor, should not be bought by them.

2) \( E^- = \{ e_1, p_1 \}, \{ e_2, p_2 \}, \ldots, \{ e_n, p_n \} \).

Couple \( \langle e_x, p_x \rangle \), where: \( e_x \in E \) and \( p_x \in [0,1] \) denote a financial instrument and this instrument’s participation in set \( E^- \).

Financial instrument \( e_x \in E^- \) will be denoted by \( e_x^- \).

The set \( E^- \) is called a negative set; in other words it is a set of financial instruments of which the agent knows that these elements should sell.

3) \( Z = \{ e_1, p_1 \}, \{ e_2, p_2 \}, \ldots, \{ e_n, p_n \} \).

Couple \( \langle e_x, p_x \rangle \), where: \( e_x \in E \) and \( p_x \in [0,1] \) denote a financial instrument and this instrument’s participation in set \( Z \).

Financial instrument \( e_x \in Z \) will be denoted by \( e_x^- \).

The set \( Z \) is called a knowledge conflict of these agents. This conflict is generated by different agents working in a system. We call a set of such decisions a profile and define it as follows [7]:

Definition 2.

E set of financial instruments \( E = \{ e_1, e_2, \ldots, e_n \} \) is given. In the case of A-Trader it is a set of pairs of currencies, e.g. EUR/USD, USD/GBP.

A profile \( A = \{ A^{(1)}, A^{(2)}, \ldots, A^{(M)} \} \) is called a set of M decisions of finite set of financial instrument E, such that:

\[
A^{(1)} = \{ \{ EW^+ \}^{(1)}, \{ EW^- \}^{(1)}, \{ Z \}^{(1)}, SP^{(1)}, DT^{(1)} \} \\
A^{(2)} = \{ \{ EW^+ \}^{(2)}, \{ EW^- \}^{(2)}, \{ Z \}^{(2)}, SP^{(2)}, DT^{(2)} \} \\
\ldots \\
A^{(M)} = \{ \{ EW^+ \}^{(M)}, \{ EW^- \}^{(M)}, \{ Z \}^{(M)}, SP^{(M)}, DT^{(M)} \} \quad (2)
\]

In the case of A-Trader the profile is a set of decisions generated by Base Agents and Intelligent Agents. On the basis of these decisions, the Supervisor strategy is executed.

At the A-Trader system, the values Z, SP are provided by Base Agents and Intelligent Agents (e.g. by using statistical forecasting methods, or artificial intelligence methods) or by Supervisor (e.g. on the basis of agent performance evaluation). The values DT are generated, by all agents, together with the signals (decisions).

The Supervisor strategy is carried out according to the following consensus algorithm:

Algorithm 1.

Data: The profile \( A = \{ A^{(1)}, A^{(2)}, \ldots, A^{(M)} \} \) consists of M agents’ decisions.

Result: Consensus

\( CON = \{ CON_1, CON_2, \ldots, CON_z, CON_{SP}, CON_{DT} \} \) according to A. The consensus is a decision generated by the Supervisor Agent. This decision consists of the same attributes as the decision of the agents (e.g. \( CON \), mean consensus of the \( E^+ \) set), but the values of these attributes differ.

Begin

1: \( CON \), \( CON_1, CON_2, \ldots, CON_z, CON_{SP}, CON_{DT} = 0 \)
2: \( j = 1 \)
3: \( i = + \)
4: If \( t_i(j) > M/2 \) then \( CON_i := CON_i \cup \{ e_j \} \)
5: Go to: 6.
6: If \( i = \pm \) then \( i := - \)
7: If \( i = - \), then Go to: 6
8: Go to: 4.
9: If \( j < N \) then \( j := j + 1 \) Go to: 3
10: If \( j = N \) then Go to: 7
11: \( i := Z \)
12: Determine \( pr(i) \)
13: If \( i = Z \) then \( i := SP \)
14: If \( i = SP \) then \( i := DT \)
15: If \( i = DT \) then End
16: Go to: 8.

End

The computational complexity of this algorithm is \( O(3NM) \).

The presented algorithm of consensus proposes a decision to the trader, who does not need to think about the choice of decision generated by Basic Agents and Intelligent Agents, which significantly reduces the time it takes to make a decision. Since a decision is taken on the basis of multiple
agents’ decisions, it also reduces the risk of taking this decision, because it eliminates the possibility to make an incorrect decision by one of the agents a-Trader system agents.

The verification of the Supervisor strategy is presented in the next section of the article.

IV. EXPERIMENTS

FOREX (Foreign Exchange Market) is the market where one currency is traded for another. It is one of the largest markets in the world. Currencies are traded against one another in pairs. For instance, the quotation EUR/USD (EUR/USD) 1.3465 is the price of the euro expressed in US dollars, meaning 1 euro = 1.3465 dollars. To evaluate the Supervisor performance the pair EUR/USD is chosen from the FOREX market. In the evaluation the following assumptions have been imposed:

1. The minute-by-minute quotations EUR/USD are randomly selected, covering the following periods:
   I. 17-04-2013 hours: 12:47 to 15:00,
   II. 30-04-2013 hours: 18:36 to 23:16,
   III. 08-05-2013 hours: 21:45 to 23:34,
   IV. 09-05-2013 hours: 00:00 to 2:50.
   For instance, Fig. 3 presents a quotation of the pair EUR/USD in period IV.

2. During verification, the Supervisor uses the decisions (signals buy-value: 1, sell-value: -1, remain unchanged-value: 0) generated by program agents, which operate on the basis of a combination of technical analysis indicators (i.e., agent no. 1 taking decisions on the basis of RSI, Stochastic Oscillator, MACD indicators combination, agent no. 2 – CCI, WILLIAMS, OBV, etc.). Due to the computational complexity and time constraints, the experiment was illustrated in the article by the Supervisor’s signals generated by 6 agents.

3. Final Buy-Sell decisions are taken on the basis of the Supervisor’s signals (fig. 4).

4. It is assumed that the initial trader capital equals 1000 USD, and that the investment rate of return shall be calculated as the difference between the initial capital and the amount that the investor will have after the last sales in a given period. The rate of return is expressed in (USD).

5. No transaction costs are taken into consideration.

6. Money management – assume that in each transaction, the investor commits 100% of capital. Money management strategy can be set by the user. The investor invests every time 1000 USD - leverage 10:1.

7. Performance evaluation is based on following ratios:
   a) the number of transactions,
   b) gross profit,
   c) gross loss,
   d) total profit,
   e) the number of profitable transactions,
   f) the number of profitable transactions in a row,
   g) the number of unprofitable transactions in a row,
   h) the average coefficient of variation is the ratio of the average deviation of the arithmetic average multiplied by 100% and is expressed:

\[ V = \frac{s}{E(r)} \times 100\% . \]  

where:

- $V$ – average coefficient of variation,
- $s$ – average deviation of the rate of return,
- $E(r)$ – arithmetic average of the rate of return.
i) Value at Risk – the measure known as value exposed to the risk - that is the maximum loss of the market value of the financial instrument possible to bear in a specific timeframe and at a given confidence level [2].

\[ \text{VaR} = P \cdot O \cdot k \]  \hspace{1cm} (4)

where:
- \( P \) – the initial capital,
- \( O \) – volatility - standard deviation of rates of return during the period,
- \( k \) – the inverse of the standard normal cumulative distribution (assumed confidence level 95%, the value of \( k \) is 1.65).

8. The results obtained by the Supervisor have been compared with the passive strategy Buy-and-Hold and the benchmark using EMA.

The test was carried out in the following way:
1. On the basis of the quotation from the first period, each agent referred to when to buy and when to sell a currency EUR/USD.
2. Next, taking into consideration the decisions of all the agents, the consensus was determined.
3. The performance of the Supervisor and benchmarks Buy-and-Hold and EMA are reported.
4. Next, the steps 1 to 4 were repeated using the next periods of the financial time series.
5. In the final stage, the performance ratio values were calculated corresponding to rates of return resulting from all decisions generated by the Supervisor, Buy-and-Hold and EMA strategies (not only of the final rates of return, but with all the rates of return calculated after each sale decision).

Comparison of final capital and rates of return obtained are shown in table 1.

<table>
<thead>
<tr>
<th>period</th>
<th>Consensus</th>
<th>B &amp; H</th>
<th>EMA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rate of return [USD]</td>
<td>Rate of return [%]</td>
<td>Rate of return [USD]</td>
</tr>
<tr>
<td>I.</td>
<td>10.59</td>
<td>0.011</td>
<td>-19.01</td>
</tr>
<tr>
<td>II.</td>
<td>19.09</td>
<td>0.019</td>
<td>11.10</td>
</tr>
<tr>
<td>III.</td>
<td>4.56</td>
<td>0.005</td>
<td>3.50</td>
</tr>
<tr>
<td>IV.</td>
<td>6.84</td>
<td>0.007</td>
<td>-0.23</td>
</tr>
<tr>
<td>average</td>
<td>10.27</td>
<td>0.010</td>
<td>-1.16</td>
</tr>
</tbody>
</table>

Source: Own work.

Summing up the results obtained through the use of the consensus method, in each period, a higher rate of return is shown compared with the decisions generated by the Buy-and-Hold and EMA. It should also be noted that the average rate of return of the Supervisor's decision is positive (profit), while the average rate of return of the Buy-and-Hold and EMA is a negative value (loss).

The performance analysis (table 2) shows that the Supervisor generated a smaller number of transactions than using the EMA, but with the EMA, however, the gross profit from these transactions is higher than the gross profit generated by EMA and Buy-and-Hold.

At the same time, the gross loss generated by the Supervisor is relatively lower in comparison with the benchmarks. It should also be noted that the Supervisor conducted a 93.33% profitable transactions (Buy-and-Hold 50%, EMA 47.06%). Important is also the fact that the Supervisor does not generate a series of unprofitable transactions in a row, but for instance the EMA generated such transactions. Analyzing the risk of decisions, it can be
noticed that the use of consensus methods by the Supervisor allows the lowest level of risk investment. The value of Average coefficient of variation equals 6.29%, while for Buy-and-Hold equals 7.95%, and for EMA 10.51%, instead. The Value at Risk of decisions generated by the Supervisor was 8.26 USD, which means that using the consensus method the trader can lose up to 8.26 USD in about a 2 hours period. Regarding Buy-and-Hold and EMA, this value was appropriately 18.30 and 18.53.

The verification of using the consensus method by the Supervisor agent therefore suggested that the decisions supported by the A-Trader system are the decisions which allow the investor to get satisfactory investor’s results. It should be noted, of course, that the consensus method will not necessarily always get the highest rate of return. However, it can be assumed that, as a general rule, it allows the investor to obtain a lower level of risk associated with the investment. Note that if an investor had to make the choice which agent has to “listen to”, then, assuming that the probability of selection of the agents by the investor is the same, he could more often choose a decision (hint) of an agent that allows one to get a lower rate of return. Besides, the evaluated agents using simple indicators are characterised by the large disparity in rates of return, confirming, for example, the value of the average coefficient of variation of EMA or Buy-and-Hold.

In conclusion, we can say that financial decisions generated by the consensus method allow to get a higher rate of return in comparison to benchmarks such as Buy-and-Hold and EMA, and get a faster determination of the decision, than if the investor takes the decision himself, among the decisions generated by the agents. Currently, due to the turbulent economic environment, investing in financial instruments must be carried out in close to real time. First and foremost, however, the use of consensus algorithms by the Supervisor allows the investor to decrease the level of risk related to financial instrument investing. Therefore, it also increases the level of usefulness of the decisions, and this can bring the user satisfying benefits.

It should be noted that the agents that were used in this experiment applied only to technical analysis indicators. It should be stressed that the A-Trader system gives a possibility of implementing the agents using fundamental analysis, or behavioral analysis. Work on the extension and variety of the agents’ knowledge is in progress.

V. CONCLUSION

The first attempts to implement a multi-agent environment proved encouraging. The Supervisor decreased the investment risk by restricting the independent operations of more risk-taking agents for joint decisions of the entire environment. The cooperating agents made profitable decisions more frequently and close the loss-generating positions considerably earlier.

It should be stressed that the goal of multi-agent financial decision support systems, also the A-Trader system, is not only to maximize the rate of return on investment, but also to limit the level of risk associated with this investment. Taking into account the EUR/USD quotation dealt with in the article, it can be concluded that the level of risk is associated with, among other things, the fact that the financial situation of the euro depends on the economic and political situation in many countries. Whereas the dollar depends on a variety of government regulations and the United States engagement in the world economy.

Of the experiment in the article, it can be concluded that the use by the Supervisor of the consensus method makes it possible to lower the level of investment risk in consequence.

### Table 2. Results of Performance Analysis

<table>
<thead>
<tr>
<th>Performance ratio</th>
<th>Supervisor - Consensus</th>
<th>B &amp; H</th>
<th>EMA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of transactions,</td>
<td>15</td>
<td>4</td>
<td>34</td>
</tr>
<tr>
<td>Gross profit</td>
<td>41,54 USD</td>
<td>14,60 USD</td>
<td>27,60 USD</td>
</tr>
<tr>
<td>Gross loss</td>
<td>-0.46 USD</td>
<td>-19.24 USD</td>
<td>-40.59 USD</td>
</tr>
<tr>
<td>Total profit</td>
<td>41.08 USD</td>
<td>-4.64 USD</td>
<td>12.99 USD</td>
</tr>
<tr>
<td>Number of profitable transactions (%)</td>
<td>14 (93,33%)</td>
<td>2 (50%)</td>
<td>16 (47,06%)</td>
</tr>
<tr>
<td>Number of profitable transactions in row</td>
<td>8</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>Number of unprofitable transactions in row</td>
<td>1</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>Average coefficient of variation</td>
<td>6.29%</td>
<td>7.95%</td>
<td>10.51%</td>
</tr>
<tr>
<td>Value at Risk</td>
<td>8.26 USD</td>
<td>18.30 USD</td>
<td>18.53 USD</td>
</tr>
</tbody>
</table>

Source: Own work
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This can lead the investor to achieve a satisfactory investment rate of return.

The platform allows the implementation of different, intelligent or behavioral Supervisor strategies. The described multi-agent system makes testing and validating these new algorithms easier by supplying the basic functionalities and data. It enables the concentration of work on constructing new Supervisor strategies without being concerned about the basic data and message supply mechanisms.

The A-Trader platform is now in the testing and expansion phase. The number and scope of the applied methods is being continuously expanded. New agents based on the recent methods are created. Of course, to obtain more objective conclusions about the consensus strategy, the tests should be done on a longer periods, with other quotes.
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Abstract—Horizon scanning is being increasingly regarded as an instrument to support strategic decision making. It requires the systematic examination of information to identify potential threats, emerging issues and opportunities to improve resilience and decrease risk exposure. Horizon scanning can use the Web to augment the acquisition of information, though this involves a search for novel and emerging issues without knowing them beforehand. To optimise such a search, we propose the use of relevance feedback, which involves human interaction in the retrieval process so as to improve results. As a proof-of-concept demonstration, we have carried out a horizon scanning exercise which showed that our implementation of relevance feedback was able to maintain the retrieval of relevant documents constant over the length of the experiment, without any reduction. This represents an improvement over previous studies where relevance feedback was not considered.

1 INTRODUCTION

The use of the World Wide Web for futures research has been gaining increasing attention [1-3]. Largely, the aim of futures research is to anticipate and prepare for new and changing risks, and to consider the implications that emerging issues will have on the distribution of resources and existing priorities. Given the current environment of change and uncertainty, both public and private sectors have identified the need to strengthen futures research and integrate it into strategic thinking and planning.

In the UK, the importance of futures research has been highlighted by a series of perceived failures in science and policy, such as the failure to recognise the concerns of the public about genetically modified crops until they emerged in the media, and the inadequate reaction to the outbreak of the foot/hoof and mouth disease in 2001 [4]. As a consequence of these setbacks, the UK Government has emphasised its use of horizon scanning, “the systematic examination of information to identify potential threats, risks, emerging issues and opportunities, beyond the Parliamentary term, allowing for better preparedness and the incorporation of mitigation and exploitation into the policy making process” [5]. Explicit objectives of horizon scanning are to anticipate issues, accumulate reliable data and knowledge about those issues and thus inform policy making and implementation [6].

Data collection associated with horizon scanning has blossomed with the availability of electronic databases and Web search engines. Regrettably, the process of searching for potential threats and emerging issues is not transparent. While searching is a retrieval process where the searcher knows in advance what she is looking for, horizon scanning is a process where we are trying to discover what is novel and surfacing without knowing it ahead of time. As explained by Palomino et al [7], we have access to “search engines” on the Web, but not to “scanning engines”.

The impossibility of establishing precisely what is being sought before beginning the search makes it difficult to formulate information queries that are well designed for horizon scanning purposes. This suggests that the first retrieval operation involved in the process of scanning the horizon should be conducted with a tentative, initial query, and should be treated as a trial only, designed to locate a few useful items, which could then be examined for relevance so that later on new and improved query formulations can be constructed with the expectation of retrieving additional useful items in subsequent search operations. This is the reason why we have decided to explore the use of a controlled, automatic process for query reformulation, namely, relevance feedback, a technique utilised by some information retrieval systems [8].

The aim of this paper is to assess the use of relevance feedback as part of a horizon scanning system. To this extent, the remainder of this paper is organised as follows: Section II reviews related work on relevance feedback and briefly outlines previous research on Web-based horizon scanning. Section III details our implementation of relevance feedback in the context of a horizon scanning prototype which we are employing as a proof-of-concept demonstration. Section IV discusses a horizon scanning exercise that was conducted for a European Union Framework 7 project in association with RAL Space [9]—a world-class space research centre—to review current and future technologies for detecting and monitoring diseases in vegetation. We used this exercise as a case study to test our implementation of relevance feedback. Section V reports on the evaluation of the results of RAL Space’s exercise, and, finally, Section VI states our conclusions.
II RELATED WORK

Relevance feedback has been extensively studied since its development in the mid-1960s [8, 10-12]. It refers to an interactive process that helps to improve retrieval performance: when a user submits a query, an information retrieval system would first return an original set of documents that satisfy the query and then ask the user to judge whether these documents are relevant or not; after that, the system would reformulate the query based on the user’s judgments, and return a new set of documents. To some extent, relevance feedback is an alternative to save users from articulating queries in a trial-and-error manner.

Most of the research on relevance feedback undertaken thus far has approached its implementation as a supervised learning problem [8, 10, 11], where the key is to optimally balance the original query and the feedback information [13]—a special track to look into the effects of different factors on the success of relevance feedback has been organised by the Text Retrieval Conference (TREC) [14]. However, the use of relevance feedback in the context of horizon scanning has not been investigated yet. References to the applications of horizon scanning and the results of specific scans keep growing [4, 6, 15-21], as the interest in the subject increases, but only a few academic papers describe the methodology to carry out an automated scan [7, 22, 23], and the combined use of horizon scanning and relevance feedback has not been documented until now.

Shaping Tomorrow [24] and Recorded Future [25] are two private firms using Web-based scanning tools. Shaping Tomorrow helps organisations make better decisions through anticipating and preparing for the future. It uses a variety of manual, semi-manual and automated scanning processes to track and share information from around the world. It is first supported by a virtual network of volunteer and client researchers who “scan the scanners”—experts in the field—for material. Shaping Tomorrow also employs its own purpose-built Web-robot to scrape high value future websites and its service has accumulated 100,000 scan hits on emerging change, gathered over ten years from 5,000 plus sources, and 3,600 issues—trends, uncertainties and surprises—evidenced and linked to the scan hits. Shaping Tomorrow will soon release software to read the scan hits from RSS feeds and / or received e.g., via selected sources such as, online scientific, peer-reviewed literature and news websites, which were sources of high importance for the work with RAL Space that we will describe in Section IV. Key parts of the retrieved information may be extracted and later on categorised. Afterwards, the information is often archived in a database. Periodically, outputs are presented to decision makers or used to write up reports or newsletters.

III RELEVANCE FEEDBACK

In the public sector, horizon scanning has proved useful to identify new and emerging health technologies [20, 27, 28]. However, due to the large amount of information published online, it is difficult to recognise valuable data [29]. In an attempt to establish how exactly the Web should be used in health technology assessments, Douw et al [27] circulated a questionnaire among organisations known to use the Web for horizon scanning purposes. The questionnaire focussed on the type of websites scanned, the frequency of the scanning, and the importance of the Web for the identification of new health technologies. Responses to the questionnaire indicated that the organisations surveyed found new information through word of mouth, and links found on websites that they monitor continuously. Even though this highlights the importance of personal networking in horizon scanning, and the expertise of the scanners to choose the best links to follow, our work is directed towards the automation of the human-intensive practice of detecting and summarising emerging information. Hence, rather than surveying organisations, we have concentrated on the methodology to carry out a Web-based scan of the horizon.

Our methodology for Web-based horizon scanning comprises several interlinked components, as described by Palomino et al [7]: emerging information is retrieved—manually or otherwise—and / or received e.g., via selected RSS feeds—from a variety of Web-based sources such as, online scientific, peer-reviewed literature and news websites, which were sources of high importance for the work with RAL Space that we will describe in Section IV. Key parts of the retrieved information may be extracted and later on categorised. Afterwards, the information is often archived in a database. Periodically, outputs are presented to decision makers or used to write up reports or newsletters.

The main idea behind our implementation of relevance feedback consists of choosing important keywords attached to certain previously retrieved documents that have been characterised as relevant by the users, and of enhancing the importance of those keywords in future queries. Correspondingly, keywords included in previously retrieved non-relevant documents could be deemphasised in any future query formulation. Ideally, the effect of this query alteration process is to “steer” the query in the direction of the relevant documents and away from the non-relevant ones, with the expectation of retrieving more useful and fewer non-useful documents in later steps of the search.

Figure 1 shows a general Web-based horizon scanning approach for strategic decision support that uses relevance feedback. It accentuates the importance of the continuous scanning, noting that the processes of retrieving documents, and analysing, categorising and archiving information are iterated as part of a continuous process—static or sporadic scans become outdated quickly. The outputs of horizon scanning can be interfaced with further tools for opportunity and risk analysis [14] and scenario development.
Relevance feedback offers the following advantages to the analysts in charge of scanning the horizon:

(i) It frees the analysts from the details of the query formulation process—especially in late stages of the search.
(ii) It splits the search into an organised sequence of steps to reach the desired information gradually.
(iii) It devises useful queries without former analysis of the availability of data on the Web.
(iv) It features a controlled query alteration process designed to emphasise some keywords and deemphasise others, as required to accomplish a particular search.

Relevance feedback was originally developed as a technique to be used in conjunction with vector queries—i.e., queries represented by vectors with as many entries as keywords comprised in the query. Each entry refers to a “weight” symbolising the importance of the corresponding keyword within the query. For example, a particular query $Q$ composed of $n$ keywords may be written as:

$$Q = (w_1, w_2, ..., w_n),$$

where $w_i$ is the weight of the $i$-th keyword. Keyword weights are restricted to the range 0 to 1, where 0 means the corresponding keyword is absent from the query and 1 means it is so critical to the query that it has a full weight.

Given a vector such as $Q$, the relevance feedback process starts by generating a new vector

$$Q' = (w'_1, w'_2, ..., w'_n),$$

where $w'_i$ represents a modified weight for the $i$-th keyword in the query—new keywords can be introduced to the query, and old keywords can be removed by reducing to 0 its weight. The process continues by creating yet another vector $Q''$ by modifying the weights of $Q'$ according to new feedback, and so on and so forth until the required documents are found or the process reaches a pre-established number of iterations. Graphically, the relevance feedback process can be depicted as a relocation of the query vector from one place to another in the $n$-dimensional space defined by the $n$ keywords under consideration.

A poorly conceived query reformulation can result in deterioration in retrieval performance [30]. Hence, a suitable set of keywords to search for information should be selected at each step in the process. We always choose our keywords with the support of software for the automatic extraction of keywords. Specifically, we use Yahoo!’s Content Analysis Web Service [31].

Normally, a scan of the horizon begins by defining the goals of the scan with a few sentences. We then submit those sentences to Yahoo!’s Content Analysis Web Service to automatically extract keywords—when available, entire documents relevant to the scan, called seed documents, are submitted to extract keywords.
These keywords are used to create the initial queries to search the Web for information. Normally, these keywords are combined with terms and phrases such as new development, revolutionary, first time, and others which have been suggested by the UK Defence Science and Technology Laboratory (Dstl) as descriptors of emerging issues [32]. These combinations of automatically extracted keywords and descriptors of emerging issues constitute the queries employed to bootstrap the relevance feedback process—i.e., these are the queries whose formulation we will attempt to refine along the process.

Once we have retrieved a first list of documents as a result of releasing our queries, we proceed to collect feedback. Usually, an expert, or a group of experts, in the field of the scan, or the same people who developed the requirements for the scan, are asked to indicate, for each document in our results, whether it is relevant, very relevant or non-relevant. The documents that are marked as very relevant are submitted to Yahoo!’s Content Analysis Web Service to extract new keywords. Keywords that were not considered in the initial queries, but are at the top of the new list of keywords yielded by Yahoo!’s Content Analysis Web Service are added to the original keywords and used to formulate new queries—keywords at the top of the list are expected to be more characteristic of the documents submitted than those near the bottom [31].

For each document that we retrieve, we keep a record of the keywords that were included in the queries used to retrieve it—note that a particular document can be retrieved as a result of more than one query and therefore be associated with several keywords. The weights of keywords used in queries that retrieved documents that were marked as very relevant are increased by a factor proportional to the number of very relevant documents associated with them. Likewise, the weights of keywords associated with documents marked as non-relevant is decreased by a factor proportional to the number of non-relevant documents associated with them—see Figure 2. The weights of keywords associated with documents marked as relevant—but not very relevant—is not modified and remains the same for the following iteration.

Once the set of keywords has been amended to integrate the initial feedback received, and the weight of each keyword has been adjusted to reflect the number of relevant, very-relevant and non-relevant documents retrieved with them, we proceed to release new queries, whose formulation can be thought of as a refinement of the initial ones, and the entire process can be repeated again until we complete a pre-established number of iterations. To automate our search for documents on the Web, we programmatically released our queries via Google’s Custom Search API [33]. We chose Google’s Custom Search API, because Google is the most popular search engine [34]; yet, other engines with an API interface could be used too—in other words, we will focus on Google for testing purposes, but the approach described here is not restricted to a specific search engine.

Google has one of the largest databases of Web pages, including many types of documents—blog posts, wiki pages, group discussion threads—and document formats—PDF, Microsoft Word or PowerPoint documents, among many others. Despite the presence of all these types of documents and formats, Google’s method of ranking on the basis of the PageRank citation algorithm [35] often places relevant documents near the top of the search results, and Google’s Custom Search API allows us to query Google’s repository directly and frequently in an automated way. Indeed, the frequency with which we query Google’s repository can be adapted to the particular needs of the scan.

A. Queries with weighted keywords

A critical aspect of our relevance feedback implementation is the use of weights to express the importance keywords. Appropriately using those weights is what guarantees that our process reaches the desired information gradually; otherwise, the continuous extraction of keywords from newly retrieved documents would simply increase the number of keywords and queries, which would in turn increase the number of collected documents, without guaranteeing that we are actually gathering more useful information. Devising a way to adequately use the weights so that subsequent queries assign higher importance to keywords with greater weights is one of the most challenging features to accomplish.

Our implementation is based on using the weights of the keywords to decide how we should employ those keywords to look for documents:

(i) Keywords with low weights are used to search for documents that include the keywords anywhere in the text—not necessarily in prominent places.
(ii) Keywords with high weights are used to search for documents that include the keywords in their titles—according to Page et al [35], titles are more descriptive of the contents of a document than the rest of the text.
(iii) Keywords with very high weights are used to search for documents which are referenced to by hyperlinks whose text includes the keywords—Page et al [35] have stated that the text contained in the hyperlinks that point to a document, also known as the anchor text, link text, or link title, is greatly descriptive of the contents of the document referred to.

(iv) Keywords whose weights have been reduced to 0, which means that they have no relevance at all to the search, are preceded by the “minus” operator in our queries to explicitly indicate that they must not appear in the retrieved documents.

(v) All keywords have the same weight at the start, when the first search takes place and no feedback has been gathered yet. For the first iteration, all keywords are used to search for documents that contain them anywhere in the text.

(vi) Keywords that are meant to be descriptors of emerging issues—for instance, ground breaking and closer to reality—have constant weights that are never modified through the entire process. We always search for documents that contain these keywords anywhere in the text.

Our implementation of relevance feedback ensures that keywords with higher weights are looked for in places which are expected to have higher importance and therefore be more descriptive of the documents that contain them. Table I displays the association between weight ranges for keywords and the locations—hyperlinks, titles, or general text—where we search for those keywords to retrieve new documents that contain them.

### Table I. Keyword Ranges and Keyword Locations

<table>
<thead>
<tr>
<th>Weight range</th>
<th>Keyword location</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Nowhere in the document</td>
</tr>
<tr>
<td>(0.66, 1)</td>
<td>In the title</td>
</tr>
<tr>
<td>(0.33, 0.66)</td>
<td>Anywhere in the text</td>
</tr>
<tr>
<td>(0.0, 0.33)</td>
<td>In the anchor text</td>
</tr>
</tbody>
</table>

In order to illustrate the relevance feedback process in detail, we will use an example. The example derives from a horizon scanning exercise proposed by RAL Space in October 2012 and it is explained in the following section.

### IV RAL SPACE SCANNING EXERCISE

In October 2012, RAL Space, based at the Rutherford Appleton Laboratory (RAL), undertook a review for the European Union Framework 7 project Q Detect: Developing Quarantine Pest Detection Methods for use by National Plant Protection Organizations (NPPO) and Inspection Services [36]. In this review, RAL Space looked into current and future aerial platform technologies and instrumentation options for detecting and monitoring diseases in vegetation, and the mapping of pests through the use of aerial platforms.

The review aimed to assess the efficacy of remote sensing techniques—such as direct imaging and spectrally resolving reflected light—from different aerial platforms—ranging from small unmanned aircraft to low altitude satellites—to evaluate and monitor the health of plant life over long periods of time with little human inspection. The report was not meant to target specific plant diseases, but to provide an overview of various, if not all, potential diseases, whilst providing a thorough examination of the state-of-the-art in remote sensing instrumentation and platform technology.

As part of the review, RAL Space assessed how low, medium and high-altitude platforms integrated with high spectral and spatial resolution instrumentation could be used to come up with different performance metrics within a specific user requirement framework, which included cost, endurance, spatial resolution and frequency of measurement. RAL Space’s review contributed to compare the economic benefit and practical realisation of present and forthcoming technology to assist in the detection of quarantined disease remotely. Since decision making on the uptake and use of emerging technology for disease monitoring has to be supported by timely and high quality information, RAL Space made use of horizon scanning to produce the review.

The horizon scanning exercise began by establishing the seed documents. These documents—listed in Table II—were mostly academic papers chosen by RAL Space.

### Table II. Seed Documents

| Sharples, J.A. The Corn Blight Watch Experiment: Economic implications for use of remote sensing for collecting data on major crops: LARS information note 110173. |
The text of all the abstracts of the academic papers in Table II was submitted to Yahoo!’s Content Analysis Web Service, and a large list of keywords was produced in return. Together with an analyst from RAL Space, we chose the keywords that we considered most useful and grouped them into three different categories:

(i) Subject keywords, which refer to the main subject of RAL Space’s review—for example, crop monitoring and plant health.

(ii) Technology keywords, which refer to different technological alternatives for detecting and monitoring diseases in vegetation—for example, satellite and remote sensing.

(iii) Descriptors of emerging issues, which are keywords defined by Dstl to capture “fresh” information on relevant subjects.

Table III shows the precise set of keywords that we use to start the process. Combinations of these keywords produced a total of 140 queries: each query included one, and only one, keyword from each category. Those 140 queries were used to start the search.

**Table III. Initial sets of keywords**

<table>
<thead>
<tr>
<th>Subject</th>
<th>Technology</th>
<th>Emerging issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>crop disease</td>
<td>aerial platforms</td>
<td>breakthrough</td>
</tr>
<tr>
<td>crop monitoring</td>
<td>remote sensing</td>
<td>closer to reality</td>
</tr>
<tr>
<td>environmental monitor</td>
<td>satellite</td>
<td>first time</td>
</tr>
<tr>
<td>forest monitoring</td>
<td>unmanned aerial vehicle</td>
<td>ground breaking</td>
</tr>
<tr>
<td>plant health</td>
<td></td>
<td>novel</td>
</tr>
<tr>
<td></td>
<td></td>
<td>revolutionary</td>
</tr>
</tbody>
</table>

Although we set up our prototype to limit to 64 the number of results per query, this still allowed up to 8,960 documents to be retrieved for each automatic release of the 140 queries employed in the initial search—indeed, nearly 4,000 unique documents, approximately, were retrieved per iteration. It would be unmanageable for a RAL Space analyst to review all those documents, given the short time allocated to this activity. Hence, we committed to deliver 50 documents, exclusively, per iteration to RAL Space, because this was the number of estimated documents that could be reviewed by a RAL Space analyst per iteration.

We assumed that the documents of most importance—i.e., those of greatest relevance—would be the ones that consistently appear at the top of the search results. We thus presented a ranked list of documents to RAL Space, with the ranking being based on the number of times that the document was retrieved by Google’s Custom Search API over the course of each iteration—i.e., cumulative retrieval occurrences from programmatic releases of queries—see Palomino et al [22] for more details regarding the use of Google’s Custom Search API.

Once the top-ranked 50 documents per iteration were chosen, we divided them into three different categories: academic papers, news articles and standard documents. The academic papers comprised, mostly, peer-reviewed papers relevant to the scan. The news articles were, mostly, press releases and news articles available on the Web; and the list of standard documents consisted of documents retrieved as a result of our queries that were not published by news websites or online academic journals. All the documents that we delivered, regardless of the category, were published between 2010 and 2012, exclusively.

**V RESULTS**

We previously conducted a benchmarking study between September and October 2010 in collaboration with Lloyd’s of London [37], one of the global leaders in the insurance market. The goal of that study was to use our prototype for framing decision making on novel risks—specifically risks associated with space weather and how these might affect terrestrial and near-Earth insurable assets [22]. As part of the study, we were able to identify several documents that Lloyd’s Emerging Risks Group analysts considered very relevant to assess insurance exposure; yet, the number of very relevant documents retrieved per week decreased as the experiment progressed, while the number of non-relevant documents retrieved increased over the same period [22].

Table IV displays the precise numbers of very relevant, relevant and non-relevant documents retrieved weekly in our study with Lloyd’s of London—relevance feedback was not employed in that study and the relevance of the documents was evaluated according to the criteria developed by Lloyd’s analysts—see Palomino et al [22] for full details.

**Table IV. Lloyd’s evaluation results**

<table>
<thead>
<tr>
<th></th>
<th>Week 1</th>
<th>Week 2</th>
<th>Week 3</th>
<th>Week 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very relevant</td>
<td>29</td>
<td>19</td>
<td>11</td>
<td>5</td>
</tr>
<tr>
<td>Relevant</td>
<td>66</td>
<td>64</td>
<td>74</td>
<td>74</td>
</tr>
<tr>
<td>Non-relevant</td>
<td>5</td>
<td>17</td>
<td>15</td>
<td>21</td>
</tr>
</tbody>
</table>

Although there were reasons to justify why most of the very relevant documents retrieved in our Lloyd’s study were discovered in the first week, one of the major goals of the current study, and a motivation for our interest in relevance feedback, was to improve the performance of our prototype to make sure that the retrieval of relevant documents remains constant over the length of the experiment.

The scanning exercise undertaken with RAL Space comprised three iterations between 12 and 19 October 2012. Table V shows the exact number of very relevant, relevant and non-relevant documents retrieved per iteration. Table V shows that the number of very relevant documents decreased by one in the second iteration but then remained constant, which is an improvement over the results of the Lloyd’s experiment, where the number of very relevant documents decreased by 10 after the first set of results and kept decreasing afterwards—see the first row in Table IV.
As explained above, the 50 documents that we delivered per iteration to RAL Space were divided into academic papers, news articles and standard documents—all of them published between 2010 and 2012, exclusively. The specific breakdown per category and iteration is shown in Table VI.

<table>
<thead>
<tr>
<th>Category</th>
<th>Iteration 1</th>
<th>Iteration 2</th>
<th>Iteration 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Academic</td>
<td>8</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>Standard</td>
<td>6</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>News</td>
<td>2</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>Second iteration</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Academic</td>
<td>7</td>
<td>15</td>
<td>5</td>
</tr>
<tr>
<td>Standard</td>
<td>7</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>News</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Third iteration</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Academic</td>
<td>8</td>
<td>14</td>
<td>4</td>
</tr>
<tr>
<td>Standard</td>
<td>5</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>News</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

Due to the involvement of RAL Space in the Q-Detect project, academic papers were considered of particular importance for RAL Space’s review. Table VI shows that the number of very relevant academic papers discovered by our prototype decreased only in the second week—decreased by one—but remained almost constant for the entire length of the experiment, which shows the potential of relevance feedback for searches within online journals.

To further evaluate the performance of our prototype, we used precision, one of the most common measures for evaluating the performance of information retrieval systems [38]. Precision is defined as the fraction of retrieved documents that are relevant to the search. For this experiment, we computed precision by considering all the documents evaluated by the analyst as being relevant or very relevant to be at least relevant, and compared these to the total number of documents presented to RAL Space each week—i.e., 50. Table VII displays the precision of our prototype per iteration. The final column shows the overall precision value for the entire experiment—namely, 72%. Note that the precision of the prototype actually increased on a weekly basis. Also note that the number of non-relevant documents—as indicated in Table V—decreased over the experiment, though not by much.

### Table V. RAL Space Evaluation Results

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Very relevant</th>
<th>Relevant</th>
<th>Non-relevant</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>23</td>
<td>24</td>
</tr>
<tr>
<td>3</td>
<td>19</td>
<td>12</td>
<td>11</td>
</tr>
</tbody>
</table>

### Table VI. RAL Space Evaluation Results per Category

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Very relevant</th>
<th>Relevant</th>
<th>Non-Relevant</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>15</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>14</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

A possible explanation as to why the number of relevant documents decreased as the Lloyd’s experiment progressed is related to the timescale of the evolution of space weather documents on the Web. A period of four weeks might be insufficient to capture a significant number of additional newly published documents on space weather after our first search—i.e., after the first release of queries has been made. Consequently, the very relevant documents retrieved in the first week of the experiment were likely to be the most relevant ones for the entire experimental period of one month. To support this, we were able to verify that most of the documents marked as very relevant by Lloyd’s Emerging Risks Group analysts were discovered in the first week of the experiment, but we could not include them in the results for the first week because we were restricted to a maximum of 100 documents per week.

As opposed to the case of the Lloyd’s experiment, in the horizon scanning exercise undertaken with RAL Space, where we experimented with the use of relevance feedback, we can confirm that none of the documents delivered to RAL Space in the final iteration was discovered previously, and only two of the relevant documents delivered in the second iteration were discovered in the first week. The reason why we were able to find new documents and maintain the number of very relevant documents per week was that our relevance feedback implementation allowed us to modify the queries to reach different areas of the Web that we would not have been able to approach by releasing the same queries for all the iterations of the experiment.

Ideally, we would have liked to use recall as well to evaluate the performance of the prototype [38]. However, it is infeasible to measure recall for a Web-based system, since it is very difficult to determine all the existing documents on a given topic that are available online at a particular time. In addition, it should be noted that the horizon scanning prototype proposed here is not designed to return all relevant documents, but instead 50 documents per iteration.

### VI Conclusions

Relevance feedback provides a method for reformulating queries based on previously retrieved relevant and non-relevant documents. A simple vector modification process that adds new keywords to queries and scales up or down the importance of existing keywords seems very useful. In view of its simplicity, we recommend that this process should be incorporated into operational text retrieval for horizon scanning systems and applications. Poorly processed feedback may lead to deterioration in retrieval effectiveness, which is a major limitation for relevance feedback implementations, but, when properly employed, the overall precision is improved, as shown in Section V.
As an opportunity for future work, we are considering mining social networks—particularly Twitter—as a potential source of data for horizon scanning work. We are aware of the use of Twitter in financial applications, such as those employed by Derwent Capital Markets [40] and Palantir Technologies [41], whose foundations rely on the work by Bollen et al [42], and we realise that relevant information for horizon scanning that has been published originally by science and technology websites has appeared in Twitter streams. Thus, it is worth contemplating the monitoring of such streams for horizon scanning purposes.

ACKNOWLEDGMENTS

We are very grateful to Michael Jackson—founder member, ambassador and consultant of Shaping Tomorrow—for reading our manuscript and clarifying text on Shaping Tomorrow.

Palomino, Taylor and Depledge are staff at the European Centre for Environment and Human Health—part of the University of Exeter Medical School. This is part financed by the European Regional Development Fund Programme 2007 to 2013 and European Social Fund Convergence Programme for Cornwall and the Isles of Scilly.

REFERENCES

Software Implementation of Common Criteria Related Design Patterns

Dariusz Rogowski
Institute of Innovative Technologies EMAG ul. Leopolda 31, 40-189 Katowice, Poland
Email: drogowski@emag.pl

Abstract—Writing evidence documents for evaluation and certification processes according to the Common Criteria security standard is a very difficult, time-consuming and complex task. Nowadays there are only a few, limited solutions based on templates and software tools which can efficiently support developers in preparing evaluation deliverables. This paper describes the results of an R&D project whose aim was to work out a computer-aided tool with built-in design patterns. Firstly, according to all security assurance requirements the design patterns in a paper version were prepared. Secondly, they were verified and validated by the developers in order to make some amendments and improvements. The conclusions were used as the source of functional requirements for a computer-aided tool. As a result a complete computer system was designed which implements the design patterns, knowledge base, evaluation methodology, and additional external supporting software. That solution facilitates and speeds up the development of the evidence documentation.

I. INTRODUCTION

SECURITY features of IT products have received much attention in recent years due to quickly rising numbers of cyber-attacks on important data and information. That is why there is a big demand coming from governments and private users for trusted IT products countering such threats. These products can be more reliable thanks to the evaluation and certification of their built-in security functions. Assessment processes should be conducted by an independent licensed laboratory which can use a security standard with requirements for a product development and documentation.

Here, the Common Criteria for Information Technology Security Evaluation standard (referred to as “Common Criteria” or “CC” throughout this paper), also known as ISO/IEC 15408 [1]–[3], provides a set of development rules and evaluation requirements [4] for the security measures applied in IT products. The results of CC-based evaluation are accepted in countries which joined the Common Criteria Recognition Arrangement (CCRA). This arrangement allows end users to recognize certificates regardless of the country in which they were issued. Therefore the certified products of different vendors can be easily compared by the users which can choose the best option. On the other hand we should remember that CC does not define the product security features or functionality but it provides assurance that the process of specification, implementation and evaluation of the product has been made in a rigorous manner. This assurance is assigned to one of seven assurance levels reflecting the requirements met in the development process of the product.

The product is the subject of the evaluation against the given EAL requirements and then it is called the Target of Evaluation (TOE). Evaluation Assurance Level (EAL) reflects the degree of confidence a user can have in the results of the evaluation and performance of the TOE. The lower assurance levels, EAL 1 through 4, concern most products, and do not require evaluation of the software, only of the development process and documentation. These lower levels are recognized under CCRA whereas the higher EALs are generally country-specific [5] and require a source code of the product to be analyzed.

However, it has been found by many developers of IT secure products that preparation for the Common Criteria evaluation process is very difficult, time-consuming and needs a lot of knowledge of CC requirements, all due to the fact that a lot of evidence documents have to be prepared. That problem is very important and has to be solved in order to make the whole evaluation process cost-effective and developers-friendly.

One solution was based on a series of guidelines and supporting documents issued by German Federal Office of Information Security (BSI) – the leader of researches in the field of the Common Criteria standard. This guidance documentation gives some advice on the structure and contents of evidence documents. Some templates were issued and could be used by developers but still too much work has to be done on their own [6], [7].

The second solution was based on very few software applications which could support users in the preparation of evidence documents and security development process. Unfortunately, these applications provided only basic functionality. They are limited to making only two main security specification documents (Security Target – ST, Protection Profile – PP), discussed later in this paper [8], [9]. Moreover, some of the software tools are not supported and developed by their producers any more.

Although the solutions mentioned above were offered a few years ago, relatively little attention has been paid to other evidence documents needed for the evaluation process. The guides and computer-aided tools are focused mainly on the preparation of STs and PPs documents. Apart from that, there is weak integration of the guidance knowledge within the software tools. In addition, if the developers want to create the evidence document only by using the guidelines and
templates, they still have a lot of work to do by themselves. They have to plan the structure of the document and find out what kind of information they should write down in the given section. That is why preparing the documentation is still difficult and not effective enough to encourage the developers to do this task.

This paper presents a complete and integrated solution which was worked out in the CCMODE R&D project (Common Criteria compliant, Modular, Open IT security Development Environment) carried out by the Institute of Innovative Technologies EMAG. The aim of the project was to work out a methodology and tools to develop and manage development environments of IT security-enhanced products for the purposes of their future Common Criteria certification. As a result a set of design patterns (the core of the methodology) was developed and next implemented in the computer-aided system CCMODE Tools. Thanks to the software implementation of the design patterns the developers receive one complete solution which facilitates production processes of the TOE and related documentation.

The paper is organized as follows. Section II presents the state of the art. Section III describes shortly the basic evidence documents required for the CC evaluation process. Section IV explains the methodology used for working out the design patterns and their implementation into the computer tool. Section V gives an overview of the CCMODE Tools main modules and their functionality used for evidence documents preparation. Section VI contains conclusions and experiences gained during the usage of the tool with built-in design patterns.

II. STATE OF THE ART

The best starting point for building the design patterns is the Common Criteria standard which comprises three parts [1]-[3]. The current version of CC was issued in 2012. The first part is a general introduction to the CC methodology with explanation of basic terms and definitions. The second part describes security functional requirements which determine the desired security behavior of a TOE. The third part, the most important for building the patterns, defines the assurance requirements for a TOE and evaluation criteria for PPs, STs and other evidence documents. There are many companion documents to the CC standard. One of them is the Common Evaluation Methodology (CEM) [4] which helps evaluators to conduct the TOE assessment process. It defines evaluation activities to be done by the evaluators and presents work units – the most granular level of evaluation work – that help to issue verdicts about the quality of security implemented in the TOE. Other documents like technical reports and users guides explain step by step how to build evidence documentation. For instance, the ISO/IEC Technical Committee for Information Technology issued a technical report that is a guide for the production of PPs and STs [10]. This report provides methodologies, techniques and practical tips that developers can use to prepare security specification documents in an efficient and consistent manner. BSI issued a guide for developers of the STs and PPs [11]. Apart from that there is a guide that offers assistance to less experienced developers by extracting the information about the evidence from CC [12]. It explains requirements concerning the structure and contents of documents to be provided for the CC evaluation process. Another guide concerns evaluation reports according to CC and gives some advice and recommendations on the structure of information provided in these reports [13]. The CC standard and all guides mentioned above are used by the developers in common practice for writing evidence documents. But this way of work is very inconvenient because the developers must carefully read recommendations, check requirements and think about the necessary information to be provided in every new document each time they begin a project.

Although this guidelines-based approach helps the developers to work out documentation, it still does not allow to get rid of inefficient and time-consuming work. That is why some software aiding tools were applied to enhance the work with design patterns. Most of the software tools are dedicated only to preparing security specification documents (ST, PP) [14]. For example, an MS Windows application “CC Toolbox” sponsored by the National Information Assurance Partnership (NIAP, the US government initiative) used to assist users in writing ST and PP but is not longer supported and available. In [15] a generator of security target templates, named “GEST” was presented that can automatically generate security target templates from already evaluated and certified security targets. One of the Spanish CC licensed laboratories “Applus” presented a tool that reduces and automates some developer’s activities of evidence documents preparation [8]. Another software tool, “TL SET”, was introduced by Trusted Labs [16]. It is a smart editor for Security Targets and Protection Profiles. It integrates predefined libraries of the Common Criteria functional and assurance requirements and a user-friendly graphical interface to fill out the documents. There are also tools with built-in OWL language (OWL – Web Ontology Language) [17]-[20]. These tools are dedicated to build functional specification of the TOE and security problem definition.

So far all the solutions based on guidelines and computer tools have concerned mainly two basic documents: ST and PP. This paper presents a solution which allows to produce all the necessary documents and uses the context-sensitive help based on the CC standard and supplementary documents. The next section describes how complex a task of preparing all the evidence documents can be due to the fact that several documents have to be created.

III. EVIDENCE DOCUMENTS

In the Common Criteria evaluation process security functions of the TOE are evaluated according to security assurance requirements (SARs) in the given EAL. Many documents should be prepared for the needs of the evaluation.

The most important is the Security Target (ST). The ST describes a specific TOE and is written by the developer. The ST can be based on a document called the Protection Profile (PP). The PP describes the general requirements for a TOE type and is used as a template for many different ST
documents. The ST consists of a security problem definition; security objectives; security requirements; a summary specification – showing how the security functions are implemented in the TOE. The ST document claims conformance with the declared EAL and this determines all requirements which have to be fulfilled by the product and described in evidence documentation.

The EAL package consists of assurance components which are organized into classes and families. The following descriptions of classes also include their short names (in brackets) which are commonly used in the CC standard. The Protection Profile Evaluation (APE) and Security Target Evaluation (ASE) classes describe the content and presentation of the PP and ST documents. The Development (ADV) class encompasses six families and nineteen components; it provides information about structuring of the TOE security functionality. The Guidance Documents (AGD) class is divided into two families (with one component for each family); it provides the requirements for preparative and operational user guides. The Life-cycle Support (ALC) class consists of seven families and twenty one components; it concerns the aspects of establishing discipline and control in the TOE development and maintenance during its whole life-cycle. The Tests (ATE) class encompasses four families and twelve components; it provides assurance that the TOE security functions were tested and they operate according to their design descriptions. The Vulnerability Assessment (AVA) class has only one family with five components; it addresses the possibility of exploitable vulnerabilities introduced in the TOE or in its development or operational environment. The Composition (ACO) class encompasses five families and eleven components; it assures that the TOE composed of other evaluated TOEs will operate securely. For instance, the EAL 3 package has fifteen components and for each one a proper evidence document has to be prepared.

On the basis of all assurance components taken from EAL packages the design patterns were worked out and then implemented into the computer tool.

IV. METHODOLOGY

In the first part of the CCMODE project a set of design patterns in the form of MS Word documents with predefined chapters and sections was prepared. The patterns were validated and assessed by independent experts in the field. Although they assessed the patterns as very helpful, they proposed some difficult and repeatable operations which can be automated by a computer tool. These insights allowed to make some functional assumptions for the CCMODE Tools system.

In the project there were design patterns created for all components of security assurance requirements (SARs). Next the patterns were verified and validated by developers chosen from the software and hardware industry. The validation was made upon the use cases method. The developers used selected design patterns to make evidence documentation of their software and hardware IT products. As a result of the validation, necessary changes and amendments were incorporated into the patterns. Furthermore, the developers concluded that some automation features should be implemented into the patterns.

In the next project stages a prototype of the software was developed. The prototype was next validated in two selected development environments of software and hardware IT products by using the case study method. A few evidence materials were prepared by developers. Documents for the TOE (ADV class) and for the environment (ALC class) were prepared. The case studies showed what else should be implemented in the computer tool to make the work with documents more effective and easier.

As a result, the CCMODE Tools system was worked out. The system integrates: modules of the development environment management, design patterns, knowledge base, evaluation methodology, and external supporting software. The system can be integrated with other security standards, like an information security management standard (ISMS, based on ISO/IEC 27001) or business continuity management standard (BCMS, based on BS 25999) [21].

Next chapters describe functionality of the software system which implements the design patterns.

V. APPLYING DESIGN PATTERNS IN A COMPUTER SYSTEM

Developers use the software tool to start the project of an IT product in accordance with the chosen EAL level. They configure necessary external systems and deliver basic information about the type of the product, roles and duties of the system users, life-cycle model of the TOE, software and hardware tools used, security standards and regulations. Consequently, the following developers’ actions can be automated by the software tool:

- verification of the development environment conformance with the CC standard;
- developing a security specification of the TOE in the ST document;
- providing the security problem definition that has to be solved by the TOE;
- specifying security objectives and security functional requirements to resolve the security problem;
- preparing evidence documentation with the use of the design patterns;
- defining life-cycle models for different types of IT products;
- testing the TOE and flaws remediation; establishing communication channels for flaws reports.

The actions mentioned above were next implemented in dedicated modules of the CCMODE Tools system. The following subsections describe the main modules.
A. CCMODE Tools system

A general model of the system is depicted in Fig. 1. The model consists of the Environment Management Tool (EMT), documents generator (GenDoc), knowledge base, evaluation module, external supporting systems, optional security systems (BCMS or ISMS) which can be used as an additional source of assurance to the whole development environment [22].

EMT is the main module which supports the configuration and management of the IT products that are to be built in the development environment. EMT makes it possible to define the system users and their roles in the project, the desired EAL level and life-cycle model.

The knowledge base is a source of context-sensitive help about the CC requirements and guidelines. It includes design patterns, terms and definitions which can be obtained by other modules. It also comprises the guidelines that help to resolve typical security problems with the use of predefined security objectives, threats, assumptions, and security policies.

There are also external systems in CCMODE Tools which support:

- assigning a version number to files and documents – Subversion (SVN) application;
- modeling, development and analyses which are made with the use of UML (Unified Modeling Language) – Enterprise Architect (EA);
- flaws reporting and flaws remediation – Redmine;
- management and planning of TOE tests – TestLink.

The evaluation module is used to verify the development environment against the CC requirements and to evaluate evidence documents according to the CEM methodology.

If the project of the IT product is completely configured then creating evidence documents can start by using the documents generator called GenDoc for short.

B. Documents generator (GenDoc)

GenDoc is used for editing evidence documents based on the design patterns. In order to evaluate the TOE, an ST document and accompanying documents must be prepared. These additional documents are determined by the chosen EAL and its SAR components.

This section shows on the example of an ST document how the software tool is used for filling in the patterns. Fig. 2 depicts the example of the GenDoc window with the ST design pattern. The general structure of the patterns, context-sensitive help and data fields were described. The precise details of the security development procedure and working out the evidence documents in the context of biometric devices can be found in [23].

Every pattern in GenDoc was prepared as a tree of data fields which represent chapters, sections and subsections of the output document. The tree is based on the requirements of the given CC component. The colors of branches show which fields have to be filled in by the user (red ones), which are already filled (black ones), and which are without any data (brown ones). The gray colored fields are automatically filled in with the information taken from the knowledge base and external modules: EA, EMT, SVN, TestLink.

In order to complete the document, the user must follow all the tree branches and find out which fields have to be completed. Every field has its own context-sensitive help which gives necessary guidelines and hints about the information to be delivered.

C. Context-sensitive help

Preparation of data fields content can be facilitated by context-sensitive help. This help is accessible from the main window of GenDoc by the link "Help – access to knowledge base". There were five types of help applied: "ready to use" – it comprises a text which is ready to use by the user without the necessity to change any information in it; “Common Criteria help” – it comprises all the information and requirements taken from CC; “hints” – these are interpretations, tips and guidelines; “example” – it is an optional text which illustrates what kind of data can be written in the given field; “data source” – it indicates an external system which is the...
source of data for the given data field. All the design patterns implemented into the CCMODE Tools system have similar representations. They contain data fields with precise instructions how to generate a complete evidence document.

At every stage of the edition process the data fields can be reviewed and checked. Verification of the document can be done with the use of the evaluation module as it is described in the next section.

D. Generation and revision of evidence documents

After completing all the information in the pattern, the user can verify the output document by using an evaluation module which is a part of the EMT system (Fig. 3). This module enables to check the document according to the CEM evaluation methodology.

In general, the methodology specifies elements which describe evaluation tasks to be done by the evaluator. These tasks give precise information how each security assurance component should be checked. Every task consists of a set of questions referring to the content and form of the evidence document. These questions are grouped in the so called work units. The answers lead to work units verdicts which can have one of three possible states: pass, fail or inconclusive. Each verdict needs short justification. All verdicts are initially inconclusive and remain so until either a pass or fail verdict is assigned. Verification of the evidence document is positive when all the verdicts are passed.

The evaluation module consists of work units with their detailed descriptions and has an answer form with a built-in justification field as it is depicted in Fig. 3. The developer has to answer all these questions which pertain to the verified document.

The enhanced version of the evaluation module was applied in GenDoc where the work units are directly connected to the relevant chapters and subsections of the evidence document in order to make the verification process easier and faster. This way the developer can see the content to be checked and the relevant work unit in one GenDoc window.

After verification, the complete document can be generated as an MS Word document and saved in the SVN repository. This document can be edited in a standard MS Word editor. The document has a fixed structure with chapters, sections and subsections. It contains also footnotes with hints and guidelines.
VI. CONCLUSIONS

This work presented software implementation of the design patterns which were worked out in the CCMODE project. The patterns were positively checked and validated by developers of IT secure products but at the same time they demanded for some automation features. This is why the CCMODE Tools system and the documents generator GenDoc were developed in order to support preparing of evidence documentation.

The proposed solution based on the patterns-based approach improves the IT security development process. It overcomes a lack of knowledge and experience of the user. The context-sensitive help connected to every field of the pattern allows the developers to concentrate only on writing the proper content.

The software tool facilitates and speeds up the IT security development process and improves the quality of evidences, which become more consistent and include all details required by the CC assurance requirements. The CCMODE Tools system gives a great chance to prepare all documentation for successful Common Criteria evaluation process. Additional self-evaluation and verification enhanced functions are also implemented in the GenDoc tool. These offer a practical way of documents evaluation according to the CEM methodology but it will be the topic of the next paper.

Future work will be focused on building a standalone, independent GenDoc application which could work without the EMT framework. It is demanded by some developers who elaborate only evidence documentation. In the future work it will also be considered to adapt the documents generator to produce documents according to different typesetting systems.

REFERENCES

IT Security Threats in Cloud Computing Sourcing Model

Artur Rot  
Wroclaw University of Economics  
ul. Komandorska 118/120  
53-345 Wroclaw, Poland  
Email: artur.rod@ue.wroc.pl

Malgorzata Sobinska  
Wroclaw University of Economics  
ul. Komandorska 118/120  
53-345 Wroclaw, Poland  
Email: malgorzata.sobinska@ue.wroc.pl

Abstract—New information technologies have been developing nowadays at an amazing speed, affecting the functioning of organizations significantly. Due to the development of new technologies, especially mobile ones, borders in the functioning of modern organizations diminish and models of running business change. Almost all organizations are involved in some way in sourcing activities, and each of them develops a sourcing relationship that suits its particular needs. In this article different kinds of outsourcing models were discussed, which are applied in the contemporary management, with particular emphasis put on cloud computing.

The main aim of this article is to present the most important risks related to the introduction of management models based on the most recent IT technologies, e.g. cloud computing, and emphasizing the role of appropriate IT security management in the times of globalization of organization virtualization.

I. INTRODUCTION

Information resources have nowadays strategic significance and have key influence on gaining the competitive advantage by all types of enterprises. Organizations are forced to look for still better and more effective IT solutions that enable for example: IT cost reduction, access to the best technology and best IT hardware and software experts, IT systems security etc. One of such new models referring to IT services is cloud computing.

Ongoing research projects investigate client and vendor capabilities required to successfully implement these sourcing models and initiatives, and how to manage knowledge and expertise in various sourcing contexts to improve efficiency and outcomes of sourcing engagements. Organizations are facing a large variety of possibilities to choose from when making sourcing decision. They should take into consideration a lot of factors (both positive and negative) to be able to make the right decision.

The London School of Economics’s research regularly finds that firms that outsource give away too much of their technical capability. It is a challenge to retain skilled people in house paying them the market rate and offering them interesting, value-adding work. The alternative to such an “invest to save” HR approach is to put at risk the long-term health of the deal [4, p.10]. This can be especially true dealing with immature markets, such as cloud services.

In the next part of the paper we will discuss what makes cloud computing popular and what are the main risks of cloud computing sourcing model.

II. EVOLUTION OF SOURCING MODELS

Oshri, Kotlarsky and Willcocks, who have observed outsourcing market since years, notice that various types of global sourcing models have begun to emerge. The major difference between these models lies in whether the function is performed by a subsidiary business unit of the firm or an external vendor (or by both, as a joint effort), and also whether the function is performed on the firm’s premises (i.e., on-site) or off-site, which can be onshore (in the country where the organization is located), nearshore (in a neighbor country), or in an offshore location [3, p. 25].

Insourcing means managing the provision of services internally, if needed- through buying in skills that are not available in-house, on temporary basis (for example by staff augmentation). Offshore or nearshore outsourcing means outsourcing contract with vendors situated in a different country from the client organization. Out-tasking- it is outsourcing on a small scale. It usually implies ongoing management of and support for selected packaged applications. Joint venture in the outsourcing or offshoring context – means a partnership between a client firm and offshore vendor whereby the parties contribute resources to the new deal/project Shared services- it is an operational approach of centralizing administrative and business processes that were once performing in separate divisions or locations- for example: finance, IT, human resources. In literature there are listed also the following sourcing models based on Internet delivery of products or services: cloud computing, software as a service, crowdsourcing, and microsourcing. Sourcing decisions should be made jointly by business and IT executives [4, p.11].

III. ATTRIBUTES OF CLOUD COMPUTING MODEL

Although the idea of cloud computing has been around for quite some time, it is an emerging field of computer science. Cloud computing can be defined as a computing environment where computing needs by one party can be
outsourced to another party and when need be arise to use the computing power or resources like database or emails, they can access them via Internet. Cloud computing is a recent trend in IT that moves computing and data away from desktop and portable PCs into large data centers.

During the past few years, cloud computing has grown from being a promising business idea to one of the fastest growing parts of the IT industry. IT organizations have expresses concern about critical issues (such as security) that exist with the widespread implementation of cloud computing. These types of concerns originate from the fact that data is stored remotely from the customer’s location; in fact, it can be stored at any location. Security, in particular, is one of the most argued-about issues in the cloud computing field. Comparison of the benefits and risks of cloud computing with those of the status quo are necessary for a full evaluation of the viability of cloud computing.

In Hauke’s and Owoc’s opinion facilities available via cloud computing are strictly determined by properties of this technology based on Internet resources [2, p. 125]. One can identify two essential concepts in “cloud” environment: abstraction and virtualization and several properties that can be expressed as secondary (such as scalability, flexibility, availability, measurability, efficiency, low costs of services, low barrier to entry, security).

Security – the most “sensitive” and disputable feature of CC. Theoretically all potential problems should disappear (all necessary tasks are performed by specialized partner). No doubts, problems with database recovery should be served professionally, however, a risk of data loosing or data leaking can occur [2, p.126].

Cloud computing solutions are offered by such large organizations as IBM, Microsoft, Amazon, Google and others. They can give a lot of benefits but they have also some limitations. There are numerous challenges facing organizations when considering cloud computing. Willcocks and Lacity, in their analysis, focus on the four challenges which seem particularly critical in the development of cloud use within organizations: weighing up the security and legal risks, defining the relationship through contracting, the lock-in dilemma, managing the cloud [5, p.290-296].

Cloud represents a great opportunity, but there are also strong challenges to take if an organization wants to use its potential for business advantage.

IV. NEW CHALLENGES FOR IT SECURITY MANAGEMENT

The existence of a company in cyberspace and an opportunity to communicate with it via electronic media is often a minimum condition for the company to be perceived as a reliable and solid partner. Unfortunately, the development of IT, e-commerce and new business models (including various kind of IT sourcing) carries new risks apart from huge benefits. There are new threats, often incomprehensible and underestimated by company management. The basic premises indicating the emergence of new kinds of risk accompanying the functioning of management IT systems, include e.g. the following facts and circumstances [6, p. 11-13][7, p. 80-82]:

- information has become one of the most important goods on the market, which hence increases its price, meanwhile generating a risk of its unauthorized interception,
- ruthless chase after information, which is especially typical of business and media environments, blurs the border between legal and illegal actions aimed at acquiring it,
- increasing the availability of IT systems, which are considered to be the condition of society civilization development expansion, which facilitates the development of cybercrime,
- most of documents and information, which were dispersed so far, now are stored in one place – in a computer, which makes them easily accessible, but in case of unauthorized access the scope of damage is extensive,
- technological complexity of company IT systems and their security, which makes it impossible for an average user to use them rationally in order to minimize all threats,
- common lack of knowledge or unawareness of information systems threats, which results in lack of compliance to certain requirements, procedures etc.,
- data gathered in IT systems remain under the supervision of system administrators, which results in the fact that a few people have an insight into very important data and can modify them practically without anybody noticing,
- security systems are expensive and happen to be neglected for the sake of efficient performance of an individual,
- companies offering security tools for IT systems are often uncertified, which makes their products fallible and often of low quality,
- companies developing various IT solutions often offer fallible systems, which are full of mistakes,
- the Internet brings in new threats, since it is where you can easily find software for hacking IT systems.

Nowadays specialized institutions (e.g. CERT, Computer Security Institute, etc.) publish statistical data concerning the probability of occurrence of given kinds of threats [see: 8, 9]. According to various statistics, intentional or unintentional actions of organization staff (negligence, lack of concentration, incompetence) and purposeful actions of dissatisfied or sacked employees.

It is worth discussing here conclusions derived from the report 2011 TMT Global Security Study, prepared by the counseling company Deloitte. According to this report, one fifth of companies from the technology, media and telecommunication sector (TMT) find personnel mistakes to be the major threat for the company IT security. Another huge risk for the company IT systems security is the use of
mobile devices by employees (personal smartphones, tablets, laptops) at work. The risk is in this case related to data confidentiality, application popularization and IT support.

Similar conclusions can be derived from studies conducted by the counseling company PricewaterhouseCoopers (PwC). The 2012 Global State of Information Security Study was conducted in 2011 all over the world. The results were obtained on the basis of answers provided by more than 9600 managers, vice-presidents and IT and information security directors from 138 countries, including Poland. According to them, current or former employees are perceived by companies as the major source of risks for IT systems. However, respondents pay more and more attention to a different category of external risks: 17% of respondents indicate clients, and 15% - business partners and suppliers as the key risk sources. In Europe during the past two decades the percentage of companies which require that the suppliers adjust security policies to their requirements, dropped from 31% to alarming 22%; only 18% of companies keeps records of all suppliers processing personal data of customers of employees.

Threats which are less likely to occur include ICT networks and IT systems failures and natural disasters (fire, flood, hurricane and earthquake). Threats related to unauthorized access (of e.g. hackers) and activities of malicious software are relatively unlikely to happen. When assessing the frequency of occurrence of such risks, it is recommended to take into account the specificity of the given company and its environment. The basic classification of IT systems security threats is presented in Table 1.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Classification of threats</th>
<th>Examples of threats</th>
</tr>
</thead>
<tbody>
<tr>
<td>Role of a man</td>
<td>Threats independent on a man</td>
<td>Atmospheric discharge, flood, fire, humidity etc.</td>
</tr>
<tr>
<td></td>
<td>Threats dependent on a man</td>
<td>Illegal modification of software or data, disclosure or deletion of data, illegal copying and installation of software, damage or deletion of software or data, stealing computer equipment or accessories, storage of resources prohibited by law, mistakes made due to the lack of knowledge, unintentional loss, damage, deletion or disclosure of data to unauthorized persons, etc.</td>
</tr>
<tr>
<td></td>
<td>Threats related to computer systems</td>
<td>Interruptions in electric energy supply, intentional and unintentional human actions (e.g. mechanical damage, configuration errors, incompetent use or maintenance, etc.), unexpected failures of mechanical and electronic elements of computer equipment, etc.</td>
</tr>
<tr>
<td></td>
<td>Threats related to software</td>
<td>Mistakes made by the software manufacturer, mistakes made intentionally or unintentionally by employees or third parties (e.g. incorrect installation, configuration, implementation, deletion or modification of software, introducing malicious programs, blocking correctly functioning applications, illegal access, illegal usage or copying of software, etc.</td>
</tr>
<tr>
<td></td>
<td>Threats related to data</td>
<td>Unauthorized access to data, unauthorized modification of data (e.g. damage, change of content, deletion, etc.), unauthorized copying of data, monitoring (phishing) of data, introducing incorrect data, denying the reception/sending of data, etc.</td>
</tr>
<tr>
<td>Subject of influence</td>
<td>Threats related to ICT networks</td>
<td>Intentional or unintentional human actions (e.g. stealing network components, physical damage of a network, wrong configuration, partial or complete blockage of network activity, phishing or unauthorized use of a network, etc.), ICT network failures caused by external factors (e.g. atmospheric discharge, fire, etc.), unexpected damage of electronic elements of a network, etc.</td>
</tr>
<tr>
<td></td>
<td>Threats related to people</td>
<td>Failing to keep business and trade secrets by economic entity personnel (e.g. unintentional release or transfer of data due to the so called ‘social engineering’, informing workmates or third parties about security systems used in a company, sudden loss or resignation from work by the personnel as well as a situation, when employees having access to confidential information start working for a competitor.</td>
</tr>
<tr>
<td></td>
<td>Threats causing financial losses</td>
<td>Loss of clients, business partners, decrease in turnover and company share in the market, interruptions in the functioning of a business entity, the necessity to exchange the offered products (especially in case of bank services), loss or damage of technology and software, financial sanctions, increase of insurance premiums, decrease in process efficiency and activities carried out in a company, necessity to hire additional employees, costs of outsourcing, judicial costs, penalty interest for breaching agreements)</td>
</tr>
<tr>
<td></td>
<td>Threats causing intangible damage</td>
<td>Loss of prestige and good name, loss of economic subject credibility in the eyes of clients and business partners (due to e.g. media interest in data safety breach), organizational chaos, loss of IT infrastructure efficiency, incorrect decisions made on the basis of falsified or incomplete data.</td>
</tr>
</tbody>
</table>

Source: [16, p. 160-161]
respondents (and 53% of global respondents) the protection of brand and reputation is the most important aim of organizational safety policy, even more important than ensuring compliance with regulations in this field (60% of respondents in Poland and 56% around the world).

An example of a technology, which is developing very dynamically nowadays, is cloud computing, described in more details in point 3 of this article. The biggest problem for entrepreneurs interested in cloud services is issues related to the loss of data safety. According to the study conducted by Harris Interactive center, as many as 91% of respondents worry about the safety of public clouds, and approximately 50% of them indicate that safety issues are the largest obstacle in popularizing cloud solutions. Elastic-security.com portal also decided to analyze this topic and surveyed suppliers of such services. The aim of the study was to check, how suppliers and cloud users perceive safety issues. The results how divergent the expectations of these groups are. 69% out of 127 surveyed suppliers claimed ensuring safety of cloud services was the sole responsibility of users, who thought the contrary. Most of them said that service providers are responsible for cloud safety or it is the resultant of suppliers’ and users’ action [13].

Although cloud computing has been known for a few years, it still remains a mysterious technology for most users, and hence it is perceived as highly risky [14]. As Gartner Group analysts confirm in their report entitled ‘Safety risk assessment in cloud computing’, processing data outside a company is related to a risk, therefore in order to minimize it, only checked solutions have to be applied [15]. Also the study conducted by E&Y explores the topic of cloud computing technology safety. 52% of respondents are concerned about data leakage, and 39% of them worry about the loss of control over information processed in a cloud.

Materialization of the above kind of risk is one of the greatest threats for organizations using modern technologies. The consequence could be the loss of clients and business partners, decreased turnover and company’s market share, the necessity to exchange the offered products.

Tangible damage of an organization may include damage of IT infrastructure, loss of valuable data and hence the necessity to restore it. Another consequence is the inaccessibility of IT systems, which may trigger financial losses, e.g. additional operational costs, loss of profits, claims of business partners, suppliers and clients for not performing services or performing them improperly, increased insurance premiums, claims under civil law resulting from torts, e.g. disclosing personal data, punishments imposed by public institutions, etc.

CONCLUSION

Nowadays, the dominant source of risk for an organization is the fallibility of IT systems, and one of the major sources – the level of data security. The presented studies confirm that new technologies, and with them – new business models/tools – generate new, so far nonexistent, threats, and are a source of new types of risks. Significant changes in the functioning of an organization – which result from ongoing globalization, increasing competition, automation, and in particular – development of IT and virtualization, become the fundament of a new perspective of the risk management process concerning IT security in organizations.

The cloud computing discussed in the paper may dominate IT services market; however, it has several drawbacks. Cloud computing does not remove the need for a sound process [1, p. 17]. As discussed in this paper, it may bring some opportunities, but even if organizations themselves feel “cloud ready” they must anticipate the capacity requirements in the cloud, be aware of new risks and manage IT security in accordance with new operation conditions.
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Abstract— Bullwhip effect (BWE) refers to the accumulation of stock flowing up and down along the supply chain management (SCM). It reduces the operating efficiency of the chain and blocks the operating resources. Some of the common causes of BWE are demand order variations, long lead times, competence defects between supply chain links, lack of communication among links in the chain, etc. There have been efforts to overcome these issues. However, very little work has been reported based on formal representation and analysis of resource flow in the supply chain system. In this work, a novel framework is proposed using Generalized Stochastic Petri-net (GSPN) model towards handling this issue in a distributed scenario. The analysis on the stochastic nets allows identifying the bottlenecks in the supply chain echelons along with customer relationship management (CRM). This has been used to rebuild infrastructure with the end-objective of reducing the BWE.
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I. INTRODUCTION

Bullwhip effect (BWE) [37] is one of the trickiest evils for supply management systems. Sustainability for small and medium size enterprises becomes an issue when BWE is moderately high. Prompt delivery of product is more and more a key issue that provides competitive advantage of collaborative process [22]. Business challenges have increased along with the globalization with a view to adopt the changes and advance. A single stage, single tier chain with single customer is the simplest form of SCM, where there is no BWE, e.g., when a government is a buyer of an item from a single supplier and no other roll players are involved in the process, or in case of a bend market where only manufacturer and buyer exists. However, we are getting to global collaborative retail chains like food retail, health and beauty products, clothing, durable goods, etc, where the success of the chain primarily depends on customer satisfaction, and the different actors play their role in different, distributed, geographical contexts, e.g., a South African garment manufacturing company may have retailers in America or Europe; orders issued from Europe, raw material is purchased in Korea, the material is dyed in Taiwan, and finished garments is assembled in Thailand.

The main aim of this work is to investigate the reasons of BWE at every stage of Supply Chain (SC) and measure it. Some of the common observations of BWE are communication gap, information twisting, and gaming for destabilizing the chain among the SC partners [20]. This leads to disproportionate inventory, fund blockage, loss of revenue and inept customer service [2]. Prompt decision making, demand order processing and monitoring of delivery logistics, a large distributed multi dimensional real time data repository is necessary [10]. The existing works on BWE points out qualitative aspects, and suggested measures to reduce BWE based on such qualitative analysis. The first quantitative measure of BWE was attempted using BWE index [11]. The present work provides experimental evidence by a significant simulation of the impact of stochastic Petri Nets enhanced with data mart controlling the entire Supply Chain operations in order to reduce the BWE.

Section 2 presents a brief literature survey on related scientific contributions. Section 3 introduces multi stage multi tier retail chain for demand analysis; Subsection 3.1 provides the GSPN model of the retail chain. Section 4 presents a revised GSPN model of the Retail Network. Section 5 describes some warehouse applications. The paper ends with concluding remarks in section 6.

II. LITERATURE SURVEY

A good number of works published in leading journals in last 15 years dealing with BWE are briefly reviewed and analyzed in this section. BWE can be seen as a random measure of performance of a SCM over some specific period of time. SCM performance is measured as a ratio of demand against delivery. If the ratio is greater than unity, the performance is considered to be negative [11], i.e., BWE prevails. The four broad classes of BWE studies Behavioral, Analytical, Industrial, and Dynamic approaches are presented herein.

Behavioral: Uneven customer demand is identified and capacity adjustment to do keeping inventory level unchanged is studied in [5]. Demand forecasting and order lead times are identified as root causes of BWE [6]. US census bureau data is used to observe dependency on the order variance ratio, and demand distortion of BWE [7]. Seasonal BWE is discussed and three forecasting levels are
Analytical: Logistic cost minimization techniques are discussed to control the BWE [1]. Transfer function plot is used to monitor the BWE on replenishment rules [15]. A nonlinear optimization model is proposed to reduce BWE by using a four stage echelon system on demand distortion, misperception of feedback, price variation, batch ordering, and strategic decisions. [21]. BWE is measured using the statistical technique ANOVA over information enrichment percentage, time to adjust inventory; time to adjust work in progress; production delay; and sales exponential smoothing [25]. Time delays are major causes of BWE at every stage of SCM. A mixed integer model is used to measure and monitor the BWE [34]. BWE propagation is measured using Fourier Transform [42].

Industrial: Surveyed thirty fast moving consumer goods (FMCG) to emphasize quantitative presence of BWE in SCM. In [18], as many as eleven key design guidelines are suggested to optimize SC. BWE studied over perishable products, customer demand, retailers and wholesalers order cycle varies, and delay in delivery at various touch points occurs. By adjusting the order cycle and delivery delay time the model can be optimized to stabilize the convergence function [45].

Dynamic: BWE at packaging business is studied. A stochastic demand reduction SC model suggested and confirms shorter the lead time, lessor will be the BWE [30]. IT enabled Service Oriented Architecture (SOA) proposes performance measurement (PM) matrices to evaluate SC performance and corresponding BWE effects over multiple channels [32]. An ERP framework is recommended for understanding all types of enterprise applications that maintain the SC and its corresponding BWE at each echelon [39]. A four stage tree structured SC model and a software simulation is designed and suggested the causes of reverse BWE [47].

In a single or a multi echelon SC one culminating point is that either from the behavioral side or from analytical viewpoint or industry specific models or it is IT enabled software driven systems there are some issues in common for occurring the BWE. However, not much holistic approach to control the BWE in a dynamic, multi-aspect decentralized, stochastic and non-linear environment is yet to be explored. It requires efficient modeling using appropriate tool suitable for distributed environment to embed stochastic behavior of demands in the model itself.

In this work, a high-level net model is proposed analyzed and used for demand driven SC to substantially control the BWE, if not eliminated. We choose Petri Net for modeling due to its strong mathematical formalism. A short review on Petri net and its high level extensions are presented in subsection 2.1.

2.1 HIGH LEVEL REVIEW ON NET MODELS

Petri Nets are directed bipartite graphical notations for modeling of discrete dynamic systems developed by Carl Adam Petri. It is often used as a meta-modeling tool to study and analyze the complexity among the large number of collaborative devices, business processes, distributed communications, and various process simulations. It provides two models: Structural and Behavioral [29].

A Structural Model is a directed graph representing the static part of the system. There are two kinds of nodes, places and transitions, represented by circles and rectangles. Places represent state variables and transitions represent transformers. The net is said to be ordinary when all arc weights are equal to one, i.e. each occurrence of adjacent transitions consumes one token from input to output place. Behavioral Models captures the dynamics of the system behavior using evolution rules for the marking. Markings are represented by tokens. The token at a place is its state value. The values change in adjacent states with the occurrence of transitions. Modeling of some service with simultaneous arrival of tokens to a queue ordinary net can’t model such situations: concurrency is not handled.

Extension of ordinary Petri net is therefore needed, where a transition is enabled when its pre-conditions hold but not post-conditions. However, the boundedness is ensured with a maximum token capacity at each place. Similarly, the ordinary net or the elementary net can’t model the time dependent system flows or workflows or delayed time transition flows or uncertainties in transitions. In order to model real time systems, various time extensions are proposed through Petri Nets. Time Petri Net model (TPN) is a powerful formalism and conciliation between modeling power and verification complexity. The timed nets are classified as timed place Petri Nets (TPPN) and timed transition Petri Nets (TTPN) depending on whether the timing bounds annotate places or transitions. TPN are useful for performance evaluation and can be implemented using stochastic or constant timing [3]. The stochastic timing is useful to model events where time is important and all the enabled transitions in the model are equally likely to occur. Constant timed Petri Nets are useful to model time dependent events where transitions occur after some predetermined time [43].

Another dimension in high-level net modeling is Color. The Colored Petri Nets (CPN) associate attributes with the individual token. It is commonly used in network protocol simulation and of course, mathematically well-founded. CPN provides a fitting formalism for the description, construction and analysis of distributed and concurrent
Good models depend on data quality, tools and clear thinking. The non-definitive nature of the large retail networks is perfectly suitable for modeling such systems using the Generalized Stochastic Petri Nets (GSPN). The GSPN supports a unique combination of graphical as well as mathematical formalism to model a dynamic system. Rich mathematical foundations permit in-depth analysis of workflow nets [13].

A generalized SPN (GSPN) supports both immediate and timed transitions. A GSPN with initial markings can be described uniquely by a 6-tuple: GSPN (P, T, I, O, M, λ), where, (P, T, I, O, M) is a marked PN. A marked Petri Net is a 5-tuple composed of Places; P and Transitions; T. The sets P and T are mutually exclusive. I is the Input function, where the value I (p, t) is the number of directed arcs from the place p to the transition t. O is the output function, where the value O(t, p) is the number of arcs from the transition t to the place p. M is the Initial marking of places, where the value M(p) is the number of tokens that are located in the place p. λ = (λ₁, λ₂, λ₃, ..., λₙ) are marking dependent firing rates associated with transitions. Firing delay is an elapse time associated with every transition.

This delay is a random variable with negative exponential probability density function. For any marking dependent transition ti with associated firing rate λi, can be expressed as λi(mi) and the average firing delay of transition ti in marking mi is [λi (mi)]⁻¹[9].

### III. MULTI STAGE MULTI TIER RETAIL CHAIN

There are some frequently used SCM models like SCOR [23]. Epicor a SOA based SCM software, AMT is a SCM ERP application (http://www.softwareadvice.com) may be referred for FlexRFP, which is a web based ERP application.

Figure 1 is the proposed schematic of a multi echelon and multi tier system to deal with multiple products, multiple suppliers in a location independent manner. Managing the inventory in a stochastic natured multi echelon model is a complex process consisting of a set of virtually linked upstream and downstream flows of products, services, finances and information meeting customer’s demand.

The supply-chain echelon of our proposed model is composed of customer, retailer, wholesaler, distributor, manufacturer, and supplier. The multiple tiers and its sequence are horizontally presented from left to right at each echelon. Multi stage is presented vertically. Top down flow indicates material flow and bottom up direction represents information flow, e.g., the Beer game is a four Stage model [38], [28]. However, not much discussion is found in the existing literature on multi-tier issues within one supply chain.

This paper aims to model the schematic of figure 1 using a GSPN model and reduce or eliminate Bullwhip effect by analyzing the proposed model. The proposed model is simulated using PIPE 2.5 simulation tool.

#### 3.1. GSPN MODEL OF THE RETAIL CHAIN

Let us now model the multi stage multi tier SC using high level net. The GSPN model as shown in figure 2 symbolizes P₀, P₁, P₂ as suppliers, P₃, P₄, P₅ as manufacturers, P₆, P₇, P₈, P₉ as distributors, P₁₀, P₁₁, P₁₂, P₁₃, P₁₄ as wholesalers, P₁₅, P₁₆, P₁₇, P₁₈ as Retailers and P₁₉, P₂₀, P₂₁ as customers in tires. {T₀ to T₁₈} are the corresponding timed transitions with rate=1.

The net is designed with a constrain that material flow will be to any of the role players in the succeeding layer and information flow will be to its preceding layer only. There is no restriction of tokens at any of the places. The process is initiated with inhibitor arcs from the initial suppliers P₀, P₁, P₂. The PIPE 2.5 tool, used for the GSPN simulation classifies that the proposed is an extended simple type ordinary net as all arc weights are unity.
The state space analysis pronounces that the GSPN model is not safe. Besides as all the places in the net are not directly connected to each other, so it is not strongly connected. Also there is no live markings and no nonzero safe marking for the proposed model.

<table>
<thead>
<tr>
<th>LOC</th>
<th>OB1</th>
<th>OB2</th>
<th>OB3</th>
<th>OB4</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>P0</td>
<td>6.93</td>
<td>16.83</td>
<td>84.16</td>
<td>94.06</td>
<td>201.98</td>
</tr>
<tr>
<td>P1</td>
<td>7.92</td>
<td>17.82</td>
<td>89.11</td>
<td>99.01</td>
<td>213.86</td>
</tr>
<tr>
<td>P2</td>
<td>8.91</td>
<td>10.89</td>
<td>54.46</td>
<td>56.44</td>
<td>130.69</td>
</tr>
<tr>
<td>Supplier</td>
<td>23.76</td>
<td>45.54</td>
<td>227.72</td>
<td>249.51</td>
<td>546.54</td>
</tr>
<tr>
<td>P3</td>
<td>9.90</td>
<td>12.87</td>
<td>77.23</td>
<td>80.20</td>
<td>80.20</td>
</tr>
<tr>
<td>P4</td>
<td>0</td>
<td>5.94</td>
<td>29.70</td>
<td>35.64</td>
<td>35.64</td>
</tr>
<tr>
<td>P5</td>
<td>0</td>
<td>7.92</td>
<td>39.60</td>
<td>47.52</td>
<td>47.52</td>
</tr>
<tr>
<td>Manufacturer</td>
<td>9.90</td>
<td>26.73</td>
<td>146.54</td>
<td>163.37</td>
<td>346.54</td>
</tr>
<tr>
<td>P6</td>
<td>5.94</td>
<td>9.90</td>
<td>49.50</td>
<td>53.47</td>
<td>53.47</td>
</tr>
<tr>
<td>P7</td>
<td>5.94</td>
<td>3.96</td>
<td>19.80</td>
<td>17.82</td>
<td>17.82</td>
</tr>
<tr>
<td>P8</td>
<td>1.98</td>
<td>2.97</td>
<td>14.85</td>
<td>15.84</td>
<td>15.84</td>
</tr>
<tr>
<td>P9</td>
<td>4.95</td>
<td>6.93</td>
<td>34.65</td>
<td>36.63</td>
<td>36.63</td>
</tr>
<tr>
<td>Distributor</td>
<td>18.81</td>
<td>23.76</td>
<td>118.81</td>
<td>123.76</td>
<td>285.15</td>
</tr>
<tr>
<td>P10</td>
<td>4.95</td>
<td>4.95</td>
<td>24.75</td>
<td>24.75</td>
<td>59.41</td>
</tr>
<tr>
<td>P11</td>
<td>4.95</td>
<td>4.95</td>
<td>24.75</td>
<td>24.75</td>
<td>59.41</td>
</tr>
<tr>
<td>P12</td>
<td>0</td>
<td>1.98</td>
<td>9.90</td>
<td>11.88</td>
<td>23.76</td>
</tr>
<tr>
<td>P13</td>
<td>0</td>
<td>1.98</td>
<td>9.90</td>
<td>11.88</td>
<td>23.76</td>
</tr>
<tr>
<td>P14</td>
<td>4.95</td>
<td>4.95</td>
<td>9.90</td>
<td>9.90</td>
<td>29.70</td>
</tr>
<tr>
<td>Wholesaler</td>
<td>14.85</td>
<td>18.81</td>
<td>79.21</td>
<td>83.17</td>
<td>196.04</td>
</tr>
<tr>
<td>P15</td>
<td>9.90</td>
<td>6.91</td>
<td>19.80</td>
<td>16.81</td>
<td>53.43</td>
</tr>
<tr>
<td>P16</td>
<td>3.95</td>
<td>4.94</td>
<td>13.86</td>
<td>14.85</td>
<td>37.60</td>
</tr>
<tr>
<td>P17</td>
<td>0</td>
<td>1.98</td>
<td>5.94</td>
<td>7.92</td>
<td>15.84</td>
</tr>
<tr>
<td>P18</td>
<td>0</td>
<td>1.98</td>
<td>7.92</td>
<td>9.90</td>
<td>19.80</td>
</tr>
<tr>
<td>Retailer</td>
<td>13.85</td>
<td>15.81</td>
<td>47.52</td>
<td>49.49</td>
<td>126.67</td>
</tr>
<tr>
<td>P19</td>
<td>4.95</td>
<td>4.95</td>
<td>4.95</td>
<td>4.95</td>
<td>19.80</td>
</tr>
<tr>
<td>P20</td>
<td>4.95</td>
<td>4.95</td>
<td>4.95</td>
<td>4.95</td>
<td>19.80</td>
</tr>
<tr>
<td>P21</td>
<td>4.95</td>
<td>3.96</td>
<td>3.96</td>
<td>2.97</td>
<td>15.84</td>
</tr>
<tr>
<td>Customer</td>
<td>14.85</td>
<td>13.86</td>
<td>13.86</td>
<td>12.87</td>
<td>55.45</td>
</tr>
</tbody>
</table>

A random number of continuous observations were performed on the GSPN model of figure 2 over four stages OB1 to OB4. These are recorded in Table 1. Figure 3 clearly shows that as the operation progresses, the performance of the system becomes non-linear.

Further, the Bullwhip effect indexes are measured between the pair of communicating role players in the supply chain like distributor and wholesaler, wholesaler and retailer, and retailer and customer. The corresponding bar graphs are presented in figure 4(a) thru 4(c).

The GSPN model in figure 2 is not bounded and there can be deadlocks. This is because the number of tokens at any place is a positive integer and each transition gets an output place in the immediate succeeding layer [6], [40].

The fact that the BWE index is greater than 1 shows the presence of BWE in the system. Our objective is to model the system in such a way that the BWE should be minimum without affecting the customer’s interest. Hence the model demands some major revisions. The revised model is presented in section IV.
IV. THE REVISED GSPN MODEL

In this section we introduce an enhanced GSPN model for Retail Network. Its main objective is to remove the non-linearity from the SCM process and control the BWE. In order to revise the process, tier wise separate data marts are planned to cater the retailing need of the particular tier. These data marts finally encompass an enterprise warehouse to check for the global retailing needs.

Data marts are subjective and time variant to the respective tiers provides up-to-date requirement need of the immediate succeeding tier and also update the enterprise warehouse for global monitoring and controlling the BWE. With this view we introduce three data marts each at layer 1, layer 2 and at layer 3. The success of the retail chains depends on customer relationship and managing the issue the presence of data marts and the corresponding warehouse is inevitable.

With this view the revised model of figure 5 holds two suppliers, three manufacturers, distributors, retailers, and two customers separated over three tires. Each tier holds one data mart with the demand information over the concept hierarchy of item, location, and supplier. The data mart at tier 3 is linked with the server at location P18 dealing with customer and retailer, tier 2 data mart is linked with the server at P19 dealing with distributor and wholesaler, tier 1
data mart is linked with the server at P21 dealing with manufacturer and supplier, and finally the operational data marts of tier I to tier III builds the enterprise warehouse with the concept hierarchy time, item, location, and supplier.

Table 2: Token Accumulation in revised model

<table>
<thead>
<tr>
<th>LOC</th>
<th>OB1</th>
<th>OB2</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>P0</td>
<td>21.78218</td>
<td>49.50495</td>
<td>71.28713</td>
</tr>
<tr>
<td>P1</td>
<td>38.61386</td>
<td>63.36634</td>
<td>101.9802</td>
</tr>
<tr>
<td>Supplier</td>
<td>60.396</td>
<td>112.871</td>
<td>173.267</td>
</tr>
<tr>
<td>P3</td>
<td>43.56436</td>
<td>65.34653</td>
<td>108.9109</td>
</tr>
<tr>
<td>P4</td>
<td>33.66337</td>
<td>53.46535</td>
<td>87.12872</td>
</tr>
<tr>
<td>P5</td>
<td>28.71287</td>
<td>72.27723</td>
<td>100.9901</td>
</tr>
<tr>
<td>Manufacturer</td>
<td>105.941</td>
<td>191.089</td>
<td>297.03</td>
</tr>
<tr>
<td>P6</td>
<td>29.70297</td>
<td>49.50495</td>
<td>79.20792</td>
</tr>
<tr>
<td>P7</td>
<td>31.68317</td>
<td>51.48515</td>
<td>83.16832</td>
</tr>
<tr>
<td>P8</td>
<td>26.73267</td>
<td>46.53465</td>
<td>73.26732</td>
</tr>
<tr>
<td>Distributor</td>
<td>88.1188</td>
<td>147.525</td>
<td>235.644</td>
</tr>
<tr>
<td>P10</td>
<td>28.71287</td>
<td>48.51485</td>
<td>77.22772</td>
</tr>
<tr>
<td>P11</td>
<td>35.64356</td>
<td>55.44554</td>
<td>91.0891</td>
</tr>
<tr>
<td>P12</td>
<td>25.74257</td>
<td>45.54455</td>
<td>71.28712</td>
</tr>
<tr>
<td>Wholesaler</td>
<td>90.099</td>
<td>149.505</td>
<td>239.604</td>
</tr>
<tr>
<td>P15</td>
<td>21.78218</td>
<td>41.58416</td>
<td>63.36634</td>
</tr>
<tr>
<td>P16</td>
<td>39.60396</td>
<td>59.40594</td>
<td>99.0099</td>
</tr>
<tr>
<td>P17</td>
<td>27.72277</td>
<td>47.52475</td>
<td>75.24752</td>
</tr>
<tr>
<td>Retailer</td>
<td>89.1089</td>
<td>148.515</td>
<td>237.624</td>
</tr>
<tr>
<td>P19</td>
<td>47.52475</td>
<td>67.32673</td>
<td>114.8515</td>
</tr>
<tr>
<td>P20</td>
<td>41.58416</td>
<td>61.38614</td>
<td>102.9703</td>
</tr>
<tr>
<td>Customer</td>
<td>89.1089</td>
<td>128.713</td>
<td>217.822</td>
</tr>
</tbody>
</table>

The tire wise servers and corresponding data marts are used for communication, material flow and the business intelligence applications. In order to control the entire SC operations and customer relationship management (CRM), some retail chain demands a centralized source of information for effective operation of the chain and the warehouse so built will serve that purpose.

The warehouse server can be placed and maintained in the cloud for efficient distributed application. The properties of the net in figure 5 remains same as that of figure 2 analyzed by the tool [6], [40]. A random number of continuous observations were performed on the high level net of figure 5 over two stages OB1 and OB2 and the data is recorded in table 2.

It clearly shows that with the progresses in operation the non linearity of figure 3 is substantially reduced in figure 6. Further we have measured the BWE index between the pair of communicating role players and presented the results in figure 7(a) – 7(c). The bullwhip effect between distributor and wholesaler as well as between Wholesaler and Retailer are eliminated.

These are demonstrated in figure (7a) and in figure (7b) respectively. However, the BWE between the retailer and customer is reduced but could not be completely eliminated as shown in figure (7c). Table 2 reflects that BWE index between other pairs of operators like supplier-manufacturer-distributor or wholesaler-distributor, in most of the cases are less than unity.
The empirical observations were random and the outcomes are tabulated to reflect the facts that BWE has been reduced due to the inclusion of the data mart in the form of a server to share the information and material flow. However, some existence of BWE may be needed on a player to player basis as a part of CRM strategies. In section V, we discuss some of the derived advantages of the warehouse.

V. WAREHOUSE APPLICATIONS

CRM is the key to success of the retailing business. Some of the CRM queries that can be generated from the multi-dimension data cube are:

- Which distribution channels contribute the greatest revenue and gross margin?
- Which customers are most profitable based upon gross margin and revenue?
- How many unique customers are purchasing this year compared to last year?

The first query generates the total amount sold and the second query checks for the location in which maximum sales has taken place. There could be many such queries can be generated by adding customer as one of the dimension of the warehouse, which will be an added overhead to the warehouse. Instead, local data marts can be used to generate more interesting queries for efficient CRM operations. The objective of the lattice of figure 5 is to carry out online analytical processing (OLAP) of the multi echelon SC. The local OLAP operations can be performed from the data marts of the respective tiers. The data warehouse model can be used to find the most valuable customer through Recent access, Frequency, and Monetary value (RFM) for CRM activities defined as a strategy to enable the organization proactive and profitable. It helps the organizations to have right focus and allocate sufficient resources to where is needed [14]. The star schema of the model for query processing is presented in figure 8.

VI. CONCLUSION

Autonomous forecasting by the Supply Chain players invites BWE. Information visibility and stage wise centralized repositories reduce the BWE. The proposed model is capable of handling demand driven real time activities among the SCM partners. Operational soundness can be pioneered with the augmentation of multi-dimensional data cubes and a central warehouse, such components helps in real time CRM applications. Initially a multi echelon, multi-tier retail network has been proposed in section 3 and after a set of simulation run, it is observed that inventory is getting piled along the SC partners, which provokes risks of uncertainty of demand and supply and obsolescence of product. In figure 5, the revised GSPN model is proposed with a demand driven procurement strategy along with stage wise data marts and a central warehouse to avoid the effect of demand variability and real time CRM application.

The proposed virtual multi-tier retail network is collaborative, data intensive and distributed. The large repository will support real time demand analysis, market forecast and strategic decision making. From the operational viewpoint there are only a few global large size retailers who may be interested in maintaining the integrated chain but for the sake of scalability of the proposed model stage wise data marts are also employed for medium and small size retailers. It will not be out of place to mention that ERP based SCM chains can handle transactions and control BWE but beyond transaction management is CRM as SCM starts with the customer and ends with the customer and our proposed model is capable of handling real time CRM operations.
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Abstract—This article presents the problem of consensus determining postulates defining in financial decision support systems. The consensus determining methods and function is characterized in the first part. Next the general postulates for consensus estimation and their characteristics are presented. The final part of article suggest new postulates pertaining to financial decisions, and the possibility of their use in practical solutions. The application of these postulates, as a consequence, can lead to the process of making financial decisions will be more flexible, and the risk involved in financial decisions will be significantly reduced.

I. INTRODUCTION

Making decisions in financial matters has become a key component of any business activity. Problems in this area are typically associated with highly volatile character of financial market [9]. Decisions must be made virtually in real time, since only prompt and accurate reaction to changing market conditions provides tangible benefits, for example high return rate. Another important determinant is the high level of risk involved in financial decisions. Since analysis of information and drawing valid conclusions is a time-consuming process, and since real-time computing is beyond human processing capabilities, the process of making financial decisions is typically supported by computer software, employing a range of computing methods, such as artificial intelligence systems, capable of identifying relevant information and drawing conclusions based on input data. Important area of development in recent years is the use of agent and multi-agent systems [10,18] – these, unlike other AI systems, offer the capability of unaided operation and unaided decision-making, i.e. without user input and irrespective of any external factors.

At present, financial decision support systems (DSS) are typically distributed [2]. These systems offer the potential of fast processing of large amount of data. However, in most cases, distributed systems used for support of financial decision-making processes tend to generate multiple variants of solutions, which may result in knowledge conflict within the system. For example, in multi-agent systems, each individual agent may utilize a different method of decision support and, consequently, arrive at a different solution. Users expect a unified variant – or, to put it in simple terms, they want a single decision. Decision-making process is followed by implementation, and only one decision can be implemented at any given time – ideally, one that will bring tangible benefit to the user, while simultaneously limiting the level of risk involved. If a decision support system generates multiple variants, users face the problem of selecting the best possible variant – the ultimate decision. Since the task of selecting the best possible variant, as already mentioned, should ideally be realized in (or close to) real time, it is expected that the DSS will automatically present a single variant that offers best possible results for the user, thus solving the knowledge conflict. Professional literature presents a wealth of methods that can be used to this effect, such as negotiation methods [4] and deductive computing methods [1]. Negotiation methods allow for determining a solution that best suits all parties involved, based on compromise, but it is burdened with the problem of mass exchange of information between system components, which makes the postulate of real-time computing particularly difficult to achieve – or even impossible. On the other hand, deductive methods of computing (such as those based on game theory, classical mechanics and selection methods) offer high computing power, but do not easily satisfy the requirement of identifying best possible variant with simultaneously limiting the risk of inadequate selection.

It seems that the above inconveniences (and the resulting knowledge conflict) can be resolved with the use of consensus methods [8,15]. Consensus methods offer the benefit of determining a single best variant (or a single decision, in this context) out of multiple possible variants. It must be noted that the single decision determined using consensus methods will not necessarily belong to the domain of variants generated by the system in the first place. This is because consensus methods take into consideration all conflicting parties and interests. The ultimate decision is endorsed by all modules (parties) and the decision represents interests of all parties to a degree that satisfies all conflicting parties.

Sobieska-Karpinska and Hernes [10, 5] argue that using consensus methods for the purpose of identifying and presenting a target solution to the user will offer a reduction of decision-making time, since users are not burdened with the task of analysing and selecting the best possible variant. It also reduces the risk involved in the process, since variants identified and selected by the user may fail to bring the expected benefit, or even result in a loss.
It must be noted, however, that consensus algorithms used in DSS systems, including systems for financial decision support, must satisfy certain consensus postulates. These postulates represent conditions to be met by consensus-calculating functions. Only proper definition of these conditions will ensure that decisions made with the help of consensus algorithms will bring tangible benefit to the user.

Professional literature (see, e.g. [1,13,14]) does provide some general (universal) postulates for consensus estimation, but those assumptions fail to take into account some important aspects of financial decision-making, such as the risk and uncertainty involved. Therefore, it seems necessary to broaden the list of postulated parameters.

The purpose of this paper is to present the general postulates for consensus estimation (that need to be included, regardless of the problem they are meant to address via consensus calculation) and their characteristics, as well as suggest new postulates pertaining to financial decisions. This will allow for more accurate construction of consensus algorithms and, consequently, development of IT solutions able to calculate consensus results automatically, based on a set of solutions generated by the system. In this approach, the system will present the user with one ultimate decision that may be implemented to best effect. Consequently, the process of making financial decisions will be more flexible, since the system will suggest the most appropriate solution in (or close to) real-time. In addition, the risk involved in financial decisions will be significantly reduced, since users will not be able to manually select a decision that may be burdened with such risk at implementation phase.

II. GENERAL POSTULATES OF CONSENSUS DETERMINING

Purpose of introduction the postulates is determination on their bases classes of functions of consensus or otherwise saying, different methods of a consensus determining.

In addition, because the postulates are conditions which are expected to meet on consensus function, you can get it to justify the use of these functions in practice.

In farthest part of article we will use following symbols:

- $\Gamma(U)$ - set of all don’t empty subsets of universe $U$ (e.g. set of objects-financial instruments),
- $\Gamma^+(U)$ - set of all don’t empty subsets with repetitions of universe $U$,
- $\cup'$ – sum of set with repetitions.

Let $X, X_1, X_2 \in \Gamma^+(U), x \in U$. In farthest part of article we will use next parameters:

- $o(x,X) = \sum_{x \in X} o(x,y)$,
- $o'(x,X) = \sum_{x \in X} [o(x,y)]^n$ for $n \in \mathbb{N}$.

Let's notice, that parameter $o(x,X)$ represents sum of distance from element $x$ belongs to universe $U$ for elements of profiles $X$, but largeness $o'(x,X)$ represents sum of $n$-powers of distance. This value can be interpreted as measure of evenness of distance from element $x$ for elements of profiles (e.g. det of financial decisions) $X$. If value $n$ is greatest memorial then $n$, distances are more even.

In work [15] consensus function is defined next:

Definition 1.

Consensus function at space $(U,o)$ we call optional functions of forms:

$$ c : \Gamma^+(U) \rightarrow \Gamma^+(U) . $$

For profile $\chi \in \Gamma^+(U)$ each of elements set $c(X)$ we call his consensus, however all set $c(X)$ we call representation of profile $X$. Let $C$ is set of all consensus functions in a space $(U,o)$.

Using the overall function of the consensus you can then define the more detailed class consensus functions, relating to the various methods of its determination, including [15]:

a) Constructive methods, rely on solving problem of consensus on two levels: microstructures and macrostructures universe $U$. Microstructure is a structure of elements $U$, macrostructure is structure of universe $U$.

b) Optimizing methods, rely on defining function of consensus behind assistance of optimizing rules. Often in this methods functions quasi-mediane are applying, consensus is most approximated for all solutions from which he appointed, distances of consensuses are even for individual solutions simultaneously.

c) Methods taking advantage bool conclude, rely in the form encoding problem of consensus in bool formula to such manner that each first implicat this formula appoints solution of problem.

Therefore, in order to define the classes of functions relating to the above methods, it can use the postulates for consensus defined as follows (on the basis of [1, 13, 14]):

Definition 2.

Let $X$ is optional profile we say, that consensus function $c \in C$ grants postulate:

1. Reliability (Re), if

$$ C(X) \neq \emptyset $$

2. Consistency (Co), if

$$ (x \in C(x)) \Rightarrow (x \in C(x \cup', \{x\})) $$

3. Quasi-unanimous (Qu), if

$$ (x \in C(x)) \Rightarrow (\exists n \in \mathbb{N}) x \in C(X \cup \{n*x\}) $$

4. Proportional (Pr), if

$$ (X \subseteq X_1, X \subset C(X_1) \wedge Y \subseteq C(Y_1)) \Rightarrow o(x,X) \leq o(y,Y) $$

5. 1-Optymality (O1), if

$$ (x \in C(x)) \Rightarrow (o(x,X) = \min_{x \in X} o(y,X)) $$

6. 2-Optymality (O2), if

$$ (x \in C(x)) \Rightarrow (o^2(x,X) = \min_{x \in X} o^2(y,X)) $$

These postulates for function of consensus express primary condition define different method consensus. First postulate (reliability) sets up, that it is possible to appoint consensus for each profile always. It answers optimistic attitude each conflict give solve. Reliability is known criterion in theory of choice [3].

Postulate consistency requires implementation of condition, that if some element $x$ is consensus for profile $X$, then after expansion this profile about $x$ ($X \cup' \{x\}$), this element should be consensus for new profile. Consistency is important ownership of consensus, because it allows users to forecast behavior of rule of appointment of consensus, when premises of independent choices are jointed.
According to postulate quasi-unanimous, if certain element \( x \) is not consensus for profile \( X \), that it will be consensus for profile \( X' \) inclusive \( X \) and \( n \) protrude element \( x \) for certain \( n \). In other words, each of elements of universe \( U \) should be chosen as consensus for such profile, if number of its pronouncement is sufficiently big.

Proportionality postulate is natural ownership enough, because if profile is greatest memorial then difference between its elements and consensus is greatest.

Last two postulates are very particular. First of it, postulate 1-Optimality require that consensus is nearest (most similar) to elements of profile. This postulate, in literature very well known, it defines concrete function class, called medians. Instead postulate 2-Optimality, on the other hand, requires, in order to sum of square of distance from consensus for elements of profiles was smallest. Cause of introduction of this postulate results from (also very natural) following condition concerning determination function consensus: consensus have to be „fair”; it means, that its distance for elements of profiles should be the most even. Let’s notice, that number \( o' (x,X) \) defined earlier, can be treated as measure of evenness of distance between certain object \( x \) and elements of profiles \( X \). Therefore, above-mentioned condition requires, in order to value \( o' \) (consensus, \( X \)) be minimal. In work [6, 7] show, that functions granting postulate 2-Optimality are better than function granting postulate 1-Optimality, by the reason of greatest evenness, but they differ from other function of consensus greatest similarity for elements of profiles. From it result, that postulate 2-Optimality is good criterion of appointment of consensus.

Let us note the first three postulates, namely \( Re, Co \) and \( Qu \), are independent of the structure of universe \( U \), represented by a distance function \( o \) (used to establish consensus function class in methods based on Boolean reasoning), while the last three postulates (\( Pr, O \), and \( O_2 \)) are formulated on the basis of \( o \) function (these postulates are employed in optimization methods). Postulates \( Re, Co \) and \( Qu \) are also used in cases when distance function (or, in more general terms – the macro-structure) for universe \( U \) cannot be specified. For financial decisions, function of distance can always be reliably defined, therefore all postulates can be employed, allowing for the use of both constructive and optimization methods of consensus estimation.

The above general postulates of consensus estimation, as already mentioned, are not sufficient for financial purposes. For this reason, this author puts forward two additional postulates to supplement the above list.

III.

THE PROPOSAL TO EXTEND THE LIST OF POSTULATES IN TERMS OF MAKING FINANCIAL DECISIONS

A good approach in estimating best possible decisions in financial matters, i.e. when dealing with problems typically burdened with risk and uncertainty, is to employ evenly distributed consensus – that is, one that takes into account all possible solutions, with each solution estimated at equal measure. This helps minimize the risk of ultimate decision, since the potential of putting more weight to an incorrect decision is eliminated. Therefore, if 2-Optimality postulate offers more even distribution that 1-Optimality postulate, then a postulate of \( n \)-Optimality should be defined, to offer even smoother distribution than 2-Optimality for \( n>2 \). Consequently, definition for such new postulate will take the following form:

Definition 3.

The consensus function \( c \in C \) grants an \( n \)-Optimality postulate \( (O_n) \), if

\[
(x \in C(x)) \Rightarrow o'(x,X) = \min_{y \in U \setminus \{(x,X)\}} o'(y,X). 
\]

This postulate is a generalization postulates 1-Optimality and 2-Optimality.

Another extended postulate on consensus determining in financial decision support systems is a inconsistency of knowledge postulate:

Definition 4.

Consensus function \( c \in C \) grants an inconsistency of knowledge postulate \( (U_k) \), if

\[
(x \in C(x)) \Rightarrow o'(x,X) = \min_{(y,X)} o'(y,X). 
\]

The above postulate allows for determination of an element, for which the distance to consensus is larger than the sum of consensus distances of all the remaining elements (in other words, one of the profile elements is markedly more distant from the consensus than the others). Such situation may result from inadequate knowledge on the part of one of the conflicting parties (for example, a software agent). If this is the case, then decisions generated by the defaulting party should not be taken into account. This problem may be solved by adopting a multi-stage process of consensus estimation, as suggested in [16]. Such method is under implementing in a-Trader multiant agent system for FOREX platform [11]. These systems consist of the large number (hundreds) of processing agents, which on the basis of the FOREX signals, take the specified decision on buy/sale. The paper [12] presents using the consensus methods to reduce the level of the investment risk, as a strategy of Supervisor Agent in a-Trader System.

Building consensus algorithms on the above postulates is not necessarily a guarantee of success in arriving at best possible solution. For example, the algorithms may find a consensus solution for which a given element of the decision-making process is at the same time adopted and rejected, leading to a contradiction. Some authors also take into account the profile’s consensus susceptibility [8]. If a profile (a set of decisions) is not prone to consensus, methods of satisfying its susceptibility may be adopted, such as inclusion of decisions generated by new parties (e.g. new software agents).

However, it must be noted that consensus estimation functions used for the purpose of supporting financial decisions must meet both general consensus postulates and the expanded postulates (these postulates may also be used in order to the other, than only financial problems). Otherwise, the estimated consensus may not warrant tangible benefit to the user, for example – by placing more weight on an inappropriate decision contained in the profile.
IV. CONCLUSION

Making decisions in financial matters is a complicated process, particularly in the face of high risk and uncertainty associated with this form of activity, since it may lead to unpredictable results. Improper decisions may detriment the functioning of a whole organisation. Distributed systems offering support for financial decisions are a viable solution, provided that they are able to generate a single, reliable recommendation. However, if individual nodes of the system (such as software agents) generate multiple instances of solutions, the overall reliability of the system is considerably lower. Therefore, proper care should be taken to ensure that the user receives the best possible solution generated automatically by the system, so that he or she can make a correct decision that will result in benefit for the organization. Use of consensus methods provides the potential of arriving at a single best decision – one that not necessarily belongs to the original domain of decisions generated by individual nodes, but adequately similar. Consequently, the level of risk involved is considerably lower. If users were to perform own analyses and manually select from decisions generated by the system under time pressure, their choices would be potentially burdened with error – the more so if we take into account the time pressure involved. In addition, consensus methods allow for considerable reduction of decision time, since the system presents the user with a single best solution determined automatically on the basis of variants generated by individual nodes.

For obvious reasons, consensus methods do not warrant absolute accuracy of resultant decision, but they do warrant some degree of satisfaction. Some of the individual variants generated by system nodes may prove more appropriate than the automatic suggestion determined using consensus methods, but one can never be certain that the user would have selected such best variant (if he were to analyse and select it manually). In such a case, selecting the worst possible variant is also possible, which can only increase the risk involved.

However, correct algorithms for consensus estimation should incorporate and take into account all the postulates presented above. Negligence in this respect may result in ill-advised suggestions with negative consequences.

Proper implementation of consensus postulates is, therefore, a prerequisite for correct design of consensus algorithms to be used in financial DSS (decision support systems).
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Abstract—What makes the development of decision support systems (DSS) particularly challenging is the change dynamics of the design space, the instability of initial specifications, and the lack of an adequate model of the decision making process. Facing these, one can appreciate a methodology that can drive the designer’s creative effort within a particular decision context. The paper aims to outline the origin and the evolution of research on the DSS architecture commenced by Sprague and Carlson and carried on under the auspices of the International Federation for Information Processing (IFIP) and the International Society for Decision Support Systems (ISDSS). In particular, the paper presents insights, findings, recommendations and conclusions derived from case studies conducted in domestic medium-sized and large enterprises.

I. INTRODUCTION

Ground-breaking studies that gave rise to the computerized decision support strand appeared around mid-20th century. By mid-1980s, a new science discipline emerged, concentrating a vast research potential. The term “decision support system” (DSS) has a number of connotations. Most scholars have accepted the term to mean “an interactive computer based system that helps decision-makers use data and models to solve ill-structured, unstructured or semi-structured problems” [1], although some argue that this definition is too narrow, pointing out that a DSS should be able to support ill-structured decisions as well as structured tasks. This leads to a more general definition ([4], [2]) as an interactive computer-based system or sub-system intended to help decision makers use communication technologies, data, documents, knowledge and/or models to identify and solve problems, complete decision process tasks and make decisions. In his seminal doctoral thesis, Steve Alter [3] put down the following three axioms of the unfolding paradigm which were approved by most of his fellow researchers: (1) that DSS are designed specifically to facilitate decision processes; (2) that DSS should support rather than automate decision making; and (3) that DSS should be able to respond quickly to the changing needs of decision makers.

However, neither theory-oriented research approaching decision support from the management science perspective nor the few experimental studies have been able to lay solid foundations for DSS designers to build upon. The following research outcomes have proved useful to developers:

- Recommendations concerning the architecture of computer decision support based on the Data – Dialog – Modeling paradigm. The principal idea behind the paradigm represents that the designer’s responsibility in designing a decision support system is to build the data, dialog and modeling components and to ensure interaction among these. The idea underpins the theoretical work referenced above, e.g. in adopting a DSS definition. The paradigm has made it possible for Sprague and Carlson [1] to articulate an influential architectural model and helped their followers ([5], [4], [22], [12]) further advance it and extend it.

- The guidelines of “meta-design” methodology pioneered by Moore and Chang [6]: “(...) the classic MIS development life-cycle approach is insufficient as a prescriptive guide for building DSS [since it] (...) does not lay out a step-by-step procedure or even an exhaustive list of topics (...). We synthesize ideas from existing DSS design frameworks to produce a meta-design methodology from which individual DSS designers can develop their own design frameworks, appropriate to their particular needs.” The meta-design approach had its advocates who undertook to further develop it (cf. [7], [8], [10]). Due to the volatility and change dynamics of the design space, frequently coupled with a need for organizational change entailed by IT
deployment, we see ongoing integration of current trends in system design and organizational change [11].

The paper seeks to address both these research areas. The following discussion draws on views that have been voiced in prior publications:

- “The traditional view of DSS components remains useful because it identifies commonalities between different types of DSS, but it provides only an initial perspective for understanding DSS architectures.” [5]
- “The architectural design should set a common level of understanding among technical, non-technical and management participants.” [9]
- “DSS (...) ideas and concepts were developing in the early 1970s, the technology became widely available at reasonable cost in the 1980s, and in 2008 are rarely used effectively. When they are, they are huge beneficial impacts; indeed some firms could not exist without them. (...) The general unresolved issue I see is one of understanding the management of change.” [17]

A thorough analysis of refutations and cracks flawing the theoretical foundations of DSS has led us to propose the extended DDMKCC paradigm: Data – Dialog – Modeling – Knowledge – Communication – Creativity [7]. Further in the paper, a theoretical underpinning is provided alongside a description of architectural recommendations, resulting from our recent research as well as from a wealth of practical experience with the proposed paradigm. The research involved a group of 10 business companies selected from among some 200 in which DSS implementation projects were completed by Consorg S.A. between 2000 and 2012. Each implementation has been examined for the degree to which each of the DDMKCC architectural components is used in making decisions at (1) operational, (2) tactical and (3) strategic level.

I. TRADITIONAL DSS ARCHITECTURES BASED ON THE DDM PARADIGM

Fig. 1 A traditional DSS architecture in an IT development context

A traditional architecture, such as the one shown in Fig. 1, afforded a possibility to exploit available information technologies in implementing early computer decision support concepts founded on the DDM paradigm and embracing the reflection on interactions between architectural elements such as Data Base, Model Base, Visualizer, Generator, and Solver within a network environment. Looking back at the expansion of specific technologies and the evolution of theory, one easily recognizes the advances in technical solutions identified e.g. with multi-layer architectures, grid computing, data analysis and presentation using data warehouses, or Business Intelligence environments. One of the remaining challenges is to link the DSS model base with models existing in organizations. A lot of such models are in the form of hardly scalable spreadsheets developed by painstaking or enthusiastic users. Their flat meta-data structure is just another important weakness. By introducing further levels, we may be able to implement many of the proposals stemming from IFIP research on the problems of context within DSS ([16], [13]).

II. ORIGIN OF THE DDMKCC PARADIGM

We have already remembered the DSS design paradigm framed by Sprague and Carlson, demanding that DSS consist of three sets of capabilities belonging in the areas of dialog, data and modeling. Many researchers insist that a good DSS should retain balance among the three capabilities. It should be easy to use, too, allowing non-technical decision makers to interact freely with the system. It should be able to access a wide variety of data and provide ample analytical and modeling capabilities [18]. However, observation clearly demonstrates that practice does not fully raise to the promises of theory. Sprague and Watson [19], for instance, contend that many early systems would adopt the name DSS when they were strong in one area and weak in the other. Having analyzed 56 DSS cases, within the two main groups Alter distinguished seven sub-groups based on “the degree to which the system’s output can directly determine the decision” [3]:

- Data-oriented DSS: (1) File Drawer Systems, whose purpose is to automate certain manual processes and provide access to data items; (2) Data Analysis Systems, which facilitate the analysis of current and historical data, in order to produce reports for managers; (3) Analysis Information Systems, which provide access to a multitude of support data bases for the decisional process, as well as a series of simple models in order to supply information necessary for solving particular decisional situations.
- Model-oriented DSS: (4) systems oriented on accounting and financial models. The models employed are of “what-if” and “goal-seeking” types and they are frequently utilized in producing profitability estimates for new products, estimative balances, etc; (5) systems oriented on representational models, which use simulation models to estimate consequences; they are used extensively in risk analysis, in production simulation etc.; (6) systems oriented on optimization models which help produce optimal solutions for different activities; (7) systems oriented on suggestion models which carry out the logical process leading to a suggested decision for activities with
a certain degree of structuring (such as determining the frequency of insurance renewal, models for the optimization of bond supply, etc.).

Further studies on existing decision support systems confirm the growing dynamics, diversity, complexity and diffusion of the DSS area. The outcomes become contradictory, the foundations of DSS are crumbling, and special cases are increasingly often reported that supersede or undermine prior research findings. Investigating the “cracks” enables (or compels) researchers to lay broad and solid foundations on which to build up the knowledge [20]. “Many software vendors, information systems consultants, and even some academic researchers are periodically tempted to create a revised vocabulary for existing concepts. Synonyms are variants on accepted concepts which can sometimes aid in understanding, but they can also lead to conceptual confusion. The globalization of discourse on topics like decision support has added to the challenge of communicating meaningfully about our research; more terms increase the difficulty. The academic community needs to control the word labels that are used in our research and discourse for important concepts and constructs. This task is important if researches want to manage and evolve a stream of systematic research on decision support.” [21].

Theory-oriented research indicates the emergence of the birth effect: a growing number of DSS synonyms and variants generates a larger number of new concepts. For outcomes to be comparable with one another, integration of research sub-areas is required [22], which – according to the Limits to Growth Systems Archetype – involves a negative balancing loop (Fig. 2).

The extended DDMKCC (Data – Dialog – Modeling – Knowledge – Communication – Creativity) arises from the need for integration (cf. Fig. 3), in the context of existing “cracks” in the traditional DSS architecture, drawing on research on the deployment of information technology in organizations [26] and acknowledging the incorporation of soft systems methodology into DSS research. In subsequent publications, further architectural details are added or elaborated.

At the same time, Power [5] develops an integrated DSS classification aligned with the idea of pivotal component proposed by Sprague and Watson (cf. Table I).

In this paper, the central research question concerns the software architecture for a decision support system. Theoretical insights and prior validation efforts have led to an extension of the classical Sprague-Carlson DDM proposal toward the DDMKCC paradigm. The paradigm not only implies the building blocks of a decision support system but also provides a basis for addressing and analyzing a broad array of cases. In the following chapters, the findings of research on decision support system design are presented that substantiate the above propositions and underpin practical recommendations.

III. A STUDY OF THE PERFORMANCE OF DDMKCC MODEL COMPONENTS

We selected 10 out of 200 implementation projects run in 2000-2012 by Consorg S.A. In this way, we arrived at a group of 10 business organizations from both the production and the services sectors which we deemed the most representative for our analysis and appraisal of the
proposed approach – viz. its performance and practical effects. The sample included large enterprises as well as capital groups. Some of them are listed on the Warsaw Stock Exchange, while 3 of them (being international capital groups) have parent companies based outside Poland. Most of the companies operate in production industries. The average number of DSS users ranges from 5 to 10 advanced users and 20 to 30 novices or occasional users (see Table II).

In all of the organizations support is centered on decision making processes in the area of financial control. The solution was implemented in an effort to support decisions at all (operational, tactical, and strategic) management levels. At each level, a different set of analytical tools was offered, following the classification of models proposed by Turban and Aronson [26] (see Table III).

### Table II.

**THE 10 SELECTED BUSINESS ORGANIZATIONS FROM THE MANUFACTURING AND SERVICES SECTORS**

<table>
<thead>
<tr>
<th>Customer</th>
<th>Industry</th>
<th>Organization structure</th>
<th>DSS users</th>
<th>Project duration</th>
<th>Headquarters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Tauron Wytwarzanie (formerly Południowy Koncern Energetyczny S.A. [Southern Power Corporation]) Parent quoted on Warsaw Stock Exchange</td>
<td>power generation</td>
<td>one-layer capital group</td>
<td>50 primary users 150 other users</td>
<td>2000–2004</td>
</tr>
<tr>
<td>3</td>
<td>Odra Trans S.A.</td>
<td>inland navigation</td>
<td>multi-layer capital group, 20 subsidiaries (including a Germany based sub-group)</td>
<td>5 primary users 35 other users</td>
<td>implementation period: 2006–2007</td>
</tr>
<tr>
<td>4</td>
<td>Black Red White S.A.</td>
<td>furniture manufacturing</td>
<td>one-layer capital group, 30 subsidiaries</td>
<td>5 primary users 30 other users</td>
<td>2007–2008</td>
</tr>
<tr>
<td>5</td>
<td>Pradyż / Ceramika Paradyż sp. z o.o.</td>
<td>white ware</td>
<td>no capital group</td>
<td>10 primary users 30 other users</td>
<td>2006–2008</td>
</tr>
<tr>
<td>6</td>
<td>Cersanit S.A. Parent company quoted on Warsaw Stock Exchange</td>
<td>white ware</td>
<td>multi-layer capital group, 40 subsidiaries (including a Russia based sub-group)</td>
<td>10 primary users 25 other users</td>
<td>2009–2010</td>
</tr>
<tr>
<td>7</td>
<td>EC Będzin S.A. Listed on Warsaw Stock Exchange</td>
<td>heat generation</td>
<td>member (subsidiary) of RWE capital group</td>
<td>12 primary users</td>
<td>2009–2010</td>
</tr>
<tr>
<td>8</td>
<td>Kamis S.A. Listed on Warsaw Stock Exchange</td>
<td>food industry</td>
<td>no capital group</td>
<td>12 primary users 92 other users</td>
<td>2010–2011</td>
</tr>
<tr>
<td>9</td>
<td>Lentex S.A. Parent company quoted on Warsaw Stock Exchange</td>
<td>chemical industry</td>
<td>one-layer capital group, 1 subsidiary</td>
<td>5 primary users 45 other users</td>
<td>2010–2011</td>
</tr>
</tbody>
</table>

### Table III.

**DECISIONS, TOOLS AND DECISION MAKING MODELS USED WITHIN THE DDMKCC MODEL**

<table>
<thead>
<tr>
<th>Capital groups</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DECISIONS — TOOLS and MODELS</strong></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Operating budget planning and financial analysis</td>
</tr>
<tr>
<td></td>
<td>Cash flow analysis models</td>
</tr>
<tr>
<td></td>
<td>Pricing models</td>
</tr>
<tr>
<td></td>
<td>Simulations and financial monitoring using expert systems reports</td>
</tr>
<tr>
<td></td>
<td>Benchmarking of the functions and processes of operating budget planning within the corporation’s production units (diagnosing causes of deviations in key performance indicators)</td>
</tr>
<tr>
<td>2</td>
<td>Key investment project analysis models</td>
</tr>
<tr>
<td></td>
<td>Simulations and financial monitoring using expert system reports</td>
</tr>
<tr>
<td></td>
<td>Benchmarking of functions and processes (diagnosing the causes of deviations in key performance indicators within capital group’s strategy performance monitoring)</td>
</tr>
</tbody>
</table>

1. Consolidation of financial statements for external reporting (IFRS)
2. Financial monitoring and budgeting
3. Corporate supervisory activities
4. Cash flow planning and monitoring under cash-pooling models
5. Simulations and financial monitoring using expert system reports
6. Benchmarking of functions and processes (diagnosing the causes of deviations in key performance indicators within capital group’s strategy performance monitoring)
7. Models of asset allocation throughout the capital group
Multi-dimensional simulations of capital sub-group structures; strategic and financial monitoring for management purposes

- Value management models for capital groups
- EVA corporate value management models
- BSC strategic management models
- Strategic resource planning models

where:
1. Operational decisions
2. Tactical decisions
3. Strategic decisions

Besides, the distinct nature of capital group management was reflected in specially tailored business models enabling decision support to be addressed at the parent company level [27]–[30].

Data Sources and Data Models

In the following discussion of the DDMKCC model’s “data” component and its usage statistics, data sources and data models will receive separate treatment.

- Data sources

The taxonomy of data sources (cf. Table IV) was based on the classification proposed by R. Sprague and H. Watson [28]. The findings of our observations and analyses are consistent with the widely known fact that, although data come from diverse sources, strategic decisions will involve greater use of external sources and less reliance on internal ones (e.g. ERP/MRP systems). The way corporate knowledge bases are exploited in making tactical decisions is notable, too. It is easy to see that relevant data are most commonly sourced from investment project analysis cases stored in archives, since such cases often provide valuable insights into how similar projects were evaluated in the past and offer analogies which can be instrumental in assessing the risk of new investments.

```
<table>
<thead>
<tr>
<th>DECISIONS</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operational</td>
<td>xxx</td>
<td>x</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Tactical</td>
<td>xx</td>
<td>xxx</td>
<td>xx</td>
<td>x</td>
</tr>
<tr>
<td>Strategic</td>
<td>x</td>
<td>xx</td>
<td>xxx</td>
<td>xxx</td>
</tr>
</tbody>
</table>
```

where:
1. Traditional ERP/MRP
2. Text processing and document processing systems; corporate knowledge bases
3. Open access data bases
4. Business information libraries; economic intelligence agencies

- Data models

Likewise, usage analysis of data models led us to believe that data warehouses were used the most when making strategic decisions (cf. Table V), and they were central to capital group management, particularly in groups that have not implemented a single transactional system. For them, a data warehouse can become a integrating DSS component, unifying data and processes across the group. This corresponds to employing a data warehouse to support both operational and strategic decisions.

Interesting observations can be made in examining the use of multi-dimensional OLAP data structures in business decision making processes. When a well designed OLAP cube is combined with an ergonomic viewer, all of the reporting process can be handled via multi-dimensional structures, regardless of the type of decision to be made. It does not matter at all whether OLAP is embedded in a data warehouse or the multi-dimensional repository accesses transactional data directly. Obviously, at the operational level the application of OLAP technologies is reduced to relatively simple (and repetitious) reporting. Advanced functionalities, on the other hand, such as those of data mining and hypothesis validation, are employed at the other decision levels. By surveying the businesses from our sample we were able to ascertain that wherever OLAP technology has been successfully implemented, reporting almost exclusively hinges on data supplied in this way, while other methods have been nearly abandoned.

```
<table>
<thead>
<tr>
<th>DECISIONS</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operational</td>
<td>xx</td>
<td>xx</td>
<td>xxx</td>
<td>x</td>
</tr>
<tr>
<td>Tactical</td>
<td>x</td>
<td>xx</td>
<td>xxx</td>
<td>x</td>
</tr>
<tr>
<td>Strategic</td>
<td>-</td>
<td>xxx</td>
<td>xxx</td>
<td>xxx</td>
</tr>
</tbody>
</table>
```

Dialog and Communication Components

The discussion of the dialog component’s functionality will be broken down in a pattern proposed by Bennett for the assessment of DSS user interface [4]: (1) knowledge base, conceived as a set of users’ essential skills (knowledge) enabling them to work with the system, (2) command language – the way in which users operate the system, and (3) presentation language, i.e. the way in which output is represented [4].

- Knowledge base

Nearly every user highly appreciates the availability of complete system documentation including operating instructions (cf. Table VI). Few, however, actually use it and, as a result, most of them require individual training. As
long as it is fairly sufficient for users at the operational management level, those having to cope with less structured decision problems will normally need to have a good understanding of the problem solving process and to know the applicable techniques. Without this know-how, users situated beyond the operational level might not be able to use the system resources efficiently: even if an expert system is activated to provide them with support in choosing the most suitable tools (models) for their problem, the choice has to be ultimately made by the user. Observation reveals that the most common reason why some systems are not used in tactical or strategic problem solving is not the technology itself but the relatively high demand they put on users’ competence (knowledge base).

- Command language

No matter what kind of problems are solved, the ability to communicate with the system via standard and context menus is usually taken for granted or seen as a minimum requirement concerning functionality. Individuals solving tactical problems in companies where an enterprise data warehouse module has been implemented also demanded the option of similar case finding in knowledge bases.

<table>
<thead>
<tr>
<th>DECISIONS</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operational</td>
<td>xxx</td>
<td>x</td>
<td>xxx</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Tactical</td>
<td>xxx</td>
<td>xxx</td>
<td>xx</td>
<td>xxx</td>
<td>x</td>
</tr>
<tr>
<td>Strategic</td>
<td>xxx</td>
<td>xx</td>
<td>x</td>
<td>x</td>
<td>xxx</td>
</tr>
</tbody>
</table>

1. Interactive operation manual
2. Examples suited to user skill level
3. Support functions for system navigation
4. Problem solving skills training facility
5. Support options for user learning

Users engaged in solving tactical and strategic problems will rather expect the system to become a “partner in problem solving.” Interestingly enough, we found that the lowest skill levels are associated with the highest expectations from the system, including a proactive attitude in assisting the user. Conversely, the expectations of most advanced and creative problem solvers are limited to being offered an efficient technology and a rich collection of presentation tools.

<table>
<thead>
<tr>
<th>DECISIONS</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operational</td>
<td>xxx</td>
<td>xxx</td>
<td>xxx</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Tactical</td>
<td>xxx</td>
<td>xxx</td>
<td>x</td>
<td>-</td>
<td>xxx</td>
</tr>
<tr>
<td>Strategic</td>
<td>xxx</td>
<td>xxx</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

1. Standard system menu
2. Context menu
3. Data base query languages
4. Communication based on natural language processing

5. Knowledge base search for similar cases
6. Ability to guide user dialog toward problem resolution

- Presentation language

Our survey demonstrated that users’ expectations concerning the presentation language are closely tied with the mental model of the decision maker being the end user of information output by the system. For example, financial analysts working for top executives expect the presentation language to be as rich as possible and hence capable of satisfying the needs of any user further enhancements to the system. The extent to which specific functions of the presentation language are used will vary largely depending on who uses the output information (e.g. corporate board members will have other preferences than line managers).

**TABLE VIII.**

<table>
<thead>
<tr>
<th>DECISIONS</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operational</td>
<td>xxx</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Tactical</td>
<td>xxx</td>
<td>xxx</td>
<td>xx</td>
</tr>
<tr>
<td>Strategic</td>
<td>xxx</td>
<td>xxx</td>
<td>xxx</td>
</tr>
</tbody>
</table>

1. Data and report presentation in a variety of forms – tables, text, presentation graphics
2. Report definition in terms of detail level and format of delivery (PDF, HTML, Word DOC, etc.)
3. Parallel work with multiple data sections, presentation in multiple forms using multi-window technology

**Knowledge and Modeling Components**

Within the DDMKCC model, the knowledge component is defined as a resource comprising mathematical models and algorithms designed to transform data into information (deep knowledge) alongside heuristics used to support the decision making process (shallow knowledge) – rules, constraints, boundary conditions or any other information which may be generated within the DSS or acquired during the system’s productive operation [5, p. 16]. This approach allowed us to perform usage analysis of specific knowledge components vis-à-vis the type of decision problem. The findings provide important insights that can inform further evolution of the DDMKCC paradigm.

First of all, addressing support to decision making processes at the operational management level does not involve any major modifications to the pre-defined decision making models. These are typically simple cause-effect models focused on explaining deviations of actual performance from plan. It is vital, nevertheless, that simulation and prediction functions be implemented in this class of models to enable “what if” and “what else” analysis (cf. Table IX).

**TABLE IX.**

<table>
<thead>
<tr>
<th>DECISIONS</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operational</td>
<td>xxx</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Tactical</td>
<td>xxx</td>
<td>xxx</td>
<td>xx</td>
</tr>
<tr>
<td>Strategic</td>
<td>xxx</td>
<td>xxx</td>
<td>xxx</td>
</tr>
</tbody>
</table>
1. Pre-defined models embedded in the DSS
2. Expandable pre-defined models
3. Custom model development and integration tools

The conclusions will be very different as soon as we look at how the system supports strategic decision making processes. What is required of the system in such circumstances is, in the first place, adaptability and expandability by appending new decision models. The DSS not only has to offer the requisite tools to freely build decision models but also needs to be able to instantly integrate (owing to two-way data interchange) with dedicated external systems addressing specific business problems. This would be necessary, for example, in a situation where an investment bank will not agree to open a long-term credit facility unless project performance is assessed and monitored using a model preferred by the bank.

Secondly, the DDMKCC model includes a special resource containing knowledge on business processes utilized in decision making (decision workflows). Identifying the key business processes and analyzing the decision making processes intrinsic to them makes it possible to accumulate knowledge needed to discover and assess relationships between decisions and their outcomes. This appears critical, in the light of our research, for decision analysis at all levels – operational, tactical, and strategic (cf. Table X).

**TABLE X.**
FUNCTIONS OF THE PRESENTATION LANGUAGE WITHIN THE DDMKCC MODEL

<table>
<thead>
<tr>
<th>DECISIONS</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operational</td>
<td>xxx</td>
<td>xxx</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Tactical</td>
<td>xxx</td>
<td>xxx</td>
<td>xx</td>
<td>xxx</td>
</tr>
<tr>
<td>Strategic</td>
<td>x</td>
<td>xx</td>
<td>xxx</td>
<td>x</td>
</tr>
</tbody>
</table>

1. Mathematical models and algorithms
2. Workflow procedures
3. Heuristics based on expert knowledge
4. Algorithms founded on fuzzy expert rules

Thirdly, our observations suggest that other than deterministic models are used relatively rarely. The most common approach is that founded on deterministic scenario building techniques where the best- and the worst-case scenario are identified. Where probabilistic models are used, preference is given to approaches based on subjective probability.

**TABLE XI.**
FUNCTIONS OF THE PRESENTATION LANGUAGE WITHIN THE DDMKCC MODEL

<table>
<thead>
<tr>
<th>DECISIONS</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operational</td>
<td>xxx</td>
<td>x</td>
<td>-</td>
</tr>
<tr>
<td>Tactical</td>
<td>xxx</td>
<td>xx</td>
<td>-</td>
</tr>
<tr>
<td>Strategic</td>
<td>xxx</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

1. Deterministic
2. Fuzzy
3. Probabilistic

**Creativity Component**

Our survey indicates that the most frequently used creative problem solving tools include: (1) context-sensitive help along with access to historical data and similar cases, (2) a multi-dimensional OLAP database viewer for convenient hypothesis testing during the creative problem solving process, (3) group work support tools, such as dedicated discussion forums or widely popular instant messengers, (4) SWOT analysis support tools, (5) tools and models for multi-criteria ‘what if’ analyses, and (6) context-oriented reports recapitulating the user’s work outcomes; to deliver these outcomes, such reports make use of e.g. expert systems, presentation graphics, tabular views and layouts [6].

The use of each type of tool was examined by observing the subsequent stages of budget planning and budget control processes (monitoring deviations from targets) in capital groups – cf. Table XII.

**TABLE XII.**
CREATIVITY SUPPORT TOOLS MOST HEAVILY USED BY CAPITAL GROUPS WITHIN BUDGET PLANNING AND CONTROL PROCESSES TO MONITOR DEVIATIONS FROM PLAN

<table>
<thead>
<tr>
<th>PROCESS</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 setting budget targets for subsidiary companies</td>
<td>xxx</td>
<td>-</td>
<td>x</td>
<td>-</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>2 budget modeling in daughter companies</td>
<td>x</td>
<td>xxx</td>
<td>x</td>
<td>-</td>
<td>xxx</td>
<td>xx</td>
</tr>
<tr>
<td>3 management-led consolidation of financial budgets</td>
<td>x</td>
<td>xx</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>x</td>
</tr>
<tr>
<td>4 analysis of threats and opportunities to performance of consolidated group budget</td>
<td>x</td>
<td>xx</td>
<td>x</td>
<td>xxx</td>
<td>xxx</td>
<td>xxx</td>
</tr>
<tr>
<td>5 analysis of strengths and weaknesses of subsidiary companies’ financial budgets</td>
<td>x</td>
<td>xxx</td>
<td>x</td>
<td>xxx</td>
<td>xxx</td>
<td>xxx</td>
</tr>
<tr>
<td>6 budget negotiations</td>
<td>-</td>
<td>xx</td>
<td>xxx</td>
<td>-</td>
<td>xxx</td>
<td>x</td>
</tr>
<tr>
<td>7 identifying KPIs/CSFs for subsidiary companies’ and group’s budgets</td>
<td>xx</td>
<td>x</td>
<td>x</td>
<td>-</td>
<td>xxx</td>
<td>xxx</td>
</tr>
<tr>
<td>8 monitoring deviations from plan, early warning of potential threats</td>
<td>xx</td>
<td>xx</td>
<td>xx</td>
<td>-</td>
<td>xxx</td>
<td>xxx</td>
</tr>
<tr>
<td>9 validation and control of financial budgets</td>
<td>xx</td>
<td>xxx</td>
<td>xx</td>
<td>xx</td>
<td>xxx</td>
<td>xxx</td>
</tr>
</tbody>
</table>
Importantly, we perceived the necessity to make DSS capable of fast and easy integration with specialized external solutions designed to support certain creative problem solving techniques (e.g. brainstorming or morphology analysis).

IV. CONCLUSIONS

Researchers dealing with computerized decision support exhibit growing interest in integrating individual and domain-specific insights and building common theoretical, methodological and applicational frameworks that can sustain systemic thinking.

In the long run, thinking in terms of software architectures facilitates DSS development and maintenance. A holistic view fosters diverse applications, iterative development and, in particular, this distinctive approach, perhaps unique to DSS, whereby systems are developed in response to changes in the decision space. Many DSS have evolved from a data-oriented system through modeling a specific domain, e.g. financial control, which became a starting point, then arousing broader interest in the system itself and inspiring innovative efforts at large. Next, there arises a need for group work and creativity support.

By investigating, across multiple aspects, the ways in which specific DDMKCC model components are used in the practice of making business decisions, we have identified the key determinants of an effective development context for computerized decision support systems. The paper presents research findings which encourage a belief that further development of context-dependent DSS design meta-methodology should be approached from the system designer’s perspective.
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Abstract—Agility as a term is widely known today. However, a common understanding of what agility means and what it consists of is missing. Until today, a lot of frameworks have been developed, but they are very heterogeneous regarding content and structure. This paper approaches that issue by conducting a systematic comparison of 28 available agility frameworks out of the domains of agile manufacturing, agile software development, agile organization, and agile workforce. Altogether, 33 concepts related to agility were identified. The results of the comparison show that even within the examined specific domains a lack of consensus is obvious. In addition, the utilized concepts are very ambiguous and overlapping. So, the interdependencies between the identified concepts were analyzed in detail. This revealed five recurring “clusters” that each combine several concepts with similar content, but despite the amount of available frameworks, none of it reflects these clusters directly. Hence, the study shows that the factors beyond the construct of agility are not fully uncovered yet.

I. INTRODUCTION

For several years, businesses and organizations have faced a more and more volatile environment, marked with challenges such as increased competition, globalized markets, and individualized customer requirements accompanied with many changes in every organizational field. Such scenarios were already described in the 90s, for instance by Goldman et al. [1] or the Iacocca Institute [2]. As a response, different concepts emerged that should enable organizations to master these challenges. The most recent is the concept of agility, but others like flexibility and leanness are mentioned often, too.

A lot of research activities about agility and its related concepts have been conducted in the meantime. However, until today there exists no common understanding of what constitutes agility. Although many frameworks and models describe agility and its characteristics, they often heavily differ in content and structure. This makes it difficult for both, researcher and practitioner audiences, to build upon the insights obtained until today. On the one hand, researchers are missing a well-founded basis to develop the topic further, on the other hand, practitioners cannot easily uncover what parts of their organizations have to be changed and to what respect they have to be changed to respond to new market challenges.

This is particularly of interest for organizations in the software and information technology (IT) industry. With the appearance of agile software developing methodologies, or in a broader sense agile values and principles (see for instance [3]–[5]), in the early 2000s, the advantages of these new approaches became visible. However, it turned out to be difficult to transfer the experienced benefits beyond the team level [6]–[8]. But this step is necessary so that the whole organization can benefit from agility.

The idea for this paper arose from the attempt to select a suitable agility framework that represents the structure and components of agility in an organization for a further empirical study. Unfortunately, it turned out that due to the aforementioned problem of a lack of consensus, a selection of one framework seemed unsatisfactory. Some were unsuitable to describe the organization as a whole, others specialized on a specific aspect only. Generally, the literature was confusing and inconsistent. Therefore, it seemed necessary to get through the literature and systematically compare available frameworks. The aim of this work is to analyze the frameworks regarding common ground and differences and to search for recurring concepts. Finally, this will create a basis for further work on a common understanding of agility.

A review about agility is already given by Sherehiy et al. [9] which serves as an important starting point for this study, too. However, they mainly included work of the agile manufacturing domain, because publications about the agile organization as a whole were scarce at this time. The aim of the authors was to deduce a summarized framework describing the agile organization. Interestingly later published frameworks again differ heavily from the one developed by Sherehiy et al. That shows that their work was still not sufficient and a further investigation is necessary.

The remainder of the paper is structured as follows: In section II the concept of agility and its history are shortly described and its connections to the principles of lean and flexible are mentioned. Section III introduces the agility frameworks that are analyzed in this paper. The systematic comparison of these frameworks and the discussion of the results are given in section IV. The paper ends with a conclusion and an outlook to further research currently conducted in section V.

II. THE CONCEPT OF AGILITY

Looking up the term agile in a dictionary delivers “having the faculty of quick motion; nimble, active, ready” [10, p. 255], whereby agility is the “quality of being agile” [10, p. 256]. Given this explanation as a basis, a huge variety of definitions emerged today, heavily influenced by context and application domain. A discussion of all available definitions is
beyond the scope of this paper. Different authors already list various definitions of agility, for instance [11], [12]. Another comprehensive collection is given in the appendix of [13].

An extensive definition, which fits well to the context of this work, was developed by Ganguly et al. [14] based on the work of Dove [15], [16]. They define agility as “an effective integration of response ability and knowledge management in order to rapidly, efficiently and accurately adapt to any unexpected (or unpredictable) change in both proactive and reactive business / customer needs and opportunities without compromising with the cost or the quality of the product / process” [14, p. 411]. The handling of change as a fundamental prerequisite for agility is confirmed by Conboy, who named creation of change, proaction in advance of change, reaction to change, and learning from change as components of agility [17].

The concept of agility is nothing new. Early works are already found within social sciences and date back to the 1950s [18]. However, agility gained significantly more attention in the 1990s, especially after the so called “Lehigh report” [2] was published explaining a new idea of manufacturing strategies. This development was accompanied by the increasing emphasis on customer orientation and proactivity instead of reactivity. Later on, mainly after the year 2000, process orientation was focused on additionally and led to an examination of agility from an organizational perspective [13]. Simultaneously, agility became well known within the software industry, whereby the “Agile Manifesto” [3] triggered a lot of research in this field.

While research about agility progresses continuously, there are two other closely connected and underlying concepts: flexibility and leanness. Although both share some common ground with agility, they are not the same and should be distinguished. A detailed discussion is given in [17], which is shortly summarized here. First, flexibility is very similar to agility. The main differences of flexibility lie in issues like the lack of speed and rapid action, continual change instead of a one-off change, a missing inclusion of knowledge and learning, and the application as single practices in specific parts of the company instead of an organization-wide view. The difference of leanness, however, is much more straightforward. In contrast to agility, leanness is unsuitable to variability and uncertainty and emphasizes simple cost reduction over value-related issues, mainly value for the customer [17].

III. AGILITY FRAMEWORKS

A review of the literature revealed a variety of frameworks and models describing the concepts that determine agility or at least proposed different items to measure agility. Finally, 28 frameworks or similar concepts could be identified that can be categorized into four domains and will shortly be introduced in the following:

- Agile Manufacturing,
- Agile Software Development,
- Agile Organization/Agile Enterprise, and
- Agile Workforce.

A. Agility Frameworks Focusing on Agile Manufacturing

As explained in section II, the concept of agility mainly originates from the manufacturing domain. Hence, ten of the identified frameworks focus on agile manufacturing [11], [19]–[27].

One of the earlier frameworks was developed in 1999 by Sharifi & Zhang [19]. The core idea is the distinction between Agility Drivers, Agility Capabilities, and Agility Providers. Drivers are mainly changes in the environment. Capabilities like responsiveness, competency, flexibility, and speed are the required abilities of the company to respond to these changes. Providers are the means to achieve these capabilities in the areas of organization, technology, people, and innovation [19]. This framework was refined and extended later by Sharifi et al. [20], however, the main structure remained stable. Finally, it led to a theoretical approach to develop an agile manufacturing strategy [21].

A similar structure was chosen by Vázquez-Bustelo et al. [22], by grouping the elements of their conceptual model into Agile Drivers, Agility Enablers (or Practices), and Outcomes. The core concept is the Agile Enablers, which are similar to the Capabilities mentioned above, but are further detailed into Human Resources, Value Chain Integration, Concurrent Engineering, Technologies, and Knowledge Management [22].

Two other early frameworks were developed by Gunasekaran [23] and Yusuf et al. [24], whereby both identify four major dimensions affecting the agile manufacturing system. Gunasekaran mentions Strategies, Technologies, People, and Systems [23]. Yusuf et al., however, state Core Competence Management, a Capability for Reconfiguration, a Knowledge-driven Enterprise, and the formation of Virtual Enterprises as core concepts. They furthermore detail them into 32 attributes [24]. In 2002, Gunasekaran & Yusuf published another framework of agile manufacturing strategies and techniques that implemented concepts of both predecessors [11].

The remaining three frameworks show different approaches. Meredith & Francis propose a so called “Agile Wheel” structuring agility into Strategy, Processes, Linkages, and People each with four sub-practices [25]. Agarwal et al. focus on the agile supply chain by stating four main characteristics dealing with Market, Information Integration, Process Integration, and Planning [26]. Additionally, Kisperska-Moron & Swierczek conducted an exploratory factor analysis with Polish companies and obtained a framework built of the four factors Relation with Customers, Relation with Suppliers, Relation with Competitors, and Intensity of IT Use [27].

B. Agility Frameworks Focusing on Software Development

Research about agile software development is much younger. As described in section II, the Agile Manifesto [3] can be seen as a trigger for further studies. The 17 initiators postulate four key values of agile software development with an emphasis on individuals and interactions, working software, customer collaboration, and response to change. These values are further detailed into 12 principles [3]. Afterwards, in the years 2008 and 2009, five frameworks dealing with the topic of
agile software development were identified [28]–[32], whereby they often focus only on specific issues within the domain.

Two of the more general frameworks dealing with success factors of agile development practices are given by Chow & Cao [28] and Misra et al. [29]. Both publications show comprehensive lists of success factors grouped in different dimensions. Chow & Cao use organization, people, process, technical, and project factors [28], whereby Misra et al. only distinguish between organizational and people factors [29]. However, both narrow down these lists to six (delivery strategy, proper agile software engineering techniques, high team capabilities, good agile project management process, agile-friendly team environment, and strong customer involvement) [28] and nine (customer satisfaction, customer collaboration, customer commitment, decision time, corporate culture, control, personal characteristics, societal culture, and training and learning) [29] critical success factors via empirical investigations, respectively.

In contrast, Chan & Thong [30] ask what affects the acceptance of agile methodologies. In this context, they build a conceptual framework where acceptance is dependent from the characteristics of the agile methodologies and knowledge management-related activities like creation, retention, and transfer of knowledge and experience. They furthermore identify three concepts affecting knowledge management: factors related to abilities, motivation, and opportunities [30].

Agility in the specific domain of distributed development teams was analyzed by Sarker & Sarker [31]. They distinguish three different dimensions of agility. First, Resource Agility that mainly consists of people and technology. Second, Process Agility that includes aspects like methodology, environmental awareness, or bridging time zones. And finally, Linkage Agility that is based on cultural and communicative issues [31].

Furthermore, Kettunen [32] did not develop a framework in a stricter sense, but compared practices of agile manufacturing to those of agile software development. For this purpose, he used a comparison matrix covering five concepts: Organization, Process, Product, Operation, and People. He concludes that issues of all manufacturing concepts are covered in different amounts by agile software development models, too [32].

C. Agility Frameworks Focusing on Agile Organization/Agile Enterprise

Research about the agile organization as a whole unit started contemporarily to research about agile manufacturing in the 90s. However, a concentration can be seen at the time the interest in agile software development grew. Additionally, the newest publications (from 2010 and 2011) of all analyzed frameworks belong to this group. This might be an indicator that it becomes more important to understand the effects of agility to the overall organization beyond single development teams or the manufacturing domain. All together, 11 frameworks were identified covering the topic of the agile organization [1], [9], [33]–[41].

One of the first and a well-known publications is the book of Goldman et al. [1]. They label agility as “A Framework for Mastering Change” and define four dimensions to stay competitive: enriching the customer, cooperating to enhance competitiveness, organizing to master change and uncertainty, and leveraging the impact of people and information [1].

Besides this, different approaches dealing with organizational agility have been developed. A part of the literature focuses on measurement tools. Ren et al. [33], for instance, propose a measurement system utilizing the Analytical Hierarchy Process (AHP) based on the four dimensions of Goldman et al. [1], [33].

Other authors utilize fuzzy logic as a measurement tool. Tzourveloudis & Valavanis [34] name a set of parameters to measure agility by assessing the infrastructure of production, market, people, and information [34] whereas Lin et al. [35] closely connect their fuzzy logic model to the concepts of agile manufacturing with agility enablers, capabilities, and drivers (see section III-A) [35]. Later on, Tseng & Lin use this model to introduce an agility development method [36].

The use of agile manufacturing concepts can also be observed in other publications. Eshlagy et al. [37] again use the distinction in agility enablers, capabilities, and drivers in their research. They finally identified 12 factors that have an effect on organizational agility by applying path analysis. Interestingly, the most significant are leadership, organization commitment, and job satisfaction while typical manufacturing issues like supply chains and the like play a less important role [37]. In a similar way, Bottani [38] uses the framework of Yusuf et al. [24] to conduct an empirical study with the aim of analyzing what profile agile companies have and which tools they use [38].

A comprehensive work to develop a measurement scale with qualitative and quantitative studies can be found in Charbonnier-Voirin [39]. The given scale consists of four factors that can be seen as a framework for agility, too. The factors are somewhat similar to the dimensions of Goldman et al. [1]. They are named practices directed towards mastering change, practices valuing human resources, cooperative practices, and practices of value creation for customers [39].

Similar to section III-B, there also exist some publications dealing with very specific topics. Tallon & Pinsonneault investigate the impact of strategic IT alignment on agility [40]. Zelbst et al. show that the utilization of RFID technology enhances agility [41]. Both additionally identify a positive effect of agility on the performance of the firm [40], [41].

Finally, a review of concepts related to enterprise agility is given by Sherehiy et al. [9]. They reviewed a number of frameworks, models, and measurement tools of agility and extracted a list of characteristics of the agile enterprise. They distinguished into characteristics related to global strategies including customer, cooperation, organizational learning, and culture of change as well as characteristics related to organization and workforce including authority, rules and procedures, coordination, structure, human resource management, proactivity, adaptivity, and resiliency [9].
D. Agility Frameworks Focusing on Agile Workforce

Within the domain of agile workforce, only one publication could be identified [42]. However, in its content specializing on people without referring to manufacturing or software development, it forms a unique sub-domain of agility. Breu et al. identify ten key attributes of an agile workforce that are grouped into the five capabilities intelligence, competencies, collaboration, culture, and information systems [42].

IV. SYSTEMATIC COMPARISON OF AGILITY FRAMEWORKS

A. Procedure

To achieve a systematic comparison of the frameworks introduced in section III, the following procedure has been applied: First, the core concepts (for instance “customer,” “processes,” “change,” etc.) of the first framework were listed. Then, the core concepts of the next frameworks were assigned to appropriate existing ones or they were added to the list, if they were new. If there were only different labels, but the same content (for instance “people” vs. “workforce” vs. “teams” vs. “employees”) these concepts were treated as one. This step was repeated for every framework. At the end, this resulted in a list of 33 concepts of agility.

As mentioned in section III, the concepts sometimes were detailed into further indicators, attributes, etc. This information was used afterwards to assess whether or not two or more concepts were linked to each other content wise. As a result, a network could be drawn showing the interdependencies between the concepts.

B. Mapping of the frameworks

Figure 1 shows the complete mapping of the analyzed frameworks to the extracted concepts of agility. The numbers on the right side show how often a concept was used over all frameworks. It becomes clear that the concepts and frameworks are very ambiguous. In none of the domains is there a more or less stable structure. This indicates that despite the ongoing research, there is still no common understanding of what constitutes agility.

A few of the concepts are prevalent in every domain. Most used was the concept “Workforce/Teams.” That seems obvious, because workforce plays an important role when talking about agility. Closely connected are the “Organizational Competences/Abilities,” which are also often used and nearly equally distributed over all domains. In addition, two other concepts are interesting: “Cooperation” and “Technology” are among the most used concepts. However, they are both only once named within the domain of agile software development.

Figure 2 summarizes the mapping per domain. The numbers in the cells represent the number of frameworks that use the corresponding concept. Figure 2 reveals that the domain of the agile organization is the most comprehensive one by covering 30 of the 33 identified concepts. But, as mentioned in section III-C, many of the frameworks in this domain utilize structures of agile manufacturing. This is also visible by the fact that every concept of the manufacturing domain is used at least once within the domain of the agile organization.

However, Eshlaghy et al. showed that pure manufacturing related concepts had the least significant effects on agility from an organizational perspective [37] (see section III-C). So, one should ask, if it is useful to simply transfer the concepts of agile manufacturing to the agile organization.

Another interesting fact lies in the domain of the agile workforce. Of course, the number of concepts is the lowest, because only one framework was identified. However, two concepts, namely “Intelligence” and “Collaboration,” are only present in this domain. This is surprising, because it could be assumed that these workforce-related concepts are important in every domain.

At this point it becomes clear that the inherent ambiguity makes it difficult to compare the frameworks in more detail. Of course, concepts that occur only once may also be covered by differently named concepts. For instance, “Adaptivity,” “Resiliency,” “Collaboration,” or “Intelligence” may also be covered by “Organizational Culture” or others. Also the fact that for instance “Workforce/Teams” is not used in every framework may be an indicator that it is also covered by other concepts. Hence, as described in section IV-A, the links between the concepts are analyzed further.

C. Interdependencies of agility concepts

After looking into the details of every concept, it was possible to determine connections between them. Some are on higher abstraction levels, so that they include others. In other situations, two concepts overlap in some parts (for instance “Customer” and “Market,” or “Education” and “Intelligence”). Yet, they could not be merged, because both also covered unique content. Generally spoken, a connection between two concepts means that they are linked to each other content wise, but without a further semantic specification. After identification of every connection, a network was drawn visualizing the interdependencies. This network was created with the open-source tool Gephi [43] using the layout algorithm ForceAtlas 2 with the concepts as nodes and the connections between them as unweighted edges. The resulting graph is given in figure 3.

The first noticeable issue is the high number of linkages between the single concepts. This again underlines the fact that a common understanding of agility is missing. However, by arranging the network with the layout algorithm mentioned above, some “clusters” that have connections to a lot of other concepts become visible. These are illustrated as colored ellipses in figure 3 and are namely:

- Organizational Culture,
- Workforce,
- Customer,
- Organizational Abilities, and
- Technology.

Comparing the analyzed frameworks with this new structure, it turns out that only seven cover concepts of all five clusters [20], [21], [24], [33], [35], [37], [38]. These seven frameworks are out of the domains of agile manufacturing or the agile organization. In contrast, nine frameworks only cover concepts from three out of the five clusters: four frameworks in the...
domain of agile manufacturing [19], [23], [26], [27], two in the domain of agile software development [28], [32], and three in the domain of the agile organization [36], [39], [40].

There are also differences between which clusters are missing within the frameworks. The cluster that is covered by most frameworks is “Customer.” Only three frameworks are missing any concept of this cluster. Five respectively six frameworks do not cover concepts of the clusters “Organizational Abilities” and “Workforce.” The remaining two clusters are missing most within the frameworks. Eight do not share concepts of “Organizational Culture” and even ten neglect “Technology.”

Interestingly, all but one framework of agile software development are missing the latter one. The only one covering the technology aspect is [31]. The reason may be that in agile software development technologies and systems are basic prerequisites and therefore not seen as factors affecting agility. Also the gaps in “Organizational Abilities” are prevalent in frameworks of the software development domain [28], [31], [32]. There are studies reporting a lot of problems when adopting agile methods beyond the development team (see, for instance, [6]–[8]). The gaps in the analyzed frameworks regarding organizational abilities may be a cause of these problems.

A similar accumulation of gaps can be observed for the cluster “Organizational Culture.” Four frameworks within agile manufacturing do not cover concepts of this cluster [11], [20],
that many authors consider it relevant within other concepts. However, this issue has to be examined in more detail in future studies.

V. CONCLUSION AND OUTLOOK

This study identified and systematically compared 28 frameworks of agility. These covered the domains of agile manufacturing, agile software development, agile organization, and agile workforce. As the observations in section IV clearly reveal, it is difficult to draw a sharp line between the five identified clusters. Furthermore, there is absolutely no consensus of what really constitutes the construct of agility. The analyzed frameworks are very different regarding their structure and content. Even within the specific domains of agility, the frameworks vary a lot.

This has significant implications for research. Due to the lack of consensus, it is difficult to conduct empirical studies or to build upon existing frameworks. When researchers have to decide between one or another of the available frameworks as the basis for their research, they will most likely miss some concepts of agility, as shown in section IV-C.

Hence, this study may serve as a good starting point to choose one of the frameworks, because it will give the reader an overview of the covered concepts of every framework. It sharpens awareness that the frameworks have gaps and gives the reader the opportunity to close these gaps with parts of other suitable agility frameworks. However, to date there is no empirical study that delivered a comprehensive picture of agility in an exploratory way. So it remains unclear, which concepts of the frameworks are prevalent in practice and how the factors behind agility are composed.

Of course, some of the analyzed publications included exploratory studies, but they all show some limitations. Examples are the works of Kisperska-Moron & Świerczek [27] and Charbonnier-Voirin [39] that both also conducted exploratory factor analysis. However, both are missing some important concepts (see section IV-C). Apart from that, other authors conducted empirical studies, too, but only used a specific framework that, again, does not cover all identified agility concepts. For example, Bottani [38], who used the framework of Yusuf et al. [24], or Zhang & Sharifi [21], who used their own developed framework [19]–[21].

Due to this limitation, the author of this paper currently is conducting an empirical study about the question of what constitutes an agile enterprise at an organizational level. Hence, the identified agility concepts were merged into a questionnaire with 68 items. The final aim is to conduct a factor analysis to uncover the structure that lies behind the construct of agility. The currently focused target group are both general and IT-related decision makers in companies of the software and IT-service industry. In contrast to the aforementioned studies, it contains all of the concepts given in figure 1. Therefore, it will deliver a comprehensive and, to date, not available view on agility. According to Conboy, who states that “the search for a definitive, all-encompassing concept of agility might not be found simply through an examination of
agility in other fields” [17, p. 334], this ongoing research will ideally solve the contradictions identified within this paper and contribute to an increasing consensus of what constitutes agility.
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Abstract—This paper focuses on measurement of information society in Poland. The aim of this paper is twofold. The first objective is to present a coherent picture of measurement methods for information society. The second aim of the paper is to show measurement findings of information society in Poland. Firstly, the paper presents available methods of information society measurement and a core set of internationally agreed information society indicators. Secondly, the measurement of information society in Poland has been performed with the application of two methods – measuring the influence of ICT on GDP and measuring ICT Development Index. Finally, a discussion has been undertaken in order to establish a framework for development of information society quantitative measurement methods in Poland.

I. INTRODUCTION

Increasing role of information, knowledge, information and communication technology (ICT) determines the complexity and variability of a social system and its sub-systems, and especially the economic one. Transitions of these systems have been reflected in many research concepts. According to the assumptions being put forward, the basic factors of socio-economic development are information and its derivative – knowledge.

The pioneering work in this field was undertaken by Bell who first used the term postindustrial society in Salzburg in 1959. By its means he denominated a society which transitioned from the stage of foods production to the stage of service society [1]. These studies were further developed by Bell in the direction of identifying the position of knowledge in social development [2]. The concepts of knowledge economy, knowledge industry, types of entities managing knowledge and types of knowledge were introduced to economic research by Machlup [3]. In parallel, e.g. at the beginning of 1960s the term information society came out in the Japanese social science [4]. At the end of the 1970s Drucker stressed the significance of transition to the so-called post-capitalist society, based on knowledge and knowledge economy [5]. He developed this idea in his further work by introducing the notion of knowledge economics [6]. On the basis of Bell’s, Machlup’s and Drucker’s approaches Porat stemmed his research devoted to the information economy and information industry [7]. In the 1980s Toffler presented the idea of “the third wave” – post-industrial civilization where the basic resources are: information and ICT [8]. The informational manner of development of contemporary capitalist societies (network societies) based on ICT expansion, which creates the ground for a complete change of conditions and style of social life was studied by Castells [9], [10], [11]. Issues concerning information society and knowledge-based society have become widely discussed in publications in Poland [12], [13], [14], [15], [16], [17], [18], [19], [20]. Economies and societies using information and knowledge, to extend unprecedented ever before, are denominated in various ways e.g. as based on knowledge, digital, post-industrial, new or information.

The researchers face many cognitive and empirical challenges referring to information society (IS). The cognitive challenges refer to terminology describing information society, identification of phenomena, processes and success factors of this society and also the methodology of information society measurement. The empirical challenges are mainly connected with building information society and its measurement. Research of this scope is conducted in the academic environment [20], [21], as well as among practitioners [22].

The measurement is an important issue in the debate about the information society and the role it plays in economic and social development [21], [20], [23], especially in transition and emerging economies. This paper focuses on measurement of information society in Poland. The aim of this paper is twofold. The first objective is to present a coherent picture of measurement methods for information society. The second aim of the paper is to show measurement findings of information society in Poland.

To achieve those aims, the paper takes the following structure. Firstly, the paper presents available methods of information society measurement and a core set of internationally agreed information society indicators. Secondly, the measurement of information society in Poland has been performed with the application of two methods – measuring the influence of ICT on GDP and measuring ICT Development Index. Finally, a discussion has been undertaken in order to establish a framework for development of information society quantitative measurement methods in Poland.

Hopefully, the achieved research findings can become useful in diagnosing information society, planning for information society undertakings as well as monitoring and evaluating the conducted undertakings.
II. RESEARCH METHODOLOGY

The primary objectives of the research required commencing work of theoretical and empirical characteristics. Various research methods were applied here. In order to present the methods of information society measurement, a critical analysis of foreign and Polish subject literature has been carried out as well as reports prepared by international organizations. The Internet statistical databases were explored at the 72 industry level for all non growth accounting variables, i.e. EU KLEMS [24]. Additionally, data from the International Telecommunication Union and European Statistical Office (Eurostat) were used for the measurement of the information society in Poland. The calculations, figures and tables were prepared in the Microsoft Excel program.

III. THEORETICAL BACKGROUND – INFORMATION SOCIETY AS MEASUREMENT SUBJECT

To date there has not been in operation a commonly accepted definition of information society [2], [8], [4], [25], [14], [26], [18]. Lack of consensus with regard to the definition of information society is undoubtedly a derivative of complexity of processes taking place in a social system, characteristics of information as a resource, and the dynamics of ICT changes. This brings specific consequences for the undertaken attempts for measuring phenomena within the frame of a category, which might be and is understood in various ways.

Nonetheless, despite the conceptual limitations there are attempts taken to describe the information society quantitatively. These ideas were presented in the following sources:

- scientific monographies and papers, i.a. Machlup [3], Porat [7], Timmer, Inklaar, O’Mahony, van Ark [27], Dziuba [28], Goliński [20], Oleński [29], Batorski [30], Żelazny [21];
- reports and studies prepared by international organizations, i.a. International Telecommunication Union – ITU [31], [32], Organisation for Economic Cooperation and Development – OECD [33], United Nations – UN [34], European Union – EU [35], [36], World Bank [37], World Information Technology and Services Alliance – WITSA [38];
- reports of commercial organizations, i.a. World Economic Forum – WEF [39], International Data Corporation – IDC [40], Economist Intelligence Unit – EIU [41]; and

Generally speaking there are two approaches to the quantitative description of information society. The first one comprises the preparation of the list of indicators characterizing information society. The other is connected with compiling the so-called composite indexes which are aggregate measures. It should be stressed that the composite index is based on the previously chosen set of indicators. Some significant constraints can be pinpointed in both approaches. The arbitrariness of the choice of indicators, disorderliness of gathering source data, lack of standardization and time-space comparability, substantive errors in assigning indicators to specified information society dimensions and errors in constructing a given index – those are some of the significant drawbacks and constraints.

The above mentioned constraints gave rise to taking efforts on the international scale to institutionalize the methodology of information society quantification. Work in this field was commenced by OECD. In 1997 the OECD established the Working Party on Indicators for the Information Society, which main objective was development of index-based description of information society. One of its major achievements was identifying ICT sector. In 1998 an ICT sector definition was provided basing on the so-called International Standard Industry Classification (ISIC Rev. 3), according to which [33]:

- for manufacturing industries, (1) the products must be intended to fulfill the function of information processing and communication including transmission and display; and (2) the products must be use electronic processing to detect, measure and/or record physical phenomena or control a physical process; and
- for services industries, the products must be intended to enable the function of information processing and communication by electronic means.

Taking into account the above approach, the following were regarded as ICT industries: manufacture of office, accounting and computing machinery (3000), manufacture of insulated wire and cable (3130), manufacture of electronic valves and tubes and other electronic components (3210), manufacture of television and radio transmitters and apparatus for sound telephony and telegraphy (3220), manufacture of telecommunications apparatus and apparatus for measuring, checking, testing, navigating and other purposes, industrial process control equipment (3312 – 3313), wholesale of machinery, equipment and supplies (5150), renting of office machinery and equipment (including computers) (7123), telecommunications (6420) as well as computer and related activities (7200). The OECD’s activity-based definition of ICT was slightly reviewed in 2002 (ISIC Rev. 3.1). The entry 5150 was replaced then by its components i.e.: wholesale of computers, computer peripheral equipment and software (5151), wholesale of electronic and telecommunications parts and equipment (5152).

One important feature of the ICT sector definition by OECD is that it breaks the traditional ISIC dichotomy between manufacturing and services activities. Activities producing or distributing ICT products can be found everywhere in the economy. Moreover, by identifying the key sectors whose main activity is producing or distributing ICT products, this definition constitutes a first order approxima-
tion of the "ICT producing sector". Hence, ICT producing sector means both ICT manufacturing industries (items: 3000, 3130, 3210, 3220, 3230, 3312, 3313) and ICT services industries (items: 5151, 5152, 7123, 6420, 7200) [33].

The following modifications of definitions of ICT sector resulted from the review of ISIC rev. 4 and ended in 2007. The presented above definition of ICT sector was narrowed in the part referring to manufacturing industries accounting only for activity and products which fulfill the function of information processing and communication including transmission and display [23], [47]. The present complete set of ICT sector is shown in [23].

An identical view of ICT sector can be found in the statistical classification of business activities in the European Union – Nomenclature statistique des Activités économiques dans la Communauté Européenne (NACE rev. 2), being in force from January 2008. To the ICT sector were included the following types of business activities: 261, 262, 263, 264, 268 (ICT manufacturing) and 465, 582, 61, 62, 631, 951 (ICT services) [48].

Another milestone in the development of information society statistics, after defining ICT sector, was the establishment of the Partnership on Measuring ICT for Development [49]. The participants of this forum became the following organizations and their agencies: ITU, OECD, Eurostat, United Nations Conference on Trade and Development (UNCTAD), UNESCO Institute for Statistics (UIS), World Bank, United Nations Department of Economic and Social Affairs (UNDESA), United Nations Economic Commission for Africa (ECA), United Nations Economic Commission for Latin America and the Caribbean (ECLAC), United Nations Economic and Social Commission for Asia and the Pacific (ESCAP), United Nations Economic and Social Commission for Western Asia (ESCWA), and United Nations Environment Programme/Secretariat of the Basel Convention (UNEP/SBC). As a result of the activities taken up by the Partnership on Measuring ICT for Development, a core list of ICT indicators was developed. The core list of ICT indicators is composed of over 50 indicators in the following areas:

- ICT infrastructure and access (A – 10 indicators);
- ICT access and use by households and individuals (HH – 12 indicators);
- ICT access and use by enterprises (B – 12 indicators);
- ICT sector and trade in ICT goods (ICT – 4 indicators);
- ICT in education (ED – 8 indicators); and
- ICT in government (EG – 7 indicators).

The list, which is revised regularly (the last time in 2012), was identified to help guide countries in measuring the information society. The full list of basic ICT indicators is available in [50].

The above indicators endorsed by the UN Statistical Commission are recommended as a measurement standard of information society on the international scale. As it has already been indicated, this set is a subject to supplementation and modification in response to the dynamic processes occurring in the economic and social environment. Such a consensus composition of a common set of indicators by major international institutions should be evaluated positively. A divergent issue stays the scope of implementation of this proposal in the statistical practice of the states, especially developing ones.

Indicatory description of the information society can be found in works of many organizations, both the members of the Partnership on Measuring ICT for Development, e.g. Eurostat, ITU, OECD or World Bank, and those remaining outside (WEF, IDC, EIU). These organizations collect and publish statistical data monitoring information society in various dimensions. Hence their proposals of composite indexes are an important element of their activities. As Goliński [20] argues the increasing popularity of composite indexes is connected with, among the others:

- ease of their interpretation and creation of prices on their basis;
- media attractiveness of composite indexes in relation to the necessity of conducting complex analyses based on single indicators;
- ICT development expediting the acquisition of statistical data, their processing and presentation; and
- demand for attractive tools expediting the evaluation of new socio-economic challenges.

Currently the most popular composite indexes measuring the information society are – ICT Development Index (IDI) of the authorship of the International Telecommunication Union and Networked Readiness Index (NRI) of the authorship of the World Economic Forum.

Considering the significance of works undertaken by the world oldest international organization – ITU on research and measurement of IS, and its active membership in the Partnership on Measuring ICT for Development, the further analysis was conducted on IDI. ITU experience in works on information society measurement was taken into account in the methodology for compiling this indicator. The theoretical framework for this indicator was based on the three-stage model for information society development, i.e. readiness, intensity and impact [31], [23]. The first stage – readiness – reflects the level of networked infrastructure and access to ICT. The second stage – intensity – reflects the level of use of ICTs in the society. The third stage – impact – reflects the result of efficient and effective ICT use. Therefore, the construction of IDI is based on three sub-indexes – access sub-index, use sub-index and skills sub-index. Relevant statistical dependence is presented in Table I.

The IDI was computed applying the following steps – preparation of the complete data set, normalization of data, rescaling of data and weighting of indicators and sub-indices. The IDI is currently calculated for 155 countries.
A. Share of ICT producing sector in GDP in Poland

Evaluating the share of ICT sector in GDP the most current available data were used from Eurostat referring to 2009 [52], and the database of EU KLEMS [24] referring to the period of 1995-2006.

The value added at factor cost in the ICT sector as percentage of total value added at factor cost of the selected EU countries in 2009 is presented in Figure 1. The value added at factor cost is defined as gross value added (at basic prices) minus other taxes less other subsidies on production.

The lowest share of ICT in GDP (3.15%) was found in Poland among the researched countries (Figure 2). In the group of the Central and East European countries the best result was achieved by Hungary (5.93%). An interesting fact is that in the majority of the countries there was a drop in the share of ICT in GDP in the period of 2000-2009. The increase was only noted in case of Hungary (from 5.91% in 2000 to 5.93% in 2009) and in Bulgaria – from 4.63% in 2000 to 5.36% in 2008. A significant decrease took place in Finland – from 10.16% to 5.31%. [52]

Accounting for the components of the ICT sector i.e. manufacturing industries and service industries, the major role of business activities based on services needs to be emphasized in all countries. The only exception was Finland in the period of 2000-2007, when the share of ICT manufacturing industries in GDP was higher than the share of ICT service industries. In the Eurostat database there is a lack of data referring to the share of ICT manufacturing industries, as well as ICT service industries in Poland’s GDP. In Poland the presented share of ICT sector in GDP at the level of 3.15% in Figure 1 took place in 2009 and was composed respectively of 0.35% manufacturing industries and 2.8% service industries. The share of net ICT sector revenues from sales in the total net sector revenues from sales was about 4.8% in 2009, 5.3% in 2010 and 5.1% in 2011 in Poland [42].

Manufacturing goods and providing ICT services directly influence the increase of the value added generated in the economy. The ICT influence on economic growth is calculated as a product of a nominal ICT producing sector share in GDP and a real output growth and provision of services by this sector. In order to estimate the ICT producing sector share in GDP one should: (1) select the period for an analysis, (2) on the basis of a chosen classification (in this paper ISIC Rev. 3) estimate the share of ICT producing sector in GDP, and (3) calculate the product of ICT producing sector share in GDP and the real growth rate of ICT producing sector. The result of using this algorithm is the value of ICT producing sector share in the GDP growth rate in percentage.

### TABLE I

**ICT DEVELOPMENT INDEX (IDI) – SUB-INDEXES, INDICATORS AND WEIGHTS**

<table>
<thead>
<tr>
<th>Sub-index</th>
<th>Weights (sub-ind exes)</th>
<th>Indicators</th>
<th>Weights (indicators)</th>
<th>Reference value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICT access</td>
<td>40%</td>
<td>Fixed-telephone lines per 100 inhabitants</td>
<td>20%</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mobile-cellular telephone subscriptions per 100 inhabitants</td>
<td>20%</td>
<td>180</td>
</tr>
<tr>
<td></td>
<td></td>
<td>International Internet bandwidth (bit/s) per Internet user</td>
<td>20%</td>
<td>408'813</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Percentage of households with a computer</td>
<td>20%</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Percentage of households with Internet access</td>
<td>20%</td>
<td>100</td>
</tr>
<tr>
<td>ICT use</td>
<td>40%</td>
<td>Percentage of individuals using the Internet</td>
<td>30%</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fixed (wired)-broadband Internet subscriptions per 100 inhabitants</td>
<td>30%</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Active mobile-broadband subscriptions per 100 inhabitants</td>
<td>30%</td>
<td>100</td>
</tr>
<tr>
<td>ICT skills</td>
<td>20%</td>
<td>Adult literacy rate</td>
<td>30%</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Secondary gross enrolment ratio</td>
<td>30%</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tertiary gross enrolment ratio</td>
<td>30%</td>
<td>100</td>
</tr>
</tbody>
</table>

Source: [31].
points. A suitable data and original calculations in this respect are presented in Table II.

B. ICT Development Index in Poland

As it has been mentioned earlier, the ICT Development Index (IDI) is very often used in order to measure the information society. The values of ICT Development Index, sub-indexes and individual indicators for the years 2011 and 2010 are presented in Table III.

C. Discussion of research findings

The measurement of information society in Poland has been conducted by applying two diagnostics approaches. The influence of ICT sector on GDP has been measured and the composite index – IDI has been presented.

The performed calculations and statistical data analysis proved a small share of ICT sector in Poland’s GDP. The average share of ICT producing sector in GDP in the period of 1995–2006 in Poland constituted only about 17% of the total GDP growth rate, i.e. 0.62% out of 3.7%. The percentage of ICT producing sector value added (ICT manufacturing industries and ICT services industries) in GDP in the period of 1995-2006 equalled in real value 4.17% average. The ICT services industries decidedly dominated over the ICT manufacturing industries – the annual average in the period of 1995-2006 was at 2.9% and 1.3%. In 2009 it was respectively 2.8% and 0.35% with the total share of 3.15%. It proves a relatively weaker position of Poland in producing ICT (like hardware) in comparison to other countries. At the same time, significant difficulties were identified in getting to current data allowing for making appropriate calculations and international comparisons. Generally speaking, the attempts to study the ICT sector in Poland (even though they embrace the business entities with workforce over 10 persons) by the Central Statistical Office should be evaluated positively [42]. The access to data with regard to the number of enterprises and employees of the ICT sector, the size and structure of net revenues from sales, labor efficiency, operating costs of ICT sector, profitability of sales or import and export of ICT goods are essential, all the same it should be complemented by the measurement of this sector influence channels over economic growth, also at the regional level.

Taking into account the IDI in 2011, Poland occupied the 31st position out of 155 studied countries. With the value of the IDI equals 6.19 it took the 21st position among the studied European countries, and 17th among the EU countries. The theoretical maximum value of the indicator can amount to 10. In comparison to 2010 the result improved by 0.1, however in the global ranking Poland fell by one position. It is the result of faster development of the countries close to Poland with regard to information society development. South Korea opens the ranking with the IDI value equals 8.56, on the second position is ranked Sweden (8.34), and the third Denmark (8.29). Assuming for the particular sub-indexes (the maximum possible result–10), Poland achieved the best result in the field of skills, next access and in order – use. According to this method, the level of IS development in Poland, taking into account the group of developed countries, is moderate.

V. CONCLUSIONS AND FUTURE WORKS

This research can be useful for researchers and practitioners who are interested in measuring information society. It suggests important issues for measuring information society. The replication of this study in emerging and developing countries will be useful to improve their knowledge related to information society, its measurement and its monitoring.

Both diagnostic approaches to the information society measurement have benefits and drawbacks. Manufacturing goods and providing ICT services directly increase the value added generated by an economy. However, the calculation of ICT service industries and ICT manufacturing industries share in GDP is mainly based on hardly accessible historical data on the international scale. Apart from that there is the necessity of accounting for the qualitative dynamic changes and using deflators allowing for these changes. Their use allows for calculating prices proportionate to the changes in ICT products and services quality. The ICT producing sectors identification by itself and on the regular basis accounting for changes in the methodology of calculations are the steps in the right direction, heading to diligent measurement of information society. They allow for conducting comprehensive estimates of the values of the sector in particular countries and conducting trans-national comparisons.

Despite the advantage of IDI over other proposed composite indexes (e.g. NRI) with respect to methodological correctness it cannot be used for the complex evaluation of information society in a given country. It is worth to notice that in the construction of IDI just few indicators from the core list of ICT indicators were used. The compatibility of some indicators to the description of IDI sub-index seems to be disputable, e.g. the percentage of households with a computer indicator to the ICT access characteristics, or the adult literacy rate indicator to the ICT skills. The weighting of selected sub-indexes for the IDI calculation also pose some doubts. Lower weighting for ICT skills is explained by the adoption of proxy indicators with regard to the absence of more targeted indicators, such as ICT literacy. Taking into account the methodology applied to the Principal Components Analysis (PCA) such an approach seems to be controversial [32].

The methodology of information society measurement showed in this research should be explored in greater depth. In the opinion of this paper authors, in works on the measurement of information society, the critical success factors for implementing information society in a given country or region should be accounted for. For every identified factor, an indicator or indicators should be pointed which will allow for its quantitative description. Surely, such an approach will provide for reflecting on current issues of information society implementation. Simultaneously, it may turn out to be helpful in modification of the existing methods of the information society measurement. Such research is conducted by the authors.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>Office, accounting and computing machinery</td>
<td>195</td>
<td>244</td>
<td>244</td>
<td>339</td>
<td>592</td>
<td>882</td>
<td>562</td>
<td>501</td>
<td>599</td>
<td>721</td>
<td>1,268</td>
<td>918</td>
</tr>
<tr>
<td>313</td>
<td>Insulated wire</td>
<td>441</td>
<td>547</td>
<td>569</td>
<td>644</td>
<td>673</td>
<td>751</td>
<td>747</td>
<td>739</td>
<td>1,018</td>
<td>1,088</td>
<td>1,157</td>
<td>1,726</td>
</tr>
<tr>
<td>321</td>
<td>Electronic valves and tubes</td>
<td>139</td>
<td>178</td>
<td>223</td>
<td>215</td>
<td>206</td>
<td>202</td>
<td>223</td>
<td>161</td>
<td>162</td>
<td>268</td>
<td>282</td>
<td>398</td>
</tr>
<tr>
<td>322</td>
<td>Telecommunication equipment</td>
<td>423</td>
<td>466</td>
<td>577</td>
<td>674</td>
<td>811</td>
<td>753</td>
<td>867</td>
<td>660</td>
<td>538</td>
<td>713</td>
<td>700</td>
<td>688</td>
</tr>
<tr>
<td>323</td>
<td>Radio and television receivers</td>
<td>572</td>
<td>594</td>
<td>719</td>
<td>827</td>
<td>956</td>
<td>874</td>
<td>1,088</td>
<td>985</td>
<td>1,127</td>
<td>1,325</td>
<td>1,247</td>
<td>1,754</td>
</tr>
<tr>
<td>331</td>
<td>Scientific instruments</td>
<td>889</td>
<td>1,179</td>
<td>1,372</td>
<td>1,582</td>
<td>2,041</td>
<td>1,851</td>
<td>1,755</td>
<td>1,522</td>
<td>1,555</td>
<td>1,804</td>
<td>2,066</td>
<td>2,341</td>
</tr>
<tr>
<td>64</td>
<td>Post and telecommunications</td>
<td>5,048</td>
<td>5,221</td>
<td>6,399</td>
<td>7,197</td>
<td>7,445</td>
<td>7,485</td>
<td>9,040</td>
<td>10,891</td>
<td>10,964</td>
<td>13,155</td>
<td>12,466</td>
<td>13,377</td>
</tr>
<tr>
<td>72</td>
<td>Computer and related activities</td>
<td>825</td>
<td>1,209</td>
<td>1,104</td>
<td>1,419</td>
<td>1,600</td>
<td>1,809</td>
<td>2,173</td>
<td>2,441</td>
<td>2,743</td>
<td>3,133</td>
<td>2,731</td>
<td>3,372</td>
</tr>
<tr>
<td>Σ ICT producing value added</td>
<td></td>
<td>8,531</td>
<td>9,637</td>
<td>11,207</td>
<td>12,896</td>
<td>14,324</td>
<td>14,607</td>
<td>16,455</td>
<td>17,899</td>
<td>18,706</td>
<td>22,207</td>
<td>21,918</td>
<td>24,574</td>
</tr>
<tr>
<td>Σ gross value added</td>
<td></td>
<td>297,702</td>
<td>314,547</td>
<td>334,663</td>
<td>350,346</td>
<td>364,925</td>
<td>378,448</td>
<td>382,113</td>
<td>387,138</td>
<td>400,580</td>
<td>418,880</td>
<td>432,043</td>
<td>457,294</td>
</tr>
<tr>
<td>nominal share of ICT producing sector in GDP (%)</td>
<td></td>
<td>2.87</td>
<td>3.06</td>
<td>3.35</td>
<td>3.68</td>
<td>3.93</td>
<td>3.86</td>
<td>4.31</td>
<td>4.62</td>
<td>4.67</td>
<td>5.30</td>
<td>5.07</td>
<td>5.37</td>
</tr>
<tr>
<td>GDP growth rate (w %)</td>
<td>4.17</td>
<td>5.66</td>
<td>6.40</td>
<td>4.69</td>
<td>4.16</td>
<td>3.71</td>
<td>0.97</td>
<td>1.31</td>
<td>3.47</td>
<td>4.57</td>
<td>3.14</td>
<td>5.84</td>
<td></td>
</tr>
</tbody>
</table>

Source: own study based on EU KLEMS database [24]
TABLE III.
VALUES OF PARTICULAR IDI COMPONENTS FOR POLAND IN 2011 AND 2010

<table>
<thead>
<tr>
<th>IDI /position in 2011</th>
<th>Sub-indexes /position in 2011</th>
<th>Indicators</th>
<th>2011</th>
<th>2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICT access</td>
<td>6.46/43</td>
<td>Fixed-telephone lines per 100 inhabitants</td>
<td>18.1</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mobile-cellular telephone subscriptions per 100 inhabitants</td>
<td>128.5</td>
<td>122.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>International Internet bandwidth (bit/s) per Internet user</td>
<td>40'244</td>
<td>37'729</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Percentage of households with a computer</td>
<td>73</td>
<td>69</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Percentage of households with Internet access</td>
<td>66.6</td>
<td>63.4</td>
</tr>
<tr>
<td></td>
<td>4.57/32</td>
<td>Percentage of individuals using the Internet</td>
<td>64.9</td>
<td>62.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fixed (wired)-broadband Internet subscriptions per 100 inhabitants</td>
<td>14.4</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Active mobile-broadband subscriptions per 100 inhabitants</td>
<td>48.4</td>
<td>50</td>
</tr>
<tr>
<td>ICT skills</td>
<td>8.89/17</td>
<td>Adult literacy rate</td>
<td>99.5</td>
<td>99.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Secondary gross enrolment ratio</td>
<td>97</td>
<td>97</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tertiary gross enrolment ratio</td>
<td>70.5</td>
<td>70.5</td>
</tr>
</tbody>
</table>

Source: own study based on statistical data from [31]
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Abstract—The development of information management systems stimulates the search for new forms of supporting business processes which take place in the organization. One of the solutions that can be applied here is software agents that enable support activities to the employee and the customer promoting information and knowledge about the organization. Such solutions are commercially available for several years in the form of interface agents, but there is insufficient research on the modeling, the applications and the impact on the organization and its environment. The purpose of this paper is to present theoretical research in this area regarding companies providing such solutions on Polish territory.

I. INTRODUCTION

The development of information management systems stimulates the search for new forms of supporting business processes. In addition to the systems aimed at processing and distribution of data and information, organizations are increasingly looking for solutions that support the processing of the knowledge held by their staff and its environment.

Recent research in this area indicates that such solutions should be built in the current concept of WEB 3.0, based on methods of semantic knowledge representation [10] and support the various stages of the business process. One of such solutions may be software agents. Knowledge driven multiagent systems are one of the current trends in the development of software agent technologies [1].

The primary goal of this scientific research is the creation of new trends in the development of the concept of society of software agents in terms of ubiquitous communication for the purpose of supporting and improving business processes in knowledge-based organizations involving semantic solutions.

Such solutions can support the process of disseminating information and knowledge about the organization, contributing to the improvement of processes occurring in them by improving customer satisfaction and affecting him, not only during the implementation of the business process such as sales, but can strengthen ties with customers by presenting information and transferring intra-organizational knowledge also not related to the process. These solutions, built on elements of artificial intelligence, need to equip them with adequately prepared and codified knowledge, which allows the user to communicate with the system.

The structure of the knowledge of the system and its features goes beyond the existing expert systems and other information systems which means that, in the case of its construction, it is necessary to search for new methods of their modeling and implementation.

One aspect of the research conducted by the authors was to demonstrate the approach of Polish companies regarding the construction of such solutions. For this purpose, a series of interviews with organizations based on the knowledge, that are dealing with programming agents during performing their everyday operations, had been conducted. This study consists of a diagnosis of key areas of application software agents in knowledge-based organizations. As an introduction to this research, organizations were divided into two groups: manufacturers or distributors and users of the software. At the same time the assumption was made that the manufacturers may also be the users, using this type of solution in the course of their business. The first stage of the qualitative research was the analysis of areas in which organizations creating or distributing this type of solutions support business processes and the problems faced by such organizations in the process of doing so. At the moment, we have conducted structured interviews with five larger manufacturers of this type of solutions in Poland. Some companies did not agree for an interview.

Interviews with representatives of those organizations were supposed to help in answering the following questions:

• To what extent software agents society can find its application in knowledge-based organizations?
• In what areas software agents society can support the business processes?
• What factors influence the limited applicability of the concept of software agents society?
• How is it possible to use intra-organizational knowledge in the process of achieving the objectives of software agents society?
• How to augment the organization's knowledge resources with the participation of agent technologies?
In the first part of the article the basic typologies of agent systems will be shown in the context of their intra-organizational use. The second part will present partial results of research on the issue of modeling agent solutions in the context of companies implementing such software in organizations that observe the need for computer support for the process of identification, codification, distribution and dissemination of knowledge in the area of business process execution.

II. AGENT TECHNOLOGIES IN ORGANIZATIONS

Due to the characteristics of agents, i.e. autonomy, ability to recognize the context, pro-activity and reactivity, and the ability to communicate and interact, the agents are mainly used in tasks that require distributed processing and exchange of information. The most frequently mentioned examples of agent-based approaches may include supporting the circulation of electronic documents, distributed problem solving, e-business and the use of agents on the Internet. However, they are not sufficient, as shown by the current study conducted by the authors, regarding application of software agents in knowledge-based organizations [6].

It is difficult to discern a consensus about definitions and a similar position among researchers and authors of various works. In terms of the life cycle of knowledge management systems, the approach presented here refers to the stage of dissemination and promotion of intra-organizational knowledge. One of the most interesting classification of agent systems applications are shown by Paprzycki in his work [5]. Referring to the use of software agents, he proposes the division of a sphere of existing applications of agents into three classes.

The first group includes the use of agents playing a role of components of distributed systems, in particular, those which are associated with Internet use. In this group, one can specify searching agents which mission is to find a well-defined information based on a specific sequence of keywords, or on the basis of questions posed in natural language.

The second group of agents mentioned in this scheme is used as a tool for modeling complex systems. Agents are seen as mechanisms that allow for mapping and modeling of real world phenomena. In particular, in this group business process modeling should be distinguished.

The third group are agents used to manage and personalize information supporting the user by means of, for example, animated characters. Now, thanks to continuous development of IT tools using this kind of technology becoming increasingly common, especially in systems using sites or web portals, which have become the natural environment of operation for interface agents or chatter bots. Agents are often inspired by their living counterparts. The animation uses movie clips and images of people who become a prototype of the agent. This type of user agents support services such as banking, corporate web pages, and wide range of online shops. Typically, they are built on the basis of aiml language i.e. [7].

This type of agent-based solutions can be divided into the following groups [2]:

Purchase agents (shopping agents) represent particular interests of customers by searching for the best offer for the customer and facilitating the process of making a purchase in the online store. Agents in this role shall make, on the client’s behalf, a selection of a commercial information available via the Internet. Often it is possible to use them to formulate orders and finalization of commercial transaction without direct user intervention.

Selling agents represent the interests of the sellers and are used to streamline the sales process. Frequently such agents are supported by animated characters which role is to ensure the communication with customers in a natural language or close to natural. Agents participate in the whole business transaction, or in some stages. It is possible to conduct negotiations between purchase agents and selling agents. Selling agents have the ability to tailor their offerings to the needs posed by potential customers – the diagnosis takes place through dialogue with the customer, or personalized user profiles.

Marketing agents gather, through dialogue or searching the web, all available customer information and analyze it using statistical and econometric methods to optimize and allow preparing marketing campaigns targeting specific customers. Also they are used to adjust a supply to the strategy and the expectations of the market.

Virtual assistants support the user in the search for a specific item, or while visiting a particular site. Agents of this type can: represent the company by answering questions asked by clients, give visitors advise about how to navigate through the website, or help with the choice of a particular product. Agents have mechanisms which help them in searching for information/messages useful for the customer. Assistants support the promotion of new products as well. Software agents should support natural language processing and generate explanations for customers [8].

Specified typologies, related to the perception of agents in the context of the solutions that are part of information systems, can be extended on the basis of the research on agent-based support for knowledge-based organizations and are the easiest type of solutions in the context of building software agents society [10].

The classifications discussed here are related to modeling software agents and indicate that we should consider them in terms of solutions supporting and perfecting processes within the organization. These solutions allow the distribution of codified intra-organizational knowledge in the course of and besides the implemented business processes. They are able to become not only a part of the information system, but also a knowledge management system.

As indicated by L. Dignum and V. Abecker [4], from the point of view of the organization, there is an inherent dichotomy between the goals of the business processes and the objectives of knowledge management processes – employees always try in the first place to achieve business goals,
because they are to be held accountable for its execution. Taking care of organizational knowledge, or adding to the common pool of knowledge, its organization or even browsing is perceived as the goal of much less importance than effective performance of business-related tasks. Therefore, for effective implementation of knowledge management it is necessary to emphasize its importance for achieving the business objectives of the organization.

Knowledge management addresses issues that change over time – all of the elements of an organization, affecting the knowledge management system, is a subject to change [4]. Therefore, it is difficult to design and implement a system that is at the same time generic, equally useful for all departments and members of the organization and will be evolving without losing its usefulness. Another disadvantage is the fact that very rare knowledge management system is being implemented at one time across the whole organization – in majority of cases an incremental approach is used, when system is at first implemented within a single department, and then made available to the others.

Taking into account these assumptions about requirements and challenges for the design of modern knowledge management systems it must be noted that such systems should have a built-in ability to adapt to a changing environment. At the same time, these changes can affect both IT infrastructure – especially considering the trends associated with the growth of mobile devices for accessing the shared resources of knowledge, as well as the changing needs of users whose demand for knowledge continues to grow along with the participation of knowledge in the creation of value added. This trend, involving the use of mobile devices also affects a second important aspect related to the design of modern knowledge management systems. It is the growing importance of the social nature of knowledge which in recent years has been becoming increasingly important, mainly due to the prevalence of social media [3].

Considering the increasing demand for the interaction between humans results in an increased interest on the role of information systems, including knowledge management systems, in building relationships. On the other hand, global competition and the increasing rate of information processing necessitates the development efforts related to the enrichment of knowledge management systems by adding user context, what is supposed to result in their personalization – see the above-mentioned demand for knowledge management systems adaptation to the specific needs of users, related to their organizational roles. Always present is also a need for systems that will not only provide adequate information, to the right people at the right time, but also will work proactively towards enhancing audience’s creativity. The development trends of ubiquitous processing and geolocation indicate the need for the study on the integration of knowledge management systems into the human’s environment, so that they become an integral and, from the point of view of the user, invisible part.

As pointed out, an interesting and increasingly wide spreading use of software agents is supporting activities related to the overall communication with the customer. Software agents, in the form of virtual advisors, appear on the websites of companies, taking on the role of a seller who is able to enter into dialogue with the customer, assess and identify customer needs and propose the solution in form of a particular product. Of course, the virtual advisor is also able to properly advertise the product. Similarly, though in a slightly different fragment of marketing communications, agents providing after-sales service work. Their job is to answer customer questions related either to the product or service and receiving complaints and/or propose a solution to the problem. As a result these solutions are used not only to provide knowledge regarding business processes during their execution, but they can help users who are looking for answers to questions that go beyond the core business of the organization. Thus, in terms of the construction of modern knowledge management systems, software agents can be a coherent part of such systems, supporting the different stages of its life cycle and actively supporting the knowledge-based organizations.

The issues related to the software agents usage indicate that modeling software agents society is not a trivial task and requires reference not only to the knowledge about the architecture of information systems, but also to the model of knowledge for such system. This knowledge model will not only serve as a knowledge structure for an agent, but will provide links to the knowledge embedded into other information systems of an organization, which is of great importance especially in the context of building heterogeneous software agents society [10].

III. THE OUTCOMES OF THE RESEARCH SO FAR

The advancement in the concept of software agents society and a variety of approaches to its architecture and methods of construction, caused that the research has been focused on providing the theoretical framework for building the multiagent solutions that offer support for the organizations, in particular, knowledge-based organizations. Such agent societies support the processing and distribution of information and knowledge using the mechanisms of semantic knowledge representation and operate in context of ubiquitous communication. Four of the indicated assumptions limited our research to the application of agent-based solutions in supporting the human – computer interaction and in the context of their possible use as part of knowledge management systems.

As indicated earlier, these solutions can be considered in the context of interface agents, each with its own codified knowledge base, associated with the information systems of an organization and actively participating in the ongoing business processes. Analysis of commercially available solutions pointed out that the vast majority of applications of agents in organizations are "Virtual advisors". All surveyed organizations offer such solutions. Various solutions, how-
ever, differ from each other significantly. Most of the solutions with primary goal in the form of finding and providing information to users, use a limited set of questions, that they are able to recognize, so their functionality is very limited. As a mean to overcome this limitation some solutions use tips in the form of ‘choose-from-list’ mechanism. One of the analyzed solutions uses natural language analysis speech that is used in interpreting user’s statements, coupled with the speech recognition and biometric methods, which makes the solution more user-friendly, efficient, and significantly expands the range of other possible applications and makes them more versatile. One of the producers also highlights the special feature of their solution, which is the ability to focus on the essence of a “conversation” and the ability to return and resume the interrupted thread. Another solution integrates seamlessly with the entire service platform designed for supporting the public sector. Among other features automatic handling of callers to the call center can be distinguished. This solution, as the only one, uses a greater number of agents at the same time. Despite the focus on the same topic, they don’t cooperate, nor create a society. However, it is possible to examine the software agents acting individually.

A. The benefits of using the software agents in an organization.

Organizations using software agents take advantage of a wide variety of benefits, among which the most frequently mentioned is an improvement for internal and external communication channels. The main functionality of virtual advisors is to provide the end customer with instant access to information without having to call the hotline or search for a specific Web page. This is undoubtedly the improvement of the process of communication and provides new channels of communication for external users. Virtual advisor also facilitates the usage of internal applications for employees. It provides a kind of help desk, which is the first line of support, and eliminates the need for traditional help files. An employee who is not proficient in terms of the usage of the software may simply ask a question related to the functionality of the software, and agent gives him or her the expected answer. Given this it surely improves the internal communication and speeds up access to information and knowledge for internal stakeholders. The use of software agents in a call center to answer the most common customers’ questions brings measurable benefits for the organization, by reducing the cost of its service and by increasing customer satisfaction.

B. Software agents as a tool for perfecting business processes in the organization.

With regard to perfecting business processes in the organization of various types of software agents are utilized in many different ways. The use of agents typically require clarification and formalization of the knowledge processing or even the introduction of knowledge management given the fact that the virtual advisor requires actual knowledge. The most obvious seems to be looking for improvement in the distribution of knowledge, e.g. the provision of information, and the customer service process, especially in those organizations where existing procedures are the most formal and well documented.

Agent interface representing intelligent search mechanism, streamlines the process of handling an applicant in the office, which, due to its use, becomes more efficient and faster. Similarly, software agent can support internal users which execute formal, well-defined and well-described processes, by reducing the time and improving access to information necessary for the resolution of the problems. Thus consulting the agent will optimize the business processes.

Organizations recognize another opportunity to improve business processes in running the trainings via the Internet supported by software agent, what makes it possible to carry out an individual training program, which depends on the needs and expectations of participants. Despite the fact that the lecture is run by a machine the participant may, in the course of his or hers study, receive help in the form of answers to his or hers questions. According to a representative of one of the companies participating in the survey it is a significant improvement in the business process. Software agents are also reported to bring benefits in the case of supporting the process of taking orders in an online shop. The survey results include a description of sales service process improvement in which information software agents are used to replace the traditional communication channels like inquiries, E-mail, or instant messaging like Skype or MSN Messenger, in situations where it is necessary to identify and/or specify the technical parameters of equipment sold or to clarify some definitions. The customer can get the answer on-line from the agent. In addition to the obvious benefits of cost savings and speeding up the process, companies indicated a higher attractiveness of this form of assistance.

C. Factors affecting the limited applicability of the concept of software agents society in the organization.

Organizations share the same view when it comes to the identification of key factors influencing the limited applicability of the concept of software agents society in the organization. Typically, respondents indicated three main factors.

As a main reason social factor was indicated, i.e. lack of awareness of the existence of such solutions and potential benefits of its application, or perceiving them as a toy, amusing marketing gadget on the site, and not the real support. Both organizations and consumers are not yet ready for the introduction of software agents. Usually it is related to a misunderstanding of its purpose, as stated above, and a fear that stems from believing that they are a tool for spying on the users. Users are also not convinced about the reasonableness of the use of such mechanisms. Agent systems producers count on the fact that the situation will change over time, what will result in enhancing the intelligence of these solutions, which will enable them to assertively respond to user’s behavior and intelligently adapt to his way of thinking.
Manufacturers also point to the problems that affect the older part of the population which is related to using the keyboard to communicate with the agents. Vendors try to develop new interfaces that eliminate the issue of typing. Probably the most interesting thing happening nowadays, regarding that matter, is the introduction of speech recognition and touch screens that release older people from necessity of using a keyboard. With speech recognition fluent conversation with the agent will be possible, rather than using written text.

Important factors limiting the implementation of software agents are organizational problems. We identified several of such problems that are the most common organizational factors hindering the use of agent-based solutions:

- lack of preparation of the organization for the introduction of agent systems, arising from organizational culture,
- lack of appropriate procedures,
- lack of separated and unambiguous definitions of business processes.

Manufacturers assume that a wider promotional campaign carried out by both the companies offering these solutions, as well as institutions that procure them, would result in their wider adoption in the organizations.

Problems related to knowledge management in organizations which plan to implement software agents are also indicated. There are potential users, organizations that would gladly implement such solutions, which have the necessary budget, are aware of the interest of the customers, but they realize that they are unable to adequately manage the knowledge, deliver it on time or in the correct amount that could be used by a virtual adviser.

An important factor limiting the applicability of agent solutions are technical and technological conditions. We distinguish two groups of such conditions. The first one is the constraints in the network infrastructure, making it difficult to make service call. For example, "virtual advisors" are the solutions which depend heavily on the access to the Internet connections. In Poland, the network infrastructure is still not sufficiently developed, what makes it difficult for everyone to gain access to and communicate with the virtual consultant. Residents of highly urbanized areas, usually the big cities, do not have this problem, while those living in poor urban areas, country side and terrain such as mountains may experience difficulties in accessing the Internet, which may be one of the main technical barriers.

Although informational technology is a subject for constant development, despite the significant progress and enormous achievements in the field of artificial intelligence, from the point of view of the technology that is used, we still are not able to create solutions which "thinks" like a human being and is able to "come up with" something to talk about on its own. Agent may conclude faster and much "better" than a man, it can make use of an analytical knowledge it has accumulated, but it is not in a position to come up with the subject of conversation. It can only base on pre-defined themes.

Most manufacturers indicate inadequacy or lack of mechanisms that would allow for a complete "mapping" features of the human brain that would allow for their repetition by the machine. Surely a computer, the machine, the computer program will neither act and "think" in a way the human being does, nor operate on the basis of associations. Most manufacturers also point to inadequacy or lack of tools for effective speech recognition, which, in their view, is blocking the applicability of the available solutions. Those that are currently available on the Polish market are still not mature enough and do not allow free communication and unambiguous speech recognition. Most of these tools allow to communicate in English, and users of agent systems, especially the virtual advisors, rely mostly on Polish, which is country's official language. It is possible, as shown by some manufacturers, to unblock the communication channel with use of software agents, which in turn should greatly improve their adaptation.

Another blocking factor, indicated by the respondents, is economic in its nature – namely agent solutions are not cheap. On the other hand the survey revealed that it is possible to overcome this one by applying for different types of subsidies that offer financing the implementation of such innovative solutions.

D. Use of intra-organizational knowledge in the process of achieving the objectives of software agents.

Key activities in the utilization of intra-organizational knowledge recognized by respondents comprise any action performed in order to collect and organize the knowledge base, for example creating a repository of knowledge, which can be used in the future. Filling the agent system with a domain knowledge requires the collection of this knowledge in different places and in different ways. Accumulated knowledge should be structured, but in different organizations, such structure will be achieved differently.

Agent systems vendors often report a lack of proper knowledge and preparation on the customer’s side and difficulties in persuading the client to systematize the knowledge necessary for the functioning of the system.

Another vital activity appearing in customer service area, both internal and external, is the acquisition and distribution of knowledge, which should be strongly tailored to the individual needs of the user. As the survey shows it is always easier to implement such behavior in the case of a client who is aware of knowledge management and accumulation.

The organization aware of the needs of the knowledge management is more eager to collect the knowledge needed by the implemented solution. However, there are many organizations that lack the awareness of having such knowledge structured and stored. It is then necessary to establish close cooperation with persons designated and responsible for ordering and systematizing knowledge and implementation of specific procedures. This results in increased awareness of
the need for the process of collecting, organizing the knowledge and preparing appropriate procedures for structuring and organizing the knowledge within the organization.

E. Agent technologies in enrichment of organizational knowledge

Basically, the enrichment of organizational knowledge with the use of software agents is possible mainly by their usage in the acquisition of knowledge which is necessary to effectively carry out business processes of the organization. The agent system has to be taught. In the context of agent systems it means that agent have to be able to learn, i.e. gain knowledge from different organizational sources. There is also a body of knowledge outside of an organization which can be used by agents indirectly, for example through a solution of "browser of quotations" or through the integration with different types of external knowledge bases.

Agent-based solutions may be able to query different databases. Usually it is not a problem to teach agent the knowledge in a particular field. It can be done through connecting him to the existing knowledge base but to do so we need a help of a knowledge engineer.

The required knowledge can be sought out through a semantic search engine that collects information from various websites. Another way to supply resources of organizational knowledge may be communication with the user in natural language. Respondents also indicated the possibility of using surveys, interviews, questionnaires to gather knowledge in the specific area of interest.

Also, the knowledge needed for the operation of software agents enhances organizational knowledge resources. From the point of view of knowledge engineer the resources of knowledge used by the agent should be structured in the machine-readable form, so by definition such vocabulary can be entered into the agent’s knowledge base. Such knowledge is frequently extending scenarios of usage that contain threads related to the specific knowledge pools. Threads are grouped into scenarios. We can say that knowledge that is used by the agents is two-folded: a part of it takes a form of vocabulary, and the other part is a knowledge about the scenarios of usage.

IV. Conclusion

Conducted partial studies indicate that such solutions are now heavily used by organizations and require further consideration in terms of the methodology of agent construction solutions. The studies have shown that companies implementing such solutions do not sufficiently take a methodical approach to the problem of the design and deployment of agents. This is due to the fact that the construction of such solutions requires, on the one hand, to address the issues of software development methods, and on the other theories of knowledge engineering that are required in the context of modeling the knowledge base of agents. This necessitates the search for the new methodologies for the design and construction of such solutions. In particular, in the context of semantic methods of agents’ knowledge representation, which should be linked to the information systems of the organization. These issues were highlighted by the participants of this study.

Despite the differences in the details of the methodologies used in the design and the tools used, companies generally agree on the steps of the implementation of agent-based solutions. In simple terms it can be assumed that implementation is based on four main processes. The first one is to analyze and collect information from the user, based on which the knowledge of an agent will be formulated. The information comes from many sources, such as individual interviews, the results of searching through the paper-based and electronic documents. Because such knowledge usually is not codified in clear and understandable manner, it is necessary to systematize the acquired information. Thus the next step is to design a model of the knowledge which will be used to its structuring. Once the information is structured it can be used by an agent to identify the thread and give you the right answers to users’ queries. The next step is the implementation of the agent system. The last stage is usually testing the system by the user and getting feedback on its operation. Feedback information allows designers to assess whether the knowledge that has been introduced to the agent is correct, if something has been missed and can be supplemented, if the scope or substance of knowledge has been changed in some way. Then it is necessary to update the knowledge. Despite the use of their own methodologies agent systems’ vendors base on proven, UML-based tools. Such tools facilitate modeling of knowledge structures for knowledge bases, allow the ordering of knowledge structures and to describe some of relations in the knowledge base. They are also used when it comes to designing the architecture of agent systems. We can name several of them, both universal, such as Enterprise Architect, Power Designer and Eclipse, the Semantic Works or more specific like Protege for building ontologies. Companies recognize the benefits of using tools like CASE even when they can confirm that their usage has to be preceded by the learning process which poses some difficulties for its users. Consistency in the use of such solutions provides good documentation of its architecture and guarantees the appropriate level of maintainability of the agent system.

The process of building agents using the semantic mechanisms of knowledge representation requires that, at the design stage of the system, it is necessary to determine how the knowledge of agents will be sourced from within the organization and how it will be updated and managed. This requires that the organization, in which this solution is built, has been focused on knowledge management processes, which can support the use of such solutions. Respondents also pointed out that finished implementations allowed to disclose previously unknown places in the organization, in which the domain knowledge is stored. As a result, the process of implementing such a solution should not end with its completion, but requires further improvement of knowl-
edge bases of agents. Although it requires posting staff members to supervise the knowledge base of agents, but it is feasible from the point of view of the organization efficiency because agents can handle multiple clients simultaneously using the resource of codified knowledge. This aspect becomes a vital part of a research in the context of agent solutions, since contemporary methods of their construction are mainly focused on designing their architecture and, in a small percentage, indicate the possibility of modeling the knowledge of the system. The issue of methodological approaches to the modeling of knowledge structures for software agent societies, using the semantic mechanisms of knowledge representation, will be a main focus of authors’ further research.
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Abstract—In this paper we present a preliminary, deterministic mathematical model of cooperative supply chain network of suppliers and customers. We consider horizontal cooperation among suppliers such that they can swap their orders to reduce their transportation cost, and they can purchase products from each other to reduce their shortage cost. Hence, the objective is to examine the potential swap and horizontal purchasing operations between suppliers under perfect information sharing. Assuming a balanced network in a single-period, in which total capacity of suppliers is greater than or equal to the total demand of customers, we conduct an empirical analysis for six suppliers and eight customers. The analysis suggests for many suppliers the benefits of order swapping and lateral purchasing.

I. INTRODUCTION

In today’s competitive environment, customer satisfaction is one of the most prominent performance measures for companies, especially for the ones that serve consumers. In order to increase customer satisfaction, companies might focus on increasing customer service level, responding orders quickly, shipping the right items in the right amount. To be able to achieve these, there are several classical strategies implemented by companies such as opening new depots or warehouses close to customers, increasing inventory levels at the stores including safety stocks, using fast transportation modes or less-than-truck load shipments, etc. However, these methods cause increase in logistics and supply chain cost, hence reduces competitiveness of the companies. Therefore, reference [1] discussed that implementing co-competition strategies, which identifies the existence of competition and cooperation strategies among different companies, provide companies to maximize their individual profits. Hence, companies look for win-win scenarios by sharing information that has an important effect on competition and the success of cooperation strategies [2]. So, what might be an example of cooperation strategies for different companies or different branches of a company? Examples to these strategies in literature might be inventory sharing, inventory pooling, lateral transshipment, and order swapping and exchanging by sharing partial or full information. In this paper, we focus on order swapping and lateral transshipment.

Swapping can be defined as an agreement between businesses, which are competing or non-competing, exchanging shipping, production, assets or market position to reduce overall costs. Our main purpose and motivation of using order swapping is to provide reduction in transportation costs by shipping products to closer customers on behalf of each other. Details and assumptions of this operation is discussed in the next section.

There are very limited research about swap operations in the context of supply chain and logistics. Reference [3] is the most relevant study to our study. Reference [3] developed a multi-period mathematical model that seeks for an efficient coordination of swap and exchange transactions between supply chain partners in the field of oil and petroleum industry. They assume perfect information sharing, known demand and sufficient production to meet customers’ demand. Reference [4] discussed the possible benefits and risks of swapping commodities and capacity with competitors by giving real-life examples. For example, two different manufacturers in chemical industry, one located in USA the other is in Europe, agreed to swap their monomers to use in their polymer operations after verifying that the product is the same. Hence, both company saved tens of million dollars in logistics cost per year. They also mentioned that industries that produce textile, paper, iron and steel products might include potential savings by implementing swap strategies. Lateral transshipment strategy allows suppliers or retailers in the same echelon to pool their inventories in order to enhance lower inventory levels and costs while providing at least the required customer service level. [5] define two types of lateral transshipment according to the timing of transshipments: proactive and reactive. While proactive transshipment can be planned in advance, reactive transshipment is performed when needed, for example when a company stocks out or faces a risk of stock out. Almost all of the studies about lateral transshipment reviewed by reference [5] focuses on inventory problems in stock points or branches of the same company. However, we consider different, competing companies in our study. Because of this reason, we suggest readers to read detailed review on lateral transshipment in [5].

In the light of these references, we want to notice that the contribution this study is to integrate two effective cooperation strategies in a mathematical model of single echelon supply chain network. Hence, in Section II we present assumptions of our model and the model formulation. Then, we conclude our study with an empirical analysis of the developed model and discussion of the results and future research questions.
II. Model Assumptions and Formulation

In this study a single, commodity product network is examined which consists of a group of competing, but cooperating suppliers, where each supplier produces at their respective capacity which is known and constant. Customer demands are also known and constant. After customer sends their order requests to a supplier, the supplier share all the relevant data with other cooperating suppliers such as unit cost of purchase, unit market price, unit cost of transportation, inventory levels, location of customers and their orders. Hence, we assume pure information sharing among competing but cooperating suppliers. After all the data are processed and the mathematical model is utilized to generate the shipping orders to meet customer demands, there might appear four cases: direct shipment, swap ordering, lateral transshipment, vertical transshipment with lateral purchase (see Figure 1).

The demand at each supplier may be satisfied by shipping available on-hand inventory directly to a specific customer if there is no savings in swap ordering with another cooperating supplier. If swap decision is generated by the information systems, then the system sends swap orders to the suppliers that are going to ship the determined amount of products on behalf of each other to other’s customer. Hence, the model aims to provide savings in transportation cost for both suppliers in cooperation by shipping products from closer suppliers to the customers. Here, we assume a balanced swap between two suppliers to construct equity between them such that each supplier should ship the same amount of product on behalf of each other. The appropriate documents and information flows among suppliers and customers flow as seen in Figure 1.

The suppliers share inventory and pricing information and might participate in a lateral transshipment arrangement in which every supplier must receive some benefit from the lateral transshipments. Because these cooperating suppliers are also competing each other, a lateral transshipment is realized only when a supplier that has excess stock on hand (called “seller” hereafter). Due to lateral transshipment agreement, sellers should sell and ship the required amount to the dependants unless they face a stock out. In this preliminary model, we assume that the purchasing (or selling) price of the product between a seller and a dependant is deterministic and determined by averaging the unit market price of the dependant and the unit cost of the seller. In order to provide benefit to these suppliers, we assume that the unit market price of any supplier is greater than the unit cost of any supplier. This enhances that a dependant always buys products from other suppliers with a lesser price than its market price. While this pricing mechanism is relatively simplistic, it provides a standard policy to calculate the transfer price between suppliers. Even though this strategy aims to provide benefit to cooperating suppliers, it is still possible for shortage to occur if there is no benefit of purchasing excess inventory when cost of lost sales is less than total cost of purchasing and transportation between dependant and seller. The cost of lost sales is assumed to be the sales price of a product for that supplier. Additionally, there are no holding costs associated with excess inventory because this analysis only covers one period.

In vertical transshipment with lateral purchase agreement, if a dependant decides to purchase its need from a seller, he may require the seller to ship the product to its own customer if the customer is closer to the seller than the dependant. Then, the dependant pays the cost of purchasing and the transportation cost to the seller. Hence, it can provide savings in transportation cost. In summary, the mathematical model we develop considers the sequence of cases we discussed above. First, suppliers decide if there is any benefit to executing a swap for their orders. If there is a benefit for two suppliers, a balanced swap occurs in which supplier i ships products to the supplier k’s customer, and vice versa. If there is no benefit from executing a swap, the supplier ships directly to their customer. If a supplier’s demand exceeds their inventory level, then that supplier seeks to purchase product from suppliers that have excess inventory. Then, he may either receive transshipments from other suppliers or the product may be shipped directly from seller to the customer on behalf of the dependant. Hence, the model parameters and variables are discussed as the followings.

The relevant parameters for the model are as follows:

- $c_{ij}$: contracted unit transportation cost between supplier i and customer j.
- $D_{ij}$: quantity demanded from supplier i by customer j.
- $I_i$: inventory level on-hand at supplier i.
- $p_i$: unit market price of supplier i.
- $u_i$: unit cost of supplier i.

The model variables are as follows:

- $q_{ij}$: quantity shipped directly from supplier i to customer j.
- $b_{ij}$: amount of lost sales between supplier i and customer j due to shortage.
- $y_{ijk}$: quantity shipped from supplier i to customer j on behalf of supplier k due to order swap.
- $x_{ki}$: quantity shipped from supplier k to supplier i due to
purchase by supplier $i$ under lateral transshipment agreement. $w_{ijk}$: quantity shipped from supplier $i$ to customer $j$ on behalf of supplier $k$ due to purchase by supplier $k$ under vertical transshipment with lateral purchase.

The upper bound of the cost of the $i^{th}$ supplier ($Z^u_i$), which provides the worst case, is the total transshipment cost of the $i^{th}$ supplier that ships to only its respective customers and its total cost of lost sales, if exist. The sum of $Z^u_i$ for all suppliers is the upper bound of the cost of supply chain network ($Z^u$).

$$Z^u_i = \sum_{j=1}^{n} q_{ij} c_{ij} + b_{ij} p_i$$  \hspace{1cm} (1)$$

subject to

$$\sum_{j=1}^{n} q_{ij} \leq I_i$$  \hspace{1cm} (2)$$

$$q_{ij} + b_{ij} = D_{ij}, \forall i, j$$  \hspace{1cm} (3)$$

$$q_{ij}, b_{ij} \geq 0.$$  \hspace{1cm} (4)$$

Hence, the objective function of the model (Z) considers order swap and the lateral purchase among cooperating but competing suppliers if an excess demand exists.

$$\text{min} Z = \sum_{i=1}^{m} \sum_{j=1}^{n} (c_{ij} q_{ij} + p_i b_{ij})$$

$$+ \sum_{k=1}^{m} \sum_{i=1}^{m} \sum_{j=1}^{n} (c_{ij} y_{ijk} + c_{kj} w_{kji})$$

$$+ \sum_{k=1}^{m} \sum_{i=1}^{m} \sum_{j=1}^{n} \left( u_k + p_i \right) w_{kji}$$

$$+ \sum_{k=1}^{m} \sum_{i=1}^{m} \left( t_{ki} x_{ki} + \left( \frac{u_k + p_i}{2} \right) x_{ki} \right)$$  \hspace{1cm} (5)$$

The first constraint is related to the inventory level for every supplier that is greater than or equal to the quantity shipped directly to their customers, the quantity shipped to other supplier’s customers due to swaps, and the changes in capacity from the buying or selling of product from other suppliers.

$$\sum_{j=1}^{n} q_{ij} + \sum_{k=1}^{m} \sum_{k \neq i}^{m} (y_{ijk} + w_{kji})$$

$$+ \sum_{k=1}^{m} (x_{ik} - x_{ki}) \leq I_i, \forall i.$$  \hspace{1cm} (6)$$

Demand for every supplier and customer relationship must be satisfied by shipment from supplier $i$, shipment from a different supplier due to swaps, the shipment of material sold to other suppliers to their customers, or lost sales.

$$q_{ij} + b_{ij} + \sum_{k=1}^{m} (y_{kji} + w_{kji}) = D_{ij}, \forall i, j.$$  \hspace{1cm} (7)$$

Every swap must be balanced between two suppliers.

$$\sum_{j=1}^{n} y_{ij} - \sum_{j=1}^{n} y_{kji} = 0, \quad \forall i = 1, 2, \ldots, (m - 1);$$

$$\forall k = (i + 1), \ldots, m; i \neq k \hspace{1cm} (9)$$

Every supplier must benefit under the network swapping arrangement considering the costs for shipment from supplier $i$, shipment from a different supplier due to swaps, the cost of purchasing product from other suppliers, and cost of lost sales are less than or equal to its upper bound.

$$\sum_{j=1}^{n} (c_{ij} q_{ij} + p_i b_{ij}) + \sum_{k=1}^{m} \sum_{j=1}^{n} (c_{ij} y_{ijk} + c_{ij} w_{ij})$$

$$+ \sum_{k=1}^{m} \sum_{i=1}^{m} \sum_{j=1}^{n} \left( u_k + p_i \right) w_{kji}$$

$$+ \sum_{k=1}^{m} \sum_{i=1}^{m} \left( t_{ki} x_{ki} + \left( \frac{u_k + p_i}{2} \right) x_{ki} \right) \leq Z^u, \forall i.$$  \hspace{1cm} (10)$$

Finally, quantity shipped directly, lost sales, quantities shipped to other suppliers’ customers, quantities purchased by other suppliers, and quantities transshipped between suppliers must be non-negative.

$$q_{ij}, b_{ij}, y_{ijk}, w_{ijk}, x_{ki} \geq 0.$$  \hspace{1cm} (11)$$

### III. Numerical Investigation and Conclusion

A demand of a customer is randomly generated number between 100 and 1000 using uniform distribution. A supplier’s capacity is also assumed to distribute uniformly between 1000 and 4000 such that total stock in the network is greater than the total demand of the network. Hence, a supplier observes either a shortage or an excess inventory. Excess inventory may be sold to a supplier facing shortage at a price between the seller’s unit cost and the dependant’s market price. Unit cost of products was generated between 300 and 330, and then market price of a supplier is generated by multiplying its unit cost by a uniformly generated profit margin between 10% and 30%.

The upper bound and the proposed model developed in the previous section run for a network of six suppliers and eight customers. As seen in Figure 2, every supplier receives some benefit either from the swapping or lateral transshipment agreement, or from both. Hence, the model provides benefit in transportation cost by a swap arrangement and reduction in cost of lost sales by allowing cooperation among suppliers for their excess demand and supply in a single period. In order to investigate the effect of the proposed model on the supply chain network cost of each individual supplier, we aim to work on multi period with holding cost and partial information sharing.
Fig. 2. Total transportation and backorder costs of each supplier with and without swap and lateral transshipment.
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Abstract—This paper presents a concept of use of the rule-based reasoning systems for evaluation and classification of the suppliers. The problem of suppliers selection is widely discussed in literature. Majority of the authors apply the method of multi-criteria evaluation for selection of suppliers, mainly the Analytic Hierarchy Process (AHP) algorithm and related ones, to find its solution. In this paper it has been proved that a suitably expressive system of rules management can be used as an effective tool for suppliers evaluation. In the presented work we have applied the Rebit system which was elaborated by the AGH University of Science and Technology. An example of evaluation of a supplier of primary charging materials for metal processing enterprise has been presented. It has been shown how individual evaluation criteria are grouped into sets of independent rules and how one may use tools to enhance the knowledge acquisition.

I. INTRODUCTION

The problem of supplier selection plays a prominent role in the modern economy. Supplier selection and evaluation is one of the most vital actions of enterprises in a supply chain. Undertaking faulty decisions in this area may be a cause of critical disturbances in execution of the fundamental tasks of the manufacturing enterprises.

Over the past several years, with the recent trend on just-in-time (JIT) manufacturing systems, there is an emphasis on strategic sourcing that establishes long-term mutually beneficial relationship with fewer but better suppliers [1].

Strategic decisions concerning supplies with raw materials are tied up with evaluation and selection of potential strategic suppliers. Selection of suppliers presents itself a complex decision-making problem which is featured with multi-criteria, of different nature of the criteria (quantitative, qualitative) and with multi-stages of the decision. In today’s global and open innovation economy strategic supplier selection and evaluation decisions must not be solely based on traditional selection criteria, such as cost, quality and delivery. In strategic sourcing, many other criteria should be considered with the aim of developing a long-term supplier relationship such as quality management practices, long-term management practices, financial strength, technology and innovativeness level, suppliers’ cooperative attitude, supplier’s co-design capabilities, and cost reduction capabilities [1].

Both the procedure and algorithms for supplier selection cannot rely exclusively on the “historic” experience of a manager. It must reflect some strategy of the enterprise as defined by the management of the enterprise in scope of execution of its fundamental activity. This strategy determines then the purchase strategy including such factors as acceptable standard of prices, required quality, desirable conditions of the long-term cooperation etc. Thereby the selection of suppliers can be treated as an integral element of definition of the processes and business rules. Therefore, the rule-based approach which is characteristic for Business Rules Management Systems can be useful while solving the problem of selection and ranking of the suppliers. Nevertheless, there is a pre-condition that one must have at one’s disposal a suitably expressive and reliable tool. And there is such a tool: The Business and Technological Rules Management - The Rebit System elaborated by the AGH University of Science and Technology.

The aim of the paper is to present the possibility of use of tools purposed for business management rules to solve the problem of supplier selection. We have presented the results of our research directed on proposing a solution which would enable one to get flexible formation of purchase strategy and current adaptation of the selection criteria for the choice of suppliers to changing market conditions.

This paper concerns problems of selection and grouping of suppliers of charging materials in respect to the quality of the services provided by them, as well as the quality and parameters of the delivered materials. Furthermore, we have analyzed the influence of factors resulting from the purchase strategy and such external factors as the destination of the acquired materials on the issue of supplier selection.

In the first part of the paper there will be formulated a problem of evaluation and classification of the suppliers and we will present a review of the relevant literature. Then we will present the Business and Technological Rules Management - the Rebit System and its specific features used to solve the problem of suppliers evaluation. An example of evaluation of a supplier of charging materials accomplished with use of the Rebit system will be also presented. The paper will be finished with a critical comparison of the proposed solution with some concepts known from the literature; some suggestions concerning further works will be also presented.

II. SUPPLIER EVALUATION AND SELECTION

The problem of supplier selection can be considered from different points of view. Firstly, this is a task relying on a
single selection, from the list of the suppliers, such supplier
who in the best way fulfills the requirements resulting from
execution of the specific production order. In such case we
have to do with a simple issue of multi-criteria evaluation.
The set of the criteria, their inter-relation, as well as the method
of their evaluation may be different in each individual case.

In business management practice much more important
meaning has a task of creation and periodic updating of the list
of suppliers for different groups of charging materials perma-
nently tied up with the recipient. Depending on the nature of
the realized manufacturing processes we can have to do with
complex deliveries covering different kind of materials (and in
some cases also services) or with special-purpose deliveries
including deliveries of strictly defined sort of products. The
way of solving the problem of supplier selection depends also
on kind of the material needs. One shall consider the selection
issue in case of materials directly consumed in the production
process and otherwise in case of accessory materials. The very
procedure of evaluation of the potential suppliers will be in
case of any of the above mentioned situations similar and will
resolve itself into establishing a ranking list of the evaluated
subjects or classifying them into the previously established
categories (e.g. permanent main supplier, permanent auxiliary
supplier, occasional supplier). However, the evaluation criteria
will differ. Due to the number of criteria and their interrelation,
the procedure can be executed in one stage or in multi-stages.
A special group of decision issues are decisions of strategic
nature that bind the recipient with the supplier for a long time.

Supplier evaluation and problem selection have been pre-
sented in the literature as the goal of the development research
or as the task related with creation of the software applications.
In most cases we have to do with proposals of creation of
the Decision Support Systems (DSS) which could be applied
in business practice. Thus, an issue of essential significance
is not only the way of solving the problem of multi-criteria
evaluation but also assumptions and methods of execution of
an application meeting user’s requirements. These both deci-
sions must be considered together, because the characteristics
of the evaluation algorithms exerts an essential influence on
the way of realization of the application and particularly on
creation of conditions for current updating of the assumptions
without the necessity of modification of the very structure
of the programming modules. Therefore, the way of proper
knowledge modeling and management is very important.

The object of our research is the problem of classification of
potential suppliers of the primary charging materials. Taking
the above into consideration and assuming that the adopted
methodological solutions should permit one to achieve easy
creation of flexible application serving, inter alia, in practical
realization of the current purchase strategy, we have made the
following assumptions specifying the research problem:

- any potential supplier will be evaluated individually and
  not with use of the method of pairwise comparisons, as
  it happens in the Analytic Hierarchy Process (AHP) and
  similar methods;
- criteria related with complexity of the deliveries are not
taken into consideration;
- while evaluating the deliveries one takes into account
  the destination of the materials earmarked to produce
  different groups of product;
- the way of presentation of the criteria in the model and
criteria evaluation must be readable for the managers and
allow them to present the purchase strategy;
- the application based on the proposed solution must allow
one to perform simple updating of the evaluation criteria
with no interference in the code.

The fulfillment of every of the above presumptions places
specific requirements to the method used in knowledge rep-
resentation and consequently - also to the inference mecha-
nisms. We have acknowledged that the most profitable solution
would be use of the rule based knowledge representation. A
symbolic (linguistic) mapping of the assessment criteria and
declarative nature of the knowledge optimally corresponds
with the requirements and needs of the managers responsible
for execution of the business operations.

III. LITERATURE REVIEW

In the face of acute global competition, supplier manage-
ment is rapidly emerging as a crucial issue to any enterprises
striving for business success and sustainable development.
As it was mentioned above, supplier evaluation and order
allocation are complex, multi-criteria decisions.

Incorporating multi-dimensional information into vendor
evaluation is important and well established in both academic
and practitioner’s literature [3], [4]. Over the years, several
multi-criteria techniques have been proposed for the effective
evaluation and selection of vendors. According to the liter-
ature, some supplier selection criteria are found to vary in
different situations, and experts agree that there is no one best
way to evaluate, select suppliers and that organizations use a
variety of different approaches in their evaluating processes.

As it has been previously mentioned, the evaluation of
a supplier is realized in different phases of the process of
supply management and may concern different special cases.
Depending on the purpose of the evaluation and the adopted
assumptions, different criteria are taken into consideration.

Ha and Krishnan [3] summarizes some of these criteria
which have appeared in literature since 1966. Among them one
can mention (ordered according to the frequency of quoting in
the literature): price, quality, delivery warranties and claims,
after sales service, technical support, training aids, attitude
performance history, financial position, geographical location,
management and organization, labor relations, communication
system, response to customer request, e-commerce capabil-
ity, JIT capability, technical capability, production facilities
and capacity, packaging ability, operational controls, ease-of-
use maintainability, amount of past business, reputation and
position in industry, reciprocal arrangements, impression, en-
vironmentally friendly products, product appearance, catalog
technology.

In an overall analysis of 181 articles referenced within
the studies made by Erdem and Göçen [2], AHP related
methodologies seem to be the most popular techniques which are applied in over 36% of the studies. This is mostly due to the fact that AHP incorporates both qualitative and quantitative evaluation of the decision maker by use of tangible and intangible factors designed in a hierarchical manner. It is suitable, flexible and easy-to-use for multi-criteria decision making and can be applied in group decision making environments as well.

Along with usage of the AHP method one can find in the literature other solutions [1], [5], [6], [7]: multicriteria classification and sorting methods (among other sorting method based on the PROMETHEE methodology), Game Theory, Decision Trees, Factor Analysis, Structural Equations, Loss Functions, Process Capability Index, Expert Systems, Case Based Reasoning (CBR), data envelopment analysis (DEA), and neural network (NN).

Although several techniques and models have been utilized for the selecting and evaluating of vendors, efficient partner selection, combining multiple techniques (AHP, DEA, and NN), has not been suggested previously with regard to the purchasing evaluation process [3]. The hybrid method uses an AHP to assign weight to the qualitative selection criteria, and it uses a DEA, NN or other methods in order to choose efficient vendors in the final selection process. Exemplary, the study [1] aims to develop models and generate a decision support system (DSS) for the improvement of supplier evaluation and order allocation decisions in a supply chain. Initially, an analytic hierarchy process (AHP) model is developed for qualitative and quantitative evaluation of suppliers. Based on these evaluations, a goal programming (GP) model is developed for order allocation among suppliers.

As it has already been stated decisions concerning organization of the supply of strategic nature are of specific character. An example of such situation one can find in work [8] where the problem of warehouse selection for a company was presented. This is a valuable and realistic decision problem in logistic and supply chain management (LSCM). The authors provided a solution for solving the raised problem via knowledge discovery and utilization. The decision knowledge in the form of “if . . . then . . .” rules are generated based on known information of owned warehouses and then utilized for predicting the preference order of alternatives according to their profitability. The process of solving of the problem is realized in four stages. In the two first stages the expert knowledge and the knowledge derived from previous experiences is gathered. The third stage relies on elaboration of rules purposed for evaluation of the decision variants, whereas the fourth stage relies on their implementation in the specific case. Because both certain and uncertain information are taken into account, the authors introduce interval-valued intuitionistic fuzzy set (IVIFS), which consists of a membership function and a non-membership function, whose values are intervals rather than exact numbers. The presented procedures are sophisticated, time- and cost-consuming (due to engagement of external experts) and serve to solving individual problems.

One can also find some works which discuss the use of the rule-based approach in less complex problems related with undertaking multi-criteria decisions. Vokurka, Choobineh, and Vadi [9] develop a prototype expert system to evaluate the potential suppliers. Interesting approach to the preference modeling in the form of a set of “if... then...” decision rules discovered from the data by inductive learning is presented in [10]. To structure the data prior to induction of rules, the authors use the Dominance-based Rough Set Approach (DRSA).

Summarizing the review of the literature one may find that the dominant method applied in the multi-criteria evaluation of the suppliers is the AHP method. Its imperfection one tries to level with use of supplementing method that permit objectification of the inherently subjective evaluations of experts. Nevertheless, there is lack of reports on the problem of the suppliers selection which would permit to treat them as activities aiming at business processes standardization. There are also no reports regarding usage of the concept of management with business rules in the matter under discussion.

IV. BUSINESS AND TECHNOLOGICAL RULES MANAGEMENT SYSTEM

Rebit System belongs to the category of Business Rule Management System (BRMS). It consists of rule and workflow engines, knowledge base editor, generic client, testing, validation and simulation tools, knowledge base repositories and resource management module. All these components may be configured and integrated into a standalone application. However, the main advantage is that they are also a set of loosely coupled components working in Service Oriented Architecture (SOA).

Rebit System supports all stages of knowledge base development process. Knowledge base editor is generally the first tool used in this process. It allows knowledge base creating and editing in a graphical or textual way with the help of intelligent prompts. All classic elements used in knowledge representation are available in Rebit editor. The main building blocks are rules, variables and functions. Rebit rules belong to the category of productions rules. Rule premises are logical conditions based on variables and functions. Rule conclusions are simple assignments. Rules are organized in so called rule sets, i.e. a group of logically connected rules. Rebit language provides more sophisticated elements, such as grids and decision tables. They allow for more concise and user friendly knowledge representation. The knowledge contained in decision tables and grids may be converted into ordinary rules. Rebit System is equipped with algorithms of learning by examples which allow for rational translation of decision tables into an effective rule set. The translation process usually takes place just before deployment.

The next steps in the process of knowledge base development are validation and testing. Rebit System provides an efficient validation and testing tools. Testing and validation algorithms allows for finding most inconsistencies and incompleteness. In order to perform validation and testing the knowledge base must be translated to Prolog language. The translation process is automatic and transparent to the
user. The user sees only the results and some additional statistics. The standard verification procedure include testing for knowledge base integrity, consistency and completeness. This procedure may be optionally extended by looking for hidden cycles and other unsafe phenomena.

Rebit inference engine handles three modes of inference: forward, backward and mixed, i.e., inference with predefined target variable. In the first inference mode the engine tries to infer all possible facts (variable values) from input data. The inference session may be continued after entering new input data. Backward reasoning is the verification of the hypothesis (concerning the value of some variable) on the base of information entered by the user at the request of the engine. The third inference mode, co-called mixed, combines forward and backward reasoning. The user specifies the final variable, i.e. the variable which must have the value. The inference engine finds the most efficient path and the set of variables that must have values. After that the mixed process of forward and backward chaining is accomplished. The process is stopped when the goal is reached or there is an evidence that the goal cannot be reached. The unique feature of Rebit engine is the possibility of controlling the reasoning process. It allow to reduce the total number of questions asked to the user.

Generic client is integrated with simulation module which enables automatic or semi-automatic simulation. The simulation allows finding groups of "not optimal rules", unused variables or rules, repeating or overlapping rules and other harmful elements. The first step in simulation procedure is the setup of statistical properties of all input variables. In the next step constraints and typical simulation properties like exit conditions are defined. The result of simulation procedure is a detailed report containing many useful statistics relating to variables and rules.

The knowledge base development process has not been as extensively explored as the software development process. However, general guidelines on how to proceed are the same in both processes. The iterative and incremental approach known from software development seems to be the most appropriate also in knowledge base development. The general idea is as follow: each iteration consists of identification, conceptualization and formalization of a selected portion of the domain. Next iteration starts after successful testing. It usually extends the previous portion of the domain. The iteration process ends when the entire domain is covered in knowledge base.

A special role in Rebit model of knowledge representation play elements called resources. They are introduced to enable access to data stored in SQL databases and other data sources. The current version of Rebit System includes connection strings, queries, variables and bindings. Query combined with variable - which represents the result of this query - form a new element called binding.

V. RULE-BASED APPROACH IMPLEMENTATION

A. Exemplary problem description

Our proposal has been verified on an example of selection and grouping of suppliers in enterprises producing metal products. All the enterprises for which the supplier selection problems play key role and are operating currently on the market have their own, substantially formalized procedures of suppliers selection. Standards in this domain are formally specified by ISO 9001:2000 norms (Clouse 7.4 Purchasing). Below there are shortly discussed: a process of evaluation and qualification of a supplier applied by a chosen producer of structural closed cold formed steel profiles.

A new supplier is evaluated from the point of view of the foreseen quality of cooperation with the enterprise and from the point of view of possibility of purchasing from him the commodity from given assortment group.

The supplier, in view of the quality of cooperation, is classified to the one of three groups: permanent main supplier, permanent auxiliary supplier, and occasional supplier. The classification based on the possibility of delivery of different assortments of the charging materials distinguishes three group of product providers: low cost, standard and HQ (high quality). The assessment of the supplier takes into consideration the following aspects of cooperation:

- the experience in the cooperation,
- the contractual cooperation,
- the effectiveness of the complaints,
- servicing procedures,
- the reputation of the supplier,
- the balance of liabilities and receivables.

The supplier evaluation model in exemplary case is as shown in Fig. 1.

B. Knowledge base formulation

The considerable number of the criteria brings about need of grouping them in accordance with partition presented in Fig. 1. Simultaneously it is necessary to provide independent updating, testing and verification of groups of rules evaluating individual criteria. The Rebit system allows one to group rules into relatively independent rule sets.

Individual partial criteria can be both of quantitative or qualitative. Taking into consideration the necessity of adaptation of the knowledge model to symbolic reasoning which is specific for human being, it was assumed that the "rough" model would operate exclusively on qualitative variables. An additional justification of such solution is the fact that quantities which could be recorded as a constant or numerical variables can undergo dynamic changes. The updating of the knowledge model would require then frequent verification of many rules, what in turn is time-consuming and can be a source of errors. On the other hand, one shall assume that to some extend the values necessary to rules evaluation will be collected from external sources of data and perforce will be of quantitative type. This apparent contradiction can be solved with use of the mechanisms and tools of the Rebit system.
The adopted concepts can be illustrated on an example of knowledge acquisition for needs of evaluation of the criterion "Cost".

In case of the linguistic variables the most convenient form of knowledge representation is the decision table. In the Rebit system there is a possibility of generating such table after having previously declared appropriate enumerated types. Figure 2 presents a fragment of such table. The algorithm of learning by examples based on ID3, which is incorporated into the Rebit system, allows one to generate the "minimal" set of rules for the examples recorded in the decision table.

Below one can find some exemplary rules:

RULE Cost_21
IF UnitePurchasePrice = "greater then medium market price" AND PreviousPaymentsBalance = "lack of data"
THEN Cost = "unprofitable"

RULE Cost_22
IF UnitePurchasePrice = "greater then medium market price" AND PreviousPaymentsBalance = "neutral"
THEN Cost = "unprofitable"

RULE Cost_23
IF UnitePurchasePrice = "greater then medium market price" AND PreviousPaymentsBalance = "unprofitable"
THEN Cost = "unprofitable"

RULE Cost_24
IF UnitePurchasePrice = "greater then medium market price" AND PreviousPaymentsBalance = "profitable" AND TermsOfPayment = "profitable"
THEN Cost = "neutral"

For the needs of symbolic representation of knowledge it was convenient to present the variable UnitePurchasePrice as a linguistic variable. In practice it is however compared with numerical quantities. This problem can be solved by introducing additional numerical variables AskPrice, LowerPriceBound and UpperPriceBound, as well as rules allowing for mapping a numerical to linguistic variable.

The pertinent rules have been presented below:

RULE CostPar_0
IF AskPrice <= LowerPriceBound
THEN UnitePurchasePrice = "less then medium market price"

RULE CostPar_1
IF AskPrice >= LowerPriceBound AND Ask_price <= UpperPriceBound
THEN UnitePurchasePrice = "equal to medium market price"

RULE CostPar_2
IF AskPrice > UpperPriceBound
THEN UnitePurchasePrice =
As a result one obtains a model of knowledge which on the one hand is readable and easy to updating from the point of view of the manager but on the other hand, it permits one to data acquisition without the participation of the user (quantitative values can be downloaded directly from databases by means of the module of resources management). It is also worth pointing out that updating of the knowledge (e.g. in case of change of the purchase strategy) takes place on level of decision tables and does not require any interference into rules which are updated "automatically".

As it has been previously mentioned, one of the main criteria of evaluation of the supplier is the destination of the materials acquired from him. Depending on the requirements placed against the final goods which will be produced from the purchased materials, the way of the evaluation of the supplier's offer will also be different. The simplest solution would be to construct three separate models of the knowledge for: low cost, standard and high quality products. However, it is not justified whereas in case of a suitably expressive model of knowledge - which can be recorded in the Rebit system - not necessary.

Some of the criteria are independent from the destination of the purchased materials (e.g. economic parameters). However, in case of some materials one can, thanks to parametrization, construct a model of knowledge that is common for different cases.

One can illustrate this on an example of quality evaluation of the delivered materials. Like in the former case the "rough" - linguistic knowledge base is created with the aid of a decision table transformed into the form of rules:

```plaintext
RULE Quality_12
IF OrderFulfillment = "full" AND ComplaintPossibility = "full"
THEN Quality = "high"

RULE Quality_13
IF OrderFulfillment = "full" AND ComplaintPossibility = "lack"
THEN Quality = "medium"

RULE Quality_14
IF OrderFulfillment = "full" AND ComplaintPossibility = "limited" AND SupplierBrand = "unknow"
THEN Quality = "medium"

RULE Quality_15
IF OrderFulfillment = "full" AND ComplaintPossibility = "limited" AND SupplierBrand = "good"
THEN Quality = "high"
```

In this case, parameterization of rules will consist of introduction of numerical variables and appropriate rules:

```plaintext
RULE QualityPar_0
IF DefectsRatio <= FirstDefectsBound
THEN OrderFulfillment = "full"

RULE QualityPar_1
IF DefectsRatio >= FirstDefectsBound AND Defects_ratio <= SecondDefectsBound
THEN OrderFulfillment = "few defects"

RULE QualityPar_2
IF DefectsRatio > SecondDefectsBound
THEN OrderFulfillment = "several defects"

RULE QualityPar_3
IF ProductRange = "low cost"
THEN FirstDefectsBound = 10

RULE QualityPar_4
IF ProductRange = "low cost"
THEN SecondDefectsBound = 15

RULE QualityPar_5
IF ProductRange = "standard"
THEN FirstDefectsBound = 8

RULE QualityPar_6
IF ProductRange = "standard"
THEN SecondDefectsBound = 10

RULE QualityPar_7
IF ProductRange = "high quality"
THEN FirstDefectsBound = 4

RULE QualityPar_8
IF ProductRange = "high quality"
THEN SecondDefectsBound = 7
```

Let us notice that quality of the materials from the supplier with a nine percent level of discard will be evaluated as meeting the requirements in case their destination is a low-cost product, as "few defects" in case of "standard" products and as "several defects" for "high quality" products.

In this case, the restrictions concerning the level of the expected discards have been entered as constants in the rules. This is justified by relative permanence of these values, as well as by the fact that each of them appeared in one rule only.

The problem of modification of the way of inference, depending on certain parameters, can be more complex. Let us assume that the criteria grouped to the class "Technology" are not evaluated in case of destination of the materials on "low cost" products. In order to not complicate the universal set of rules designed for final classification of the supplier one may assume that in case of "low cost" products the parameter Technology is set to "good" whereas parameters AllocatedCapacity and FlexibilityOfTechnology are not verified. Some properties of the inference engine of the Rebit system allow
one to carry out this task in a very simple way. It is enough that
to the set of rules defining the value of the variable Technology
and generated on the basis of appropriate decision table:

RULE Technology_9
IF AllocatedCapacity = "lack of data" AND
FlexibilityOfTechnology = "lack of data"
THEN Technology = "bad"

RULE Technology_10
IF AllocatedCapacity = "lack of data" AND
FlexibilityOfTechnology = "significant"
THEN Technology = "neutral"

RULE Technology_11
IF AllocatedCapacity = "lack of data" AND
FlexibilityOfTechnology = "low"
THEN Technology = "bad"

one adds the following rule:

RULE TechnologyPar_01
IF Product_range = "low cost"
THEN Technology = "good"

The inference engine of the Rebit system, at each stage of
evaluation of the rules, searches for the least expensive (i.e.
requiring the least number of "questions" for variables) path
of premises confirmation. In case of rules defining the value of
the variable Technology "the cheapest" rule will be the rule
TechnologyPar_01. This allows the engine will always
have to do with "low cost" products, it will set up the value of
the variable "Technology" on "good" and will not verify the
consecutive rules defining this variable.

According to the principles identical with the above pre-
tended there are constructed all rule sets which describe four
partial criteria. Then one constructs superior rule set which
connects partial evaluations so as the final classification of
the recipient is possible. In this case, one can also take advan-
tage of the decision table (Fig. 3).

<table>
<thead>
<tr>
<th>Cost</th>
<th>profitable</th>
<th>low</th>
<th>moderate</th>
<th>profitable</th>
<th>high</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality</td>
<td>good</td>
<td>neutral</td>
<td>poor</td>
<td>good</td>
<td>poor</td>
</tr>
<tr>
<td>Logistics</td>
<td>good</td>
<td>neutral</td>
<td>poor</td>
<td>good</td>
<td>poor</td>
</tr>
<tr>
<td>Technology</td>
<td>good</td>
<td>neutral</td>
<td>poor</td>
<td>good</td>
<td>poor</td>
</tr>
<tr>
<td>Supplier</td>
<td>permanent</td>
<td>occasional</td>
<td>temporary</td>
<td>permanent</td>
<td>occasional</td>
</tr>
</tbody>
</table>

Fig. 3. Decision table for final evaluation criterion

As a result of all these actions one gets the model of
knowledge composed of 146 rules.

Rebit inference engine, working in mixed mode and using
this knowledgebase, allows for evaluation of each case of
suppliers description in much effective way.

C. Business Application Recommendation

The interactive Rebit environment allows for creating, vali-
dation, testing and simulation of knowledge bases in a user
friendly way. Although there is a possibility to use Rebit
System as a standalone solution, it seems that the tighter in-
tegration of Rebit components with target environment would
be more useful in cases when reasoning and knowledge base
are a part of more complex business activity.

It is worth to consider two scenarios of such integration.
They differ in scope and depth. The first one is based on SOA
architecture of Rebit components. In this scenario rule engine
acts as an external, independent component providing services
for inference for a selected knowledge base. Knowledge bases
may be stored in Rebit or in local repository. This scenario
requires an implementation of SOA client and its integration
with the target application. The main advantage of this form
of integration is that the resulting system consists of loosely-
coupled components which are easy to manage and update.
Rebit package supports this form of integration by providing
library for building a dedicated SOA client.

In the second integration scenario rule engine work as an
integral part of the target application. There are two ways
to communicate with the rule engine: directly or by means
of inter-process communication based on pipes. Since this
scenario is moving towards tight integration with the target
application, it is recommended to store knowledge bases in
local repository. The main limitation of this scenario is that
it can only be realized on the .NET platform. As in the
previous case, it is necessary to implement the client code.
Rebit package provides library supporting integration based on
direct access as well as the one based on pipe communication.

VI. CONCLUSION AND FURTHER WORKS

The problem of evaluation, selection and classification of
suppliers is generally considered as one of the more essential
issues in practice of enterprises management. Such statement
is confirmed by numerous publications. On the other hand, in
the organizational documentation (procedures) of all significant
enterprises much attention is paid to procedures of supplier
selection. Most often one can find in the literature examples
of application of the AHP method and related ones, as the
most effective ways of solving the problem of multi-criteria
evaluation. Therefore, effective methodologies that have the
capability of evaluating and continually monitoring suppliers’
performance are still needed.

The above mentioned AHP method is the subject of many
scientific research studies which confirm its usability and cor-
rectness. Nevertheless, there are also critical opinions. Among
them the following issues are worth mentioning:

• the existence of large number of pairwise comparisons
characteristic for this method brings some limitations on
the number of criteria used [2],
• high degree of subjectivity of the evaluations and scale
conventionality,
• lack of possibility of verification and reasoning of the
evaluations resulting from numerical nature of the aggre-
gation procedures,
• problems related to the phenomenon called rank reversal.
In majority of publications with critical approach to the AHP method a special attention is paid on the problem of objectivation of the evaluation criteria or their more flexible expression, particularly in case when the information on criteria may be deficient, uncertain and incomplete. There are proposed, inter alia, solutions basing on Fuzzy Sets Theory or Rough Sets Theory.

In our opinion an issue of much greater importance, from the point of view of the needs of the users responsible for the management processes, are these restrictions of the AHP method and similar ones which hinder expressing conscious and desirable preferences in the decision making model. While designing the management system of an enterprise as a set of rules, the manager realizes his own preferences and sees no need for their examination. Such situation is diametrically different when compared with research basing on the evaluation of external experts. Experts foresee that e.g. prices can exert influence on the efficiency of the supply greater than quality of the materials. The purchasing officer determines the weight of these criteria.

Therefore, in our opinion, the methods used in Business Rules Management Systems may be successfully applied in case of solving the problem of supplier evaluation and selection. They can be used provided that the tools are expressive enough and there is a possibility of an easy generation of useful business application. The Rebit system presented in the this paper has got these properties.

Rule based approach to the multi-criteria evaluation creates however some problems. They are related with exponentially growing number of examples which should be analyzed in case of formulating the knowledge. Solving this problem through segmentation of the evaluation on increasingly detailed partial criteria creates similar problems as in the AHP method. It is true that explicit presentation of principles of aggregation allows one to avoid most of the problems specific to the methods which, in this case, use computational procedures. Nevertheless, it is a source of flattering of the results of successive aggregation. Therefore, the target of the successive works will be examining, based on the data describing real examples of selection and their results, how big is the scale of this phenomenon and its influence on the correctness and repeatability of decision-making.
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Abstract—One of the contemporary problems, and at the same time a big opportunity, in business networks of supply chains are the issues associated with the vast amounts of data arising there. The data may be utilized by the decision support systems in logistics; nevertheless, often there is an information integration problem. The problems with information interchange are related to issues with exchange between independently designed data systems. The networked supply chains will need appropriate IT architectures to support the cooperating business units utilizing structured and unstructured big data and the mechanisms to integrate data in heterogeneous supply chains. In this paper we analyze the capabilities of the big data technology architectures with cloud computing under usage of Linked Data in business process management in supply chains to cope with unstructured near-time data and data silos problems. We present our approach on a 4PL (Fourth-party Logistics) integrator business process example.

I. INTRODUCTION

In the contemporary world the business companies have to face unprecedented challenges. As a result of globalization the amount of data arising in supply chains is raising, the competition is becoming fiercer and the customers often expect integrated services, what requires a close cooperation between several involved organizations. The companies have to adapt to new, such as networked, business models and rethink their role and position in their value chain regarding the potential possibilities given by the utilization of big data to add value for their customer and suppliers. This requires some changes from companies in their organizational view, but at the same time in their information technology view. The appropriate technology environment is needed to support their interoperable business cooperation.

The problem of the appropriate information technology environments for collaborative processes between business participants is twofold. Firstly, the appropriate IT infrastructure for utilization of big data is needed, and secondly, there are data ‘siloes’ from diverse applications. The last problem has been approached with several solutions like common IT platforms consisting of (possibly common) components based on established standards, standard enterprise information systems, and standard business protocols. Nevertheless, the IT environment platforms still contain proprietary applications like enterprise resource planning systems (ERP), customer relationship management systems (CRM), etc.

The foreseen scale of collaboration between business partners may require undertaking further steps for IT environment integration, such as one of the known enterprise application integration solutions or usage of the Web services [1].

The inter-company networks are defined as complex arrays of relationships between companies, which establish these relationships by interacting with each other [2]. Whilst the markets are expanding toward inter-company networks (webs) of collaborating organizations, mentioned above IT integration solution approaches, do not seem to be sufficient and satisfactory. This level of an organizational form of the market participants requires mutual adjustment in information sharing and data management, and further a coordination of collaborative business processes of the supply chain’s participants.

In the paper we will approach the problem of possibly advantageous utilization of vast amounts of data (in variety of formats) in supply chains and also the information integration issues in order to overcome the data silo problem. We will investigate the appropriate IT architectures for big data used in association of cloud computing facilities [3] and the utilization of common (open stated) data format as it is offered by Linked Data [4] for data silos integration purposes. We consider the network from a supply chain perspective with emphasis on the value-adding partnerships. The proposal of possible utilization of the Linked Data as an integration solution for business process management BPM in supply chains networks we have already presented in [5]. In this paper we investigate the usage of big data IT architectures, appropriate for supply chains in conjunction with data silos integration possibilities for supply chains on the basis of (open) Linked Data.

A supply chain is defined as a network that comprehends all the organizations and activities associated with the flow and transformation of goods, starting from raw material stage through the whole process, to the end user, as well as the associated information flow [6]. In the paper we will concentrate on the networked supply chain activities and information flow.

In the inter-organizational information systems, which link companies to their suppliers, distributors and customers, a movement of information through electronic links (e.g. XML/EDI - Extensible Markup Language/ Electronic Data Interchange) takes place across organizational boundaries.
between separately owned organizations. It requires not only electronic linkage in form of basic electronic data interchange systems (as for purchase orders, delivery notes, cash flows, etc.), but also interactions between complex cash management systems or by accessing shared technical databases. So the problems with sharing and exchange of information are still viable in supply chains contexts.

The existing EDI standard [7], as message-centric solution, has limited possibilities in enabling interactions in the value chain. The representation of business processes and vocabularies in a domain to potentially automate the trading partners interactions is missing. Another important aspect regarding supply chains networks is integration of additional data from semantic Web applications into logistic systems.

A business process consists of one or more than one related activities that combined together respond to the need for a business action [6]. The processing steps in a workflow might go through numerous data transformations (geographic, technological, linguistic, syntactical and semantic transformations). Communication is an important part of the process and (e-) business processes exist within certain environments. In the dynamic business environment, such as networks of venture participants involved in logistic value chains, where coordination problems in the business process management plays the key role, the appropriate IT architectures, data amount and format, are essential.

Therefore, as stated previously in our paper, we will analyze big data architectures and Linked Data for business processes in supply chains in business networks. For this aim the rest of the paper is organized as follows.

In Section 2 we characterize main features of big data and architectural elements needed by IT infrastructures to support big data during business process management in supply chains. In Section 3 we summarize the Linked Data principles and concepts. In Section 4 we provide an example scenario for 4PL (Fourth-party Logistics) integrator managing the package delivery from Webshops in Asia to customers in Europe. We examine the possible added value resulting from usage of big data and open Linked Data elements that may possibly be useful for the purpose of decision support in supply chain networks. We will also try to show (in Section 5) how the information integration on the base of the Linked Data in conjunction with the big data IT architectures may be applied to achieve the improvement of supply chain environments. In the last Section we conclude our work.

II. BIG DATA

A. Big Data Features

The big scale usage of available and generated data is made possible for organizations owing to cloud computing paradigms, such as Infrastructure as a Service (IaaS), Storage as a Service (SaaS), which revolutionized the way the computing infrastructures are used [3]. Big data is referred to data that goes beyond the processing capacity of the conventional database systems. In addition to the aspect that it is big (e.g. a huge number of small transactions, or continuous data streams from sensors, mobile devices etc.) it may move too fast, or does not fit the structure of traditional (i.e. relational) database architectures. Big data also may have a low value for further usage before processing it [8].

According to [8] when we denote a big amount of data as “big data” it has to cover the three “Vs” (features) such as: volume, velocity and variety. Other authors (e.g. [9], [10]) add the fourth V-feature: value.

The first feature - volume of big data - denotes its massive character. The big volume of data is beneficial for the data analysts. It may improve the analytics models by having more cases available for forecasts and increase the number of factors to be considered in the models making them more accurate. Nevertheless, the volume bears potential challenge for IT infrastructures to deal with big amounts of data, especially when taking into account its second feature – velocity.

The second feature of big data is the velocity in which data flows into organization or the expected response time to the data. Big data may arrive quickly - in real-time, or near real-time (denoted in this paper as near-time). If data arrives too quickly the IT infrastructures of the organization may be not able to respond timely to it, or even to store all of it. Such situations may lead to data inconsistencies. We will regard further the issue of possible velocity consequences in the next section considering the suitable architectures for big data applications.

The third feature of big data is the variety of data. Big data may have diverse structures and forms, not falling into the rigid relational structures of SQL databases without loss of information. Some of data may be saved as blobs in inside traditional data bases. Therefore the IT infrastructures for big data are denoted as NoSQL, which means that data is “not only SQL” [10]. Several examples for diverse kinds of data are standard business documents, transactional records, and unstructured data in form of images, recordings, HTML documents (web pages), text and email messages, streams from meters and environment sensors, GPS tracks, click streams from Web queries, social media updates, data streams from machines’ communication or wearable computing sensors, and many others.

The big data value feature denotes the need for processing it before using it in order to make it valuable for analysis purposes.

B. Big Data Architectures

In the previous section the four characteristic features of big data have been discussed. It is apparent that conventional IT structures may encounter problems with storing variety of data and immediately reacting to it. Firstly, it is because of big data amounts on unstructured data arriving in near-time. The fact that data is unstructured, or rather, it lacks a structure appropriate for storage in conventional SQL databases, implies that other solutions will be needed.

The first issue to consider is the common usage of SQL data bases. IT infrastructures in supply chains include structured data in form of OLTP (Online Transaction Processing) and OLAP (Online Analytical Processing) systems. While the traditional OLTP systems support the transactional systems with highly structured SQL databases, the OLAP sys-
tems contain aggregated historical data in form of cubes. The OLTP systems deliver simple reports, while OLAP systems (known as Data Warehouses) are suited for traditional business intelligence applications with reporting facilities on business statistics, performance, etc. on the basis of structured (analytical) historical data. These both databases forms are unsuitable for big data purposes. The data stored there has to have fixed structure, which is conflicting with variety of big data. The OLAP and OLTP contain only high quality data, what is not the situation in case of low value big data (on the opposite to low value big data).

Another problem arises due to the velocity of big data. For the reason that analytical OLAP systems contain only historical data, they are unsuitable for big data applications. The rigid SQL data structures are insufficient for big data applications, but there are other OLT solutions like “NoSQL OLTP” – MongoDB, AmazonDynamo or Windows Azure Table Storage [10]. This type of database is known as the ‘key-value stores’ where the data is stored by key and its value is a blob and this solution is widely adopted by enterprises [3].

There is also a known solution for “NoSQL warehousing” for storing and analyzing massive data sets – Apache Hadoop [11]. The Hadoop is a framework for development of open-source software with its own highly distributed HDFS file system, MapReduce framework for writing and executing distributed algorithms and its own query languages – Hive and Pig. The Hadoop components are not only highly distributed but also high tolerant.

Another aspect of big data which is different from SQL databases, is that the results from big data analysis are immediately used and often discarded after that. If not, some bridging solutions are needed, e.g. SQQOP for connecting SQL and Hadoop [10], but they may turn inefficient. Moreover, for handling variety of big data, another solutions like dedicated XML store or graph databases are available [12].

The volume feature of big data can be handled with the usage of capacities and platforms offered by cloud computing [3]. With the pay-as-you-go and low time-to-market solutions, it became affordable even for small organizations.

The big data applications are possible as combinations of diverse technologies (products mash-ups) [12].

The volume, variety and value problems of big data can be tackled by solutions mentioned above. There still remains the dilemma with big data velocity. If data streams arrive quickly in real-time (or near-time) there may be a problem with storing them. One solution possibility would be temporary batch of data in the data pools. This problem is resolved by the Lambda architecture proposed in [13]. Its authors assume that a query is a function on the whole data pool:

\[
\text{query} = \text{function (all data)}
\]

Therefore Lambda is a three layers architecture with the batch layer, serving layer and speed layer (see Fig. 1).

The bottom layer (the batch layer) is dedicated to the pre-computing on the whole data pool. Its two functions are storing master data set and computation of arbitrary (i.e. any) views. The batch processing principle is well known; for big data the Hadoop is a canonical example [13]. In the Lambda architecture the batch layer continuously recomputes the batch view from scratch.

The middle layer, the serving layer delivers the random access to batch views and also is updated by the batch layer.

The top layer, the speed layer deals only with the latest data received during running precomputations in batch layers. According to [13], it compensates for high latency of updates to the serving layer and uses fast incremental algorithms; the batch layer ultimately overrides the speed layer.

In [13], there are big data applications examples as combinations of diverse technologies (products mash-ups) and providers of big data solutions, such as SAP, Oracle, IBM, HP, etc.

With the usage of Hadoop a very fast historical data analysis will be possible based on the Hadoop file system and the MapReduce technology. Nevertheless, it would not be sufficient for some kinds of applications, because the data analysis of current incoming data would be missing. Therefore, in addition to Hadoop we may use the Complex event processing technology (CEP) [14] for dealing with the huge amounts of other real-time data incoming during the running processes. With data supplied to the system and with the appropriate rule sets a dedicated decision support system would be able to react in a suitable way in critical situations, each time when a near-real-time decision will be needed.

The main idea of the introduced concept includes two aspects: the historical context of the Hadoop data, while reacting to the current situation with the CEP technology.

![Lambda architecture diagram](image)

**III. LINKED (PPEN) DATA**

The Linked Data principles were introduced by Tim Berners-Lee at the TED 2009 presentation [15]. He outlined four rules for making human or machine-readable links for the exploration of web of data. The first rule refers to the usage of Uniform Resource Identifier URI [16] for identification of items (called “things”).

The second given rule specifies that only HTTP URIs are meant, so that people can look at them and these can be found by the standard established Domain Name Space (DNS) system. The third rule was formu-
lated for the purpose of providing additional useful information for the items defined by URI. The information should be denoted in a standard format, such as Resource Description Framework RDF* [17], in form of RDF/XML or an alternative serialization (N3, Turtle). The last, fourth rule concerns providing the linkage of such described items with other related items (data), so that the related information on the Web can be discovered more easily.

The further development was the Linked Open Data LOD, the concept recommended by the World Wide Web Consortium W3C [4]. It is a star rating system of linked data that allows for proving to which extent the linked data can be regarded as open. The rating is formulated as a five principles scheme, where each next scheme principle extends (for the next star added) the former one by integrating an additional feature. The first principle states that the data should be available on the Web, no matter in which format, but it should be one with an open license. The second principle adds that it should be machine-readable structured data. The third principle assumes that the format of the data should be a non-proprietary format. The fourth principle assumes achievement of the former three principles and additionally presumes the usage of an open W3C standard for identification of items, like RDF (RDF/XML, N3 or Turtle) or SPARQL [4] formats (SPARQL Protocol and RDF Query Language) for larger data amounts of data sets. The last principle, required for getting the five star grading assumes contextual linkage of rated data to other resources described in the same way.

IV. 4PL Integrator Example

The development in contemporary logistic networks leans toward possible outsourcing of various logistic functions or services. Further trends include possible integration of outsourced functions/services or even the outsourcing of the whole business processes. At present the dominant are so-called 3PL (Third-party Logistics) solutions [18]. At the next developmental stage the concept of the 4PL (Fourth-party Logistics) emerged. It encompasses the functions offered by a 4PL logistic provider, which is acting as an integrator, assembling the resources, capabilities and technology needed for design, building and running of the comprehensive supply chain solutions [19]. The international 4PL do not need to have their own transport [20]. They may work directly with companies offering transport, or with the 3PL providers, what includes different kinds of carriers, consolidators and forwarders such as ocean carriers, airfreight forwarders and local carriers. The 4PL govern the settlements of the agreements with all involved partners.

As an example of the ideas presented in previous sections, we consider an example of a 4PL logistic provider which is managing the shipping of commodities bought from the Webshops located in Asia by the customers residing in Europe. The Webshops in our example are located in different Asian cities and offer toys and consumer electronics goods. Our 4PL logistic integrator outsources a warehouse (a hub) in Asia, so that he can consolidate the shipments, which are sent from different Webshops for their further transport to Europe. He also outsources space and commissioning capacity at few hubs in Europe (i.e., near London and Lyon), where the goods first arrive from Asia. The 4PL integrator operates a software platform that integrates the orders from diverse shops and processes the communication with the integrated shipping software dedicated for labeling the shipments for the European carriers. It includes up-to-datedness of the solutions (i.e., carrier-dedicated label layouts) for the European market. Thus, the carrier integration purpose of the 4PL-software fulfills one of most important roles of the 4PL.

Below we will show a standard solution, which is traditionally offered by the 4PL and in a next Section we describe an improvement bringing added value, which could be potentially achieved by the supplementary usage of big data and open Linked Data.

In the basic scenario the 4PL relies on the Webshop’s order data and on the agreements with the freight forwarders and the carriers. At first the goods are ordered by the customers in Europe, who choose a particular European carrier company while ordering products. We consider the situation of delivering of valuable, bulky goods equipped with RFID. The ordered goods are then labeled with the European carrier shipping labels by the Webshops, which download these outputs from the 4PL’s IT platform. This results in every single parcel having a shipping label, which fully complies with particular European carrier labeling specification and is augmented with the corresponding Webshop logo.

In the next step the labeled shipments from a particular Webshop are consolidated on palette(s) and brought per freight forwarders to the Asian hub, where the goods are re-consolidated (individual shipments from different Webshops are packed on palettes for a particular hub in Europe) and sent overseas to appropriate European hubs. In Europe the palettes are unpacked and the individual shipments are scanned as ready for a European carrier pickup. The carrier, which was selected by the Webshop customer, will transport the goods within Europe, after they have reached European hub. The carrier’s driver receives the printed list with information about the parcels he takes from the hub. At the same time electronic information with the data of the shipment is sent via EDI to the carrier system. From this moment on tracking in Europe is possible, but on the carrier website only.

A. Enhanced 4PL Scenario

The enhanced 4PL’s platform scenario performs the same tasks as in the above basic scenario, but the 4PL also gathers a lot of additional data, which will be used for the improvement of the transport decisions through the route.

Every individual shipment prepared by the Webshop is tracked in the 4PL’s platform, starting from the point it leaves the Webshop and is picked by the Asian freight forwarder. The freight forwarder provides GPS tracking for the road carried pallet. Further scans are made in the Asian and in the European hubs. The tracking after this point is processed through the carrier tracking system; the corresponding data is imported into the 4PL’s IT platform through web service requests, sftp status file transfers or by automated
read outs of the carrier tracking website - depending on the solutions provided by the particular carrier company.

Import and analysis of tracking data from different carriers is a demanding task, which may be supported by Linked Data. Over 17 thousand status event descriptions, which are used by European carriers, can be synthesized to less than one hundred events. Thanks to the full tracking transparency the 4PL is able to collect and analyze the data, and deduce how long it takes to transport goods from point A to point B. In case of delayed shipments, which are reported in his platform in real-time, the 4PL has the possibility of picking out an additional feature such as an express route for further parcel transportation. The gathered tracking data also enables finding out the reasons for the delays, which could help avoiding these in the future.

Another important big data source gathered and analyzed by the 4PL’s platform comprise the Asian weather reports and also road and airport traffic reports (available as open Linked Data). Such information is inevitable to support real-time decisions of choosing appropriate transport way (air, road) within Asia. For example, the road transport may turn faster, if the nearest airport is expected to be covered in fog for the next two days.

The 4PL may also use social media and blog data, so that the trends in popularity of e.g. the toys and electronics offered by the Webshops can be regularly observed and evaluated for different regions of Europe. Based on this information, order and transport volumes can be better forecasted, enabling preparation of appropriate transport routes (changing the agreements with the freight forwarders, carriers and warehouses/hubs) in case of forecasted booming or collapsing demand.

Among others tasks, the 4PL has to manage big amounts of data coming from the carriers and other participants in the SCM with different formats and further with diverse semantic interpretation for each identifier. For instance, each carrier has its unique scope of the services (in addition, not always available for all cases) with its own sets of identifiers and furthermore, of the possible package statuses.

Thus, there is a lot data mainly associated with the delivery status of the parcel, denoted in proprietary format. For instance the package, which has been delivered to the client, can get the status “delivered”, “closed”, “ready”, etc. dependent on the carrier firm, etc. So the Integrator has to perform the task of mapping all the unique package status names to one standard format in order to be able to further process the associated data. This way also all the data with the same semantics gets reduced to one uniform internal name and format of the status. Broadly speaking, a company dealing with about hundred carriers in different countries has to understand about 20 thousand possible package statuses, which can be reduced by the 4PL integrator to about one hundred mapped status descriptions. These will be further needed in the supply chain EDI data exchange. The usage of the Linked Data could facilitate the mapping of the equivalent data, not only on the 4PL side, but also among other supply chain participants.

In the next Section we show the possibility of integration of logistic data by using open Linked Data facilities.

V. DATA INTEGRATION WITH LINKED DATA IN VALUE CHAINS

As stated at the previous Sections, the process steps in a workflow could undertake numerous transformations of data. A common format could improve the communication between the participants collaborating in the process environments and serve as a broker between SQL and NoSQL data, especially in the big data environments.

In our example, the source data acquired from a Webshop is, until delivery of the commodities to the customer, administered in the subsequent stages, changing format and being adjusted and enriched through numerous additional transformations, which are needed for accomplishment of the activities of the participants in a joint business venture.

The Semantic Web concept supports the basic idea of the Web considered as an open community sharing information around the world. As pointed out in our hypothetic Webshop parcels example, one part of the data integrated into the data exchange flow of business networks could be the data supplied into the 4PL integrator software platform from Web applications like the Geo, metrological or traffic data, partially enriched with semantic information described with RDF triples.

Since there still are no known established business solutions successfully working on the base of ontologies we consider application of Linked Data concepts as a more of a lightweight solution than the semantic description of data which is exchanged in networks connected through Internet and enriched with data from web applications like OpenStreetMap [22] or DBpedia [23].

The information assumed is to be presented as Linked Open Data, presumes that the data not in a proprietary format. Therefore it is important that the communication software (e.g. of 4PL) will support open data formats, such as CSV (Comma-separated values) [24] or transformation to such an open format.

The data exchanged between supply chain participants may be enriched with semantic information by means of the RDF graphs. At present time information is stored mostly in relational databases. There are some solutions for data transformations, i.e. Triplify for transforming of the data stored in transactional SQL databases into RDF representations [25]. Other possibilities, like object serialization or hierarchichal representation, should be mapped into the graph data models. Meanwhile there are multiple semantic database implementations known, such as Triplestores, a purpose-built database type dedicated for the storage and retrieval of triples, e.g. Virtuoso [26]. In addition to queries the triples can be imported and exported using RDF or other formats.

The mapping between customized IT solutions and different data formats into the triple representation could be undertaken by means of dedicated software.

The usage of open formats with RDF-defined semantic could support easier data entries into the digital value chains. The enrichment of data with the semantic informa-
tion can help with communication and mediation between multiple points. The semantic enriched (big) data stored in an open format can be made widely available for the participants of the value chains if it could be further managed by using of cloud computing – the web-based, dynamical IT services. Cloud computing solutions moreover warrant the security on the infrastructure and data level, and also eliminate the need of initial investments in IT infrastructures and shorten the time-to-market.

The usage of open formats may considerably contribute to rising of flexibility and content transfer within supply chains, organized as webs, and simplifying the data transformation into diverse e-business standards.

The drawback of the given approach is the need of its integration into various IT solutions. To be useful it should be supported by the numerous diverse E-business standards as shown in [5].

VI. CONCLUSION

In the past times the vendors had to exploit earlier period’s structured data (stored in SQL OLTP or OLAP systems) in order to analyze customer’s attitudes and increase sales. Nowadays, a raising all-embracing connectivity with potentially all stakeholders in supply chains networks results in the possibility of accessing to all needed current data in real-time and also in getting a near-time feedback. This bears the genuine chances for almost immediate improvement of the relationships with the supply chain’s stakeholders and therefore increases the agility and ability for just-in-time in reactions to the changing requirements [27]. Accordingly, the high quality decision support becomes possible, which enables achieving optimal performance.

It became feasible to take advantage of this situation facilitating owing to usage of cloud computing and big data by the organizations taking part in the supply chain networks. Nevertheless, the amassed data encountered in the supply chains demand solutions for suited processing of coexistent structured and unstructured data (NoSQL) on the base of appropriate software architectures, and also require a common base as the exchange format of the data shared and exchanged in the supply chains networks.

In the paper we have analyzed the nowadays common solutions for structured and unstructured data storage options for the decision making support. With the opportunity of big data and cloud computing technologies application, the amount of partially unstructured data increases and it needs to be taken into account while making logistic decisions the previous solutions are not enough to cope with the problem dealing with them in the real time or in the near-time.

We see big chances in using such architectures as the layered Lambda architecture (for big data processing), which was designed to cope with the near-time exploitation of big amounts of data arriving. The data exchanged in supply chains has diverse formats, therefore we further propose using an open common data format in supply chains. For an additional advantage a standard solution with Linked Data may be further enriched with semantic information for further support of supply chain collaboration.

It is expected that the application of open Linked Data may substantially support the automated extraction of the information published on the Web by using open standards and additionally describing with semantic meaning and contextual relationships of the data.

We have shown on the 4PL integrator example the need for the integration of social media data for forecasting aims. Also diverse Linked Data from Virtuoso databases can be applied in the decision making support. As a common standard for data exchange between the various IT applications interacting in the logistic value chains we have considered incorporating the semantic concepts associated with the Linked Data into the supply chain management, especially for the aims of the common format integration between the SQL data silos in the value chains using big data.

The usage of the Linked Data by a broker may contribute to the data integration and transfer speed up. The saving of the costs previously needed for the transformations between diverse formats will create the added value for the network participants.

The suggested improvements raise new possibilities for adding value in supply chains. The network effect causes that with increased number of participations the added value for the participants of the network grows.

The Lambda architecture allows merging huge amounts of historical data with near real-time data creating context-oriented data needed for reacting and appropriate responding to different situations like transport events in the logistics.

In the paper we presented the ongoing research work. In the future work the further aspects like economic evaluation of Applying Big Data and Linked Data Concepts in Supply Chain Management should be considered. Also the integration of the further open Linked Data instances from the Virtuoso databases into the supply chains may be investigated.
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Abstract—The paper presents the concept and an outline of the implementation of a hybrid approach to supply chain modeling and optimization. Two environments mathematical programming (MP) and logic programming (LP) were integrated. The strengths of integer programming (IP) and constraint logic programming (CLP), in which constraints are treated in a different way and different methods are implemented, were combined to use the strengths of both. The proposed approach is particularly important for the decision models with an objective function and many discrete decision variables added up in multiple constraints. In order to verify the proposed approach, the optimization models were presented and implemented in both traditional mathematical programming and the hybrid environment.

I. INTRODUCTION

A SUPPLY chain is referred to as an integrated systems which synchronizes a series of related business processes in order to acquire raw materials and parts, transform them into finished products and distribute to customers and retailers. The supply chain plays an important role in the automotive, electronics and food industries.

Huang et al. [1] studied information sharing in supply chain management. They considered and proposed four classification criteria: supply chain structure, decision level, modeling approach and shared information.

Supply chain structure: It defines the way various organizations within the supply chain are arranged and related to each other.

Decision level: Three decision levels may be distinguished in terms of the decision to be made: strategic, tactical and operational, with their corresponding period, i.e., long-term, mid-term and short-term.

Supply chain analytical modeling approach: This approach focuses on type of representation, in this case, mathematical relationships, and the aspects to be considered in the supply chain. The literature mostly describes and discusses mathematical programming-based modeling: linear programming, integer programming or mixed integer linear programming models [2]–[6]. Minimization of integrated costs is the main purpose of the models presented in the literature [6]–[10]. Maximization of revenues or sales is considered to a lesser extent [4], [11].

Shared information: Information is shared between network nodes determined by the model. This enables production, distribution, inventory and transport planning, depending on the purpose. The information sharing process is a vital aspect in an effective supply chain. The following groups of parameters are taken into account: resources, inventory, production, transport, demand, time, etc.

This paper focuses on the modeling approach to optimization problems in supply chain. A type of representation together with aspects to consider in the supply chain makes up a modeling approach. The vast majority of the works reviewed have formulated their models as linear programming (LP), integer programming (IP) and mixed integer linear programming (MILP) problems and solved them using the Operations Research methods. Nonlinear programming, multi-objective programming, fuzzy programming with stochastic programming are used much less frequently [12].

Problems related to the design, integration and management of the supply chain affect many aspects of production, distribution, warehouse management, supply chain structure, transport modes etc. Those problems are usually closely related to each other, some may influence one another to a greater or lesser extent. Because of the interconnectedness and a very large number of different constraints: resource, time, technological, and financial, the constraint–based environments are suitable for producing “natural” solutions for highly combinatorial problems. In the literature, references to modeling and optimizing supply chain problems using constraint–based environments are relatively few in number [11], [12].

A. Constraint-based environments

Constraint satisfaction problems (CSPs), constraint programming (CP) and constraint logic programming (CLP) [13]–[15] offer a very good framework for representing the knowledge and information needed to deal with supply chain problems.

Constraint satisfaction problems (CSPs) are mathematical problems defined as a set of elements whose state must satisfy a number of constraints. CSPs represent the entities in a problem as a homogeneous collection of finite constraints over variables, which are solved by constraint satisfaction methods. CSPs are the subject of intense study in both artificial intelligence and operations research, since the regularity in their formulation provides a common basis.
to analyze and solve problems of many unrelated families [13]. Formally, a constraint satisfaction problem is defined as a triple \((X,D,C)\), where \(X\) is a set of variables, \(D\) is a domain of values, and \(C\) is a set of constraints. Every constraint is in turn a pair \((t,R)\) (usually represented as a matrix), where \(t\) is an \(n\)-tuple of variables and \(R\) is an \(n\)-ary relation on \(D\). An evaluation of the variables is a function from the set of variables to the domain of values, \(v: X \rightarrow D\). An evaluation \(v\) satisfies constraint \(((x_1,\ldots,x_n),R)\) if \((v(x_1),\ldots,v(x_n))\in R\). A solution is an evaluation that satisfies all constraints.

Constraint satisfaction problems on finite domains are typically solved using a form of search. The most used techniques are variants of backtracking, constraint propagation, and local search. Our experience as well as that of other researchers, confirms that constraint propagation is central to the process of solving a constraint problem [13], [14], [16]. Constraint propagation embeds any reasoning that consists in explicitly forbidding values or combinations of values for some decision variables of a problem because a given subset of its constraints cannot be satisfied otherwise.

CSPs are often used in constraint programming. Constraint programming is the use of constraints as a programming language to encode and solve problems. Constraint logic programming is a form of constraint programming, in which logic programming is extended to include concepts from constraint satisfaction. A constraint logic program is a logic program that contains constraints in the body of clauses. Constraints can also be present in the goal. These environments are declarative.

B. Organization and structure of the paper

In this paper, we focus on the problem of hybrid modeling and optimization of the supply chain problems in the hybrid environment. We propose a novel approach to supply chain modeling and optimization by developing integrated models and methods using the complementary strengths of MILP and CP/CLP (II, III). In this approach, both the hybrid model (V) and the hybrid framework (IV) to its efficient solution were developed.

In order to verify the proposed approach, the optimization model in mixed linear integer programming (MILP) was created and implemented in traditional (IP) and hybrid approaches. Finally, the hybrid model was optimized in the hybrid framework (V).

II. MOTIVATION

Based on [1], [2], [13], [15], [16] and our previous work [14], [17], [18] we observed some advantages and disadvantages of these environments.

An integrated approach of constraint programming (CP) and mixed integer programming (MIP) can help to solve optimization problems that are intractable with either of the two methods alone [20]–[22]. Although Operations Research (OR) and Constraint Programming (CP) have different roots, the links between the two environments have grown stronger in recent years.

Both MIP/MILP/IP and finite domain CP/CLP involve variables and constraints. However, the types of the variables and constraints that are used, and the way the constraints are solved, are different in the two approaches [23], [24].

III. STATE OF THE ART

As mentioned earlier, the vast majority of decision-making models for the problems of production, logistics, supply chain are formulated in the form of mathematical programming (MIP, MILP, IP).

Due to the structure of these models (adding together discrete decision variables in the constraints and the objective function) and a large number of discrete decision variables (integer and binary), they can only be applied to small problems. Another weakness is that only linear constraints can be used. In practice, the issues related to the production, distribution and supply chain constraints are often logical, nonlinear, etc. For these reasons the problem was formulated in a new way.

In our hybrid approach to modeling and optimization supply chain problems, we proposed the environment, where:

- knowledge related to supply chain can be presented in a linear and logical constraints (implement all types of constraints of previous MILP/MIP models [18], [19] and introduce new types of constraints (logical, nonlinear, symbolic etc.));
- the optimization model solved by using the framework can be formulated as a pure MILP/MIP model, a CP/CLP model or as a hybrid model;
- the novel method of constraint propagation is introduced (obtained by transformation of the optimization model to explore its structure (feasible routes, capacities, etc.));
- constrained domains of decision variables, new constraints and values for some variables are transferred from CP/CLP to MILP/MIP;
- the efficiency of finding solutions to the problems of larger sizes is increased.

As a result, we obtained the hybrid optimization environment that ensures a better and easier way of modeling and optimization, and more effective search solution for a certain class of optimization problems. This class includes quantitative models related to costs, customer service and inventories. Models of this class are characterized by adding up many discrete decision variables in both constraints and the objective function.

IV. HYBRID OPTIMIZATION ENVIRONMENT

In order to implement all the assumptions and requirements outlined in the previous chapter, both constraint logic programming (CLP) and integer programming (MILP/MIP) had to be combined and linked.
The hybrid environment consists of MILP/CLP/Hybrid models and hybrid optimization framework to solve them (Fig. 1). The concept of this framework and its phases (P1 .. P5, G1..G3) are presented in Fig. 2.

The details of the hybrid optimization environment have been discussed in [24]. The motivation was to offer the most effective tools for model–specific constraints and solution efficiency.

The constraints propagation of the transformed model (phase–P3) largely affected the efficiency of the solution. Therefore phase P2 was introduced. During this phase, the transformation was performed using the structure and properties of the model. The details of this transformation are described in the following chapter. From a variety of tools for the implementation of the CP/CLP environment, ECLiPSe software [25] was selected. ECLiPSe is an open-source software system for the cost–effective development and deployment of constraint programming applications.

Environment for the implementation of MILP/MIP was LINGO by LINDO Systems. LINGO Optimization Modeling Software is a powerful tool for building and solving mathematical optimization models [26].

V. EXAMPLES OF SUPPLY CHAIN OPTIMIZATION

The proposed HSE environment was verified and tested on two models.

First model was formulated as a mixed linear integer programming (MILP) problem [18], [19] under constraints (2) .. (23) in order to test the proposed environment (Fig. 1) against the classical integer programming environment [26]. Then the hybrid model (1) .. (25) was implemented and solved. Indices, parameters and decision variables used in the models together with their descriptions are summarized in Tab. 1. The simplified structure of the supply chain network for this model, composed of producers, distributors and customers is presented in Fig. 3.

Both models are the cost models that take into account three other types of parameters, i.e., the spatial parameters (area/volume occupied by the product, distributor capacity and capacity of transport unit), time (duration of delivery and service by distributor, etc.) and the transport mode.

The main assumptions made in the construction of these models were as follows:

- the shared information process in the supply chain consists of resources (capacity, versatility, costs), inventory (capacity, versatility, costs, time), production (capacity, versatility, costs), product (volume), transport (cost, mode, time), demand, etc;
- part of the supply chain has a structure as in Fig. 3.;
- transport is multimodal (several modes of transport, a limited number of means of transport for each mode);
- the environmental aspects of use of transport modes are taken into account;
- different products are combined in one batch of transport;
- the cost of supplies is presented in the form of a function (in this approach, linear function of fixed and variable costs);
the models have linear or linear and logical constraints.

A. Objective function

The objective function (1) defines the aggregate costs of the entire chain and consists of five elements. The first element comprises the fixed costs associated with the operation of the distributor involved in the delivery (e.g., distribution centre, warehouse, etc.). The second element corresponds to environmental costs of using various means of transport. Those costs are dependent on the number of courses of the given means of transport, and on the other hand, on the environmental levy, which in turn may depend on the use of fossil fuels and carbon-dioxide emissions.

The third component determines the cost of the delivery from the manufacturer to the distributor. Another component is responsible for the costs of the delivery from the distributor to the end user (the store, the individual client, etc.). The last component of the objective function determines the cost of manufacturing the product by the given manufacturer.

Formulating the objective function in this manner allows comprehensive cost optimization of various aspects of supply chain management. Each subset of the objective function with the same constrains provides a subset of the optimization area and makes it much easier to search for a solution.

B. Constraints

The model was based on constraints (2) .. (24) Constraint (2) specifies that all deliveries of product k produced by the manufacturer i and delivered to all distributors s using mode of transport d do not exceed the manufacturer’s production capacity.

Constraint (3) covers all customer j demands for product k (Z_{js}) through the implementation of delivery by distributors s (the values of decision variables Y_{sjsd}). The flow balance of each distributor s corresponds to constraint (4). The possibility of delivery is dependent on the distributor’s technical capabilities - constraint (5). Time constraint (6) ensures the terms of delivery are met. Constraints (7a), (7b), (8) guarantee deliveries with available transport taken into account. Constraints (9), (10), (11) set values of decision variables based on binary variables T_{c}, X_{sikd}, Y_{sjsd}. Dependencies (12) and (13) represent the relationship based on which total costs are calculated. In general, these may be any linear functions. The remaining constraints (14), (23) arise from the nature of the model (MILP).

Constraint (24) allows the distribution of exclusively one of the two selected products in the distribution center s. Similarly, constraint (25) allows the production of exclusively one of the two selected products in the factory i.

Those constraints result from technological, marketing, sales or safety reasons. Therefore, some products cannot be distributed and/or produced together. The constraint can be re-used for different pairs of product k and for some of or all
distribution centers s and factories i. A logical constraint like this cannot be easily implemented in a linear model. Only declarative application environments based on constraint satisfaction problem (CSP) make it possible to implement constraints such as (24), (25).

The addition of constraints of that type changes the model class. It is a hybrid model.

\[ \sum_{i=1}^{N} \sum_{k=1}^{O} X_{i,k,d} \cdot P_{i} \geq X_{i,k,d} \cdot P_{i} \quad \text{for } i=1..N, s=1..O, d=1..L \]  

\[ \sum_{i=1}^{N} \sum_{k=1}^{O} X_{i,k,d} \cdot P_{i} \geq X_{i,k,d} \cdot P_{i} \quad \text{for } s=1..E, j=1..M, k=1..O, d=1..L \]  

Constraints such as (24), (25).

Constraint propagation is one of the most important methods for constraint satisfaction problem (CSP) making it possible to implement declarative application environments based on constraint satisfaction problem (CSP). For that reason, research into more efficient and more effective methods of constraint propagation was conducted. The results included different representation of the problem and the manner of its implementation. The classical problem modeling in the CLP environment consists in building a set of predicates with parameters. Each CLP predicate has a corresponding multi-dimensional vector representation. While modeling both problems, (1) .. (23) and (1) .. (25), quantities i, s, k, d and decision variable X_{i,s,k,d} were vector parameters. The process of finding the solution may consist in using the constraints propagation methods, labeling of variables and the backtracking mechanism. The quality of constraints propagation and the number of backtrackings are affected to a high extent by the number of parameters that must be specified/labeled in the given predicate/vector. In both models presented above, the classical problem representation included five parameters: i, s, k, d and X_{i,s,k,d}. Considering the domain size of each parameter, the process is complex and time-consuming. Our idea was to transform the problem by changing its representation without changing the very problem. All permissible routes were first generated based on the fixed data and a set of orders, then the specific values of parameters i, s, k, d were assigned to each of the routes. In this way, only decision variables X_{i,s,k,d} (deliveries) had to be specified. This transformation fundamentally improved the efficiency of the constraint propagation and reduced the number of backtrackings. A route model is a name adopted for the models that underwent the transformation.

D. Decision-making support

The proposed models can support decision-making in the following areas:

- the optimization of total cost of the supply chain (objective function, decision variables–Appendix A2);
- the selection of the transport fleet number, capacity and modes for specific total costs;
- the sizing of distributor warehouses and the study of their impact on the overall costs (Appendix A3, Fig. 4, Fig. 5, Tab. V);
- the selection of transport routes for optimal total cost.

Detailed studies of these topics are being conducted and will be described in our future articles. We use the hybrid approach to both modeling and solving.

VI. NUMERICAL EXPERIMENTS

In order to verify and evaluate the proposed approach, many numerical experiments were performed. All the examples relate to the supply chain with two manufacturers (i=1..2), three distributors (s=1..3), five customers (j=1..5), three modes of transport (d=1..3), and ten types of products (k=1..10). Experiments began with three examples of P1, P2, P3 for the optimization MILP model (1) .. (23). The examples differ in terms of capacity available to the distributors (V_s), the number of transport units using the mode of transport d (Z_d) and the number of orders (N). The first series of experiments was designed to show the benefits and advantages of the hybrid approach. For this purpose the
model (1) .. (23) was implemented in both the hybrid and integer programming environments. In addition, hybrid implementation of the transformed model was performed with and without constraint propagation, (MILPT2) and (MILPT1), respectively. The experiments that follow were conducted to optimize examples P4, P5, which are implementations of the model (1) .. (25) for the hybrid approach. Examples P4, P5 were obtained from P1, P3 by the addition of logical constraints (24), (25).

Numeric data of input parameters for examples P1, P2, P3, P4, P5 are shown in Appendix A1. The results in the form of the objective function and the computation time are shown in Table II. Other results including the decision variables for the optimal value of the objective function are given in Appendix A2.

**APPENDIX A1**

DATA FOR COMPUTATIONAL EXAMPLES P1, P2, P3,P4,P5

<table>
<thead>
<tr>
<th>k</th>
<th>Vk</th>
<th>j</th>
<th>s</th>
<th>Vc</th>
<th>P1, P1, P1, P1, F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>C1</td>
<td>200 300 800 600</td>
</tr>
<tr>
<td>P2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>C2</td>
<td>200 300 1000 700</td>
</tr>
<tr>
<td>P3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>C3</td>
<td>200 400 1000 900</td>
</tr>
<tr>
<td>P4</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>C4</td>
<td>200 400 1000 900</td>
</tr>
<tr>
<td>P5</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>C5</td>
<td>200 400 1000 900</td>
</tr>
<tr>
<td>P6</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P7</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P8</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>F1</td>
<td>20 20 35 35 180</td>
</tr>
<tr>
<td>P9</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>F2</td>
<td>20 20 35 35 180</td>
</tr>
<tr>
<td>P10</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>F3</td>
<td>20 20 35 35 180</td>
</tr>
</tbody>
</table>

**APPENDIX A2**

THE RESULTS OF NUMERICAL EXAMPLES FOR BOTH APPROACHES

<table>
<thead>
<tr>
<th>P(No)</th>
<th>Hybrid</th>
<th>Integer Programming</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MILPT1</td>
<td>MILPT2</td>
</tr>
<tr>
<td>P(No)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1(10)</td>
<td>22.404</td>
<td>600**</td>
</tr>
<tr>
<td>P2(10)</td>
<td>21.176</td>
<td>600**</td>
</tr>
<tr>
<td>P3(20)</td>
<td>45.654</td>
<td>95</td>
</tr>
<tr>
<td>P(No)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P4(10)</td>
<td>22.397</td>
<td>255</td>
</tr>
<tr>
<td>P5(20)</td>
<td>46.419</td>
<td>43</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fc</th>
<th>T</th>
<th>the value of the objective function</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>the optimal value of the objective function after the time T</td>
<td></td>
</tr>
<tr>
<td>**</td>
<td>the feasible value of the objective function after the time T</td>
<td></td>
</tr>
<tr>
<td>**</td>
<td>calculation was stopped after 600 s</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MILP</th>
<th>MILP model implementation in the IP environment.</th>
</tr>
</thead>
<tbody>
<tr>
<td>MILPT1</td>
<td>MILP model after transformation - implementation in the hybrid optimization framework without phase 3.</td>
</tr>
<tr>
<td>MILPT2</td>
<td>MILP model after transformation - implementation in the hybrid optimization framework.</td>
</tr>
<tr>
<td>MH</td>
<td>Hybrid model after transformation - implementation in the hybrid optimization framework.</td>
</tr>
</tbody>
</table>

For each example the solution for the MILPT2 implementation was found faster than that for the MILP implementation. Moreover, for examples P1 .. P3, the traditional approach based on integer programming gives only feasible solution (calculation was stopped after 600 s) despite using highly efficient LINGO solvers. It is obvious that the solution of the hybrid model (MH) was, due to its nature, only possible using the hybrid environment. Also, the proposed environment brought the expected results. The results were obtained in only a slightly longer period of time than that necessary for examples P1 and P3.

**VII. CONCLUSION**

The efficiency of the proposed approach is based on the reduction of the combinatorial problem. This means that using the hybrid approach practically for all models of this class, the same or better solutions are found faster (the optimal instead of the feasible solutions). Another element contributing to the high efficiency of the method is a possibility to determine the values or ranges of values for some of the decision variables (phase P3). All effective LINGO solvers can be used in the hybrid method.

Therefore, the proposed solution is highly recommended for all types of decision problems in supply chain or for other problems with similar structure. This structure is characterized by the constraints of many discrete decision variables and their summation. Furthermore, this method can model and solve problems with logical constraints.

Further work will focus on running the optimization models with non-linear and other logical constraints, multi-objective, uncertainty etc. in the hybrid optimization framework.
### APPENDIX A2

#### RESULTS OF OPTIMIZATION FOR COMPUTATIONAL EXAMPLES P1, P2 (FULL) AND P3, P4, P5 (PART)

#### Example P1 Fe**min** = 22394

<table>
<thead>
<tr>
<th>Name</th>
<th>i</th>
<th>k</th>
<th>j</th>
<th>T_{ik}</th>
<th>Z_{ik}</th>
<th>Name</th>
<th>j</th>
<th>k</th>
<th>T_{ik}</th>
<th>Z_{ik}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z_{01}</td>
<td>p1</td>
<td>m1</td>
<td>8</td>
<td>10</td>
<td>Z_{11}</td>
<td>p1</td>
<td>m3</td>
<td>8</td>
<td>15</td>
<td>10.00</td>
</tr>
<tr>
<td>Z_{02}</td>
<td>p2</td>
<td>m2</td>
<td>12</td>
<td>10</td>
<td>Z_{12}</td>
<td>p2</td>
<td>m4</td>
<td>12</td>
<td>20</td>
<td>15.00</td>
</tr>
<tr>
<td>Z_{03}</td>
<td>p3</td>
<td>m3</td>
<td>10</td>
<td>25</td>
<td>Z_{13}</td>
<td>p3</td>
<td>m5</td>
<td>10</td>
<td>25</td>
<td>20.00</td>
</tr>
<tr>
<td>Z_{04}</td>
<td>p4</td>
<td>m4</td>
<td>8</td>
<td>30</td>
<td>Z_{14}</td>
<td>p4</td>
<td>m1</td>
<td>18</td>
<td>30</td>
<td>25.00</td>
</tr>
<tr>
<td>Z_{05}</td>
<td>p5</td>
<td>m5</td>
<td>12</td>
<td>10</td>
<td>Z_{15}</td>
<td>p5</td>
<td>m2</td>
<td>12</td>
<td>30</td>
<td>30.00</td>
</tr>
<tr>
<td>Z_{06}</td>
<td>p6</td>
<td>m1</td>
<td>8</td>
<td>15</td>
<td>Z_{16}</td>
<td>p6</td>
<td>m3</td>
<td>8</td>
<td>15</td>
<td>35.00</td>
</tr>
<tr>
<td>Z_{07}</td>
<td>p7</td>
<td>m2</td>
<td>12</td>
<td>20</td>
<td>Z_{17}</td>
<td>p7</td>
<td>m4</td>
<td>12</td>
<td>20</td>
<td>40.00</td>
</tr>
<tr>
<td>Z_{08}</td>
<td>p8</td>
<td>m3</td>
<td>10</td>
<td>25</td>
<td>Z_{18}</td>
<td>p8</td>
<td>m5</td>
<td>10</td>
<td>25</td>
<td>45.00</td>
</tr>
<tr>
<td>Z_{09}</td>
<td>p9</td>
<td>m4</td>
<td>8</td>
<td>30</td>
<td>Z_{19}</td>
<td>p9</td>
<td>m1</td>
<td>8</td>
<td>30</td>
<td>50.00</td>
</tr>
<tr>
<td>Z_{10}</td>
<td>p10</td>
<td>m5</td>
<td>12</td>
<td>30</td>
<td>Z_{20}</td>
<td>p10</td>
<td>m2</td>
<td>12</td>
<td>35</td>
<td>55.00</td>
</tr>
</tbody>
</table>

#### Example P2 Fe**min** = 2142

<table>
<thead>
<tr>
<th>i</th>
<th>s</th>
<th>d</th>
<th>X_{bd,s}</th>
<th>i</th>
<th>s</th>
<th>d</th>
<th>X_{bd,s}</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>C1</td>
<td>S3</td>
<td>4.00</td>
<td>F2</td>
<td>C2</td>
<td>S3</td>
<td>3.00</td>
</tr>
<tr>
<td>F2</td>
<td>C1</td>
<td>S3</td>
<td>4.00</td>
<td>F2</td>
<td>C3</td>
<td>S3</td>
<td>2.00</td>
</tr>
<tr>
<td>F2</td>
<td>C2</td>
<td>S2</td>
<td>3.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Example P3 Fe**min** = 45654

<table>
<thead>
<tr>
<th>i</th>
<th>s</th>
<th>d</th>
<th>Y_{bd,s}</th>
<th>i</th>
<th>s</th>
<th>d</th>
<th>Y_{bd,s}</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>M1</td>
<td>S1</td>
<td>1.00</td>
<td>C2</td>
<td>M2</td>
<td>S1</td>
<td>1.00</td>
</tr>
<tr>
<td>C1</td>
<td>M2</td>
<td>S2</td>
<td>1.00</td>
<td>C2</td>
<td>M3</td>
<td>S2</td>
<td>1.00</td>
</tr>
<tr>
<td>C1</td>
<td>M3</td>
<td>S3</td>
<td>1.00</td>
<td>C2</td>
<td>M4</td>
<td>S3</td>
<td>1.00</td>
</tr>
<tr>
<td>C1</td>
<td>M4</td>
<td>S4</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Example P4 Fe**min** = 22397

<table>
<thead>
<tr>
<th>i</th>
<th>s</th>
<th>d</th>
<th>X_{bd,s}</th>
<th>i</th>
<th>s</th>
<th>d</th>
<th>X_{bd,s}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z_{01}</td>
<td>F1</td>
<td>P1</td>
<td>C1</td>
<td>M1</td>
<td>S1</td>
<td>1.00</td>
<td>F1</td>
</tr>
<tr>
<td>Z_{02}</td>
<td>F1</td>
<td>P1</td>
<td>C1</td>
<td>M1</td>
<td>S2</td>
<td>1.00</td>
<td>F1</td>
</tr>
<tr>
<td>Z_{03}</td>
<td>F1</td>
<td>P1</td>
<td>C1</td>
<td>M1</td>
<td>S3</td>
<td>1.00</td>
<td>F1</td>
</tr>
<tr>
<td>Z_{04}</td>
<td>F1</td>
<td>P1</td>
<td>C1</td>
<td>M1</td>
<td>S4</td>
<td>1.00</td>
<td>F1</td>
</tr>
<tr>
<td>Z_{05}</td>
<td>F1</td>
<td>P1</td>
<td>C1</td>
<td>M1</td>
<td>S5</td>
<td>1.00</td>
<td>F1</td>
</tr>
<tr>
<td>Z_{06}</td>
<td>F1</td>
<td>P1</td>
<td>C1</td>
<td>M1</td>
<td>S6</td>
<td>1.00</td>
<td>F1</td>
</tr>
<tr>
<td>Z_{07}</td>
<td>F1</td>
<td>P1</td>
<td>C1</td>
<td>M1</td>
<td>S7</td>
<td>1.00</td>
<td>F1</td>
</tr>
<tr>
<td>Z_{08}</td>
<td>F1</td>
<td>P1</td>
<td>C1</td>
<td>M1</td>
<td>S8</td>
<td>1.00</td>
<td>F1</td>
</tr>
<tr>
<td>Z_{09}</td>
<td>F1</td>
<td>P1</td>
<td>C1</td>
<td>M1</td>
<td>S9</td>
<td>1.00</td>
<td>F1</td>
</tr>
<tr>
<td>Z_{10}</td>
<td>F1</td>
<td>P1</td>
<td>C1</td>
<td>M1</td>
<td>S10</td>
<td>1.00</td>
<td>F1</td>
</tr>
</tbody>
</table>

#### Example P5 Fe**min** = 46419

<table>
<thead>
<tr>
<th>i</th>
<th>s</th>
<th>d</th>
<th>X_{bd,s}</th>
<th>i</th>
<th>s</th>
<th>d</th>
<th>X_{bd,s}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z_{01}</td>
<td>F1</td>
<td>P1</td>
<td>C1</td>
<td>M1</td>
<td>S1</td>
<td>1.00</td>
<td>F1</td>
</tr>
<tr>
<td>Z_{11}</td>
<td>F1</td>
<td>P1</td>
<td>C1</td>
<td>M2</td>
<td>S2</td>
<td>1.00</td>
<td>F1</td>
</tr>
<tr>
<td>Z_{12}</td>
<td>F1</td>
<td>P1</td>
<td>C1</td>
<td>M3</td>
<td>S3</td>
<td>1.00</td>
<td>F1</td>
</tr>
<tr>
<td>Z_{20}</td>
<td>F2</td>
<td>P10</td>
<td>C1</td>
<td>M2</td>
<td>S2</td>
<td>2.00</td>
<td>F2</td>
</tr>
<tr>
<td>Z_{21}</td>
<td>F2</td>
<td>P10</td>
<td>C1</td>
<td>M3</td>
<td>S3</td>
<td>2.00</td>
<td>F2</td>
</tr>
<tr>
<td>Z_{22}</td>
<td>F2</td>
<td>P10</td>
<td>C1</td>
<td>M4</td>
<td>S4</td>
<td>2.00</td>
<td>F2</td>
</tr>
<tr>
<td>Z_{23}</td>
<td>F2</td>
<td>P10</td>
<td>C1</td>
<td>M5</td>
<td>S5</td>
<td>2.00</td>
<td>F2</td>
</tr>
<tr>
<td>Z_{24}</td>
<td>F2</td>
<td>P10</td>
<td>C1</td>
<td>M2</td>
<td>S2</td>
<td>2.00</td>
<td>F2</td>
</tr>
<tr>
<td>Z_{25}</td>
<td>F2</td>
<td>P10</td>
<td>C1</td>
<td>M3</td>
<td>S3</td>
<td>2.00</td>
<td>F2</td>
</tr>
<tr>
<td>Z_{26}</td>
<td>F2</td>
<td>P10</td>
<td>C1</td>
<td>M4</td>
<td>S4</td>
<td>2.00</td>
<td>F2</td>
</tr>
<tr>
<td>Z_{27}</td>
<td>F2</td>
<td>P10</td>
<td>C1</td>
<td>M5</td>
<td>S5</td>
<td>2.00</td>
<td>F2</td>
</tr>
<tr>
<td>Z_{28}</td>
<td>F2</td>
<td>P10</td>
<td>C1</td>
<td>M4</td>
<td>S4</td>
<td>2.00</td>
<td>F2</td>
</tr>
<tr>
<td>Z_{29}</td>
<td>F2</td>
<td>P10</td>
<td>C1</td>
<td>M5</td>
<td>S5</td>
<td>2.00</td>
<td>F2</td>
</tr>
<tr>
<td>Z_{30}</td>
<td>F2</td>
<td>P10</td>
<td>C1</td>
<td>M5</td>
<td>S5</td>
<td>2.00</td>
<td>F2</td>
</tr>
</tbody>
</table>
### APPENDIX A3

#### TABLE V

**ANALYSIS OF THE IMPACT PARAMETER $V_{i}$ FOR FC (EXAMPLE P2)**

<table>
<thead>
<tr>
<th>$V_{i}$</th>
<th>$V_{j}$</th>
<th>$V_{k}$</th>
<th>$V_{l}$</th>
<th>$V_{m}$</th>
<th>$V_{n}$</th>
<th>$V_{o}$</th>
<th>$V_{p}$</th>
<th>$V_{q}$</th>
<th>$V_{r}$</th>
<th>$V_{s}$</th>
<th>$V_{t}$</th>
<th>$V_{u}$</th>
<th>$V_{v}$</th>
<th>$V_{w}$</th>
<th>$V_{x}$</th>
<th>$V_{y}$</th>
<th>$V_{z}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>C1</td>
<td>S2</td>
<td>2.00</td>
<td>C1</td>
<td>S3</td>
<td>2.00</td>
<td>C1</td>
<td>S4</td>
<td>2.00</td>
<td>C1</td>
<td>S5</td>
<td>2.00</td>
<td>C1</td>
<td>S6</td>
<td>2.00</td>
<td>C1</td>
<td>S7</td>
</tr>
<tr>
<td>F2</td>
<td>C1</td>
<td>S3</td>
<td>3.00</td>
<td>C1</td>
<td>S4</td>
<td>4.00</td>
<td>C1</td>
<td>S5</td>
<td>5.00</td>
<td>C1</td>
<td>S6</td>
<td>6.00</td>
<td>C1</td>
<td>S7</td>
<td>7.00</td>
<td>C1</td>
<td>S8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$V_{i}$</th>
<th>$V_{j}$</th>
<th>$V_{k}$</th>
<th>$V_{l}$</th>
<th>$V_{m}$</th>
<th>$V_{n}$</th>
<th>$V_{o}$</th>
<th>$V_{p}$</th>
<th>$V_{q}$</th>
<th>$V_{r}$</th>
<th>$V_{s}$</th>
<th>$V_{t}$</th>
<th>$V_{u}$</th>
<th>$V_{v}$</th>
<th>$V_{w}$</th>
<th>$V_{x}$</th>
<th>$V_{y}$</th>
<th>$V_{z}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>M1</td>
<td>S1</td>
<td>1.00</td>
<td>C1</td>
<td>M5</td>
<td>S1</td>
<td>1.00</td>
<td>C1</td>
<td>M9</td>
<td>S1</td>
<td>1.00</td>
<td>C1</td>
<td>M13</td>
<td>S1</td>
<td>1.00</td>
<td>C1</td>
<td>M17</td>
</tr>
<tr>
<td>C2</td>
<td>M2</td>
<td>S2</td>
<td>2.00</td>
<td>C2</td>
<td>M6</td>
<td>S2</td>
<td>2.00</td>
<td>C2</td>
<td>M10</td>
<td>S2</td>
<td>2.00</td>
<td>C2</td>
<td>M14</td>
<td>S2</td>
<td>2.00</td>
<td>C2</td>
<td>M18</td>
</tr>
<tr>
<td>C3</td>
<td>M3</td>
<td>S3</td>
<td>3.00</td>
<td>C3</td>
<td>M7</td>
<td>S3</td>
<td>3.00</td>
<td>C3</td>
<td>M11</td>
<td>S3</td>
<td>3.00</td>
<td>C3</td>
<td>M15</td>
<td>S3</td>
<td>3.00</td>
<td>C3</td>
<td>M19</td>
</tr>
<tr>
<td>C4</td>
<td>M4</td>
<td>S4</td>
<td>4.00</td>
<td>C4</td>
<td>M8</td>
<td>S4</td>
<td>4.00</td>
<td>C4</td>
<td>M12</td>
<td>S4</td>
<td>4.00</td>
<td>C4</td>
<td>M16</td>
<td>S4</td>
<td>4.00</td>
<td>C4</td>
<td>M20</td>
</tr>
<tr>
<td>C5</td>
<td>M5</td>
<td>S5</td>
<td>5.00</td>
<td>C5</td>
<td>M9</td>
<td>S5</td>
<td>5.00</td>
<td>C5</td>
<td>M13</td>
<td>S5</td>
<td>5.00</td>
<td>C5</td>
<td>M17</td>
<td>S5</td>
<td>5.00</td>
<td>C5</td>
<td>M21</td>
</tr>
</tbody>
</table>
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Abstract—One of the challenges of knowledge management is handling inconsistency. Traditionally, it was often perceived as indication of invalid data or behavior and as such should be avoided or eliminated. However, there are also numerous situations where inconsistency is a natural phenomena or carry useful information. In order to decide how to manage inconsistent knowledge, it is thus important to recognize its origin, aspect and influence on the behavior of the system. In this paper, we analyze a case of collaborative knowledge management with hybrid knowledge representation. This serves as a starting point for a discussion about various types of inconsistencies and approaches to handle it. We analyze sources, interpretation and possible approaches to identified types of inconsistencies. We discuss practical use cases to illustrate selected approaches.

I. INTRODUCTION

INCONSISTENCY, defined in various sources as inability for all conceived statements or beliefs to be simultaneously true, is a major issue in knowledge management (KM). Contradiction, often used as a synonym, is an especially strong kind of inconsistency between sentences such that one sentence must be true and the other must be false [1].

Inconsistency management has found application in various areas including: knowledge-based systems analysis [2], [3] and verification [4], multiagent systems, information retrieval, recommender systems, and intelligent tutoring systems [5].

While inconsistency of data is usually undesirable, inconsistency of knowledge constitutes a more complex challenge [6]. Firstly, it is not always easy to discover, because it may appear on different levels of knowledge representation and reasoning. Secondly, in distributed and dynamic environments, it may be a natural phenomena that carry useful information.

There exist various approaches to handle inconsistency [7], [8], from elimination, through consensus methods [5], [9] and argumentation frameworks [10], [11], up to paracomponent reasoning tolerating inconsistent information [12]. Sometimes it is useful to first measure the inconsistency [13], [14] and based on the results decide what to do with it [15], [16].

In our research, we analyze inconsistency in a collaborative knowledge management environment (see Fig. 1). With the rapid development of new technologies, collaborative environments for knowledge management become increasingly complex. Knowledge in such environments is represented with use of diversified formal, semi-formal and informal methods [18].

In this work, we concentrate on knowledge representation with Semantic Web technologies. Within this area, we investigate:

- Challenges and problems related to inconsistency,
- Sources of inconsistency, and
- Approaches to handle inconsistency.

This paper is organized as follows: Motivation for our research is given in Section II. Theoretical background of handling inconsistency is outlined in Section III. Selected problems and approaches to handle inconsistency on the Semantic Web are then discussed in Section IV. In Section V, an analysis of the approaches with respect to knowledge management is given. Use case scenarios are presented in Section VI. The paper is concluded in Section VII.

II. MOTIVATION

Motivation for research presented in this work stems from the experiences of BIMLOQ\textsuperscript{1} and INDECT [19], [20] research projects. The former was focused on quality of knowledge represented with business processes, rules and semantics. Within the latter a collaborative knowledge management environment was developed that used semantic technologies and social features to foster collaboration. The projects revealed the importance of practical challenges of inconsistency in knowledge management, related specifically to:

1) Dynamics of the system (integration, revision, merge),
2) Distributed knowledge authoring, and
3) Different methods of knowledge representation.

\textsuperscript{1}See http://bimloq.ia.agh.edu.pl.
Therefore, when considering a collaborative knowledge management environment with hybrid knowledge representation we aim to analyze (see Fig. 2):

1) How knowledge representation influence inconsistency?
2) What are the sources of inconsistency in selected areas?
3) What are possible approaches to handle it?

Our basic testing platform is a semantic knowledge-based wiki that supports semantic technologies and rule-based reasoning [21]. Semantic wikis proved to be useful in collaborative knowledge management and engineering [22]. They constitute a flexible tool for knowledge representation and reasoning [23], as well as distributed knowledge acquisition [24]. Our implementation supports semantic technologies and rule-based reasoning. Combining different method of knowledge representation within a semantic wiki have been proposed by authors in several works: business processes with rules [25], and rules with semantics [26], [27]. There are ongoing works on integrating semantics with business processes [28].

Currently, the system (available at http://loki.ia.agh.edu.pl) is not equipped with any mechanisms for handling inconsistencies. Ultimately, we aim to develop a system that will allow for knowledge representation with semantic technologies, rules and business processes, able to deal with inconsistency.

We claim that in such an environment handling inconsistency is a complex challenge and one should consider methods that accept it rather than eliminate. In the following section, we briefly review selected concepts, approaches and theoretical bases for the problem of inconsistency. This is the starting point for more detailed and focused review given in Section IV. In this paper, we analyze the case of the Semantic Web technologies and present selected approaches to deal with inconsistent knowledge.

III. THEORETICAL FOUNDATIONS

A. Vocabulary related to Inconsistency

When talking about inconsistency, one can find several definitions and interpretations of the core terms used in the area. Here we assume the following definitions:

- Inconsistency – when set of sentences or beliefs cannot be true at the same time or under the same interpretation
- Contradiction – when having two sentences or beliefs if one is true, then the other cannot be true,
- Paraconsistency – way of amending classical logic to be able to reason (conclude meaningful statements) in presence of inconsistency (ECQ does not hold).

B. Aspects and Levels of Inconsistency

One can consider different aspects and levels of inconsistency (see Fig. 3). In distribution aspect, basic cause of inconsistency is the independence of knowledge agents or knowledge processing mechanisms, while in centralization aspect inconsistency is related to dynamic changes of a world.

Inconsistency can be identified and processed on a syntactic and semantic level [29]. Analogously, inconsistency can be checked for in a purely logical way (e.g. \( p \) and \( \neg p \) are present in the knowledge under discourse), or as material inconsistency, when two pieces of knowledge are invalid together due to the assumed interpretation [30].

Taking into consideration possible actions in the presence of inconsistency, one may take a actual-contradictions view or potential-contradictions view [7]. The former assumes that contradictions can appear in a knowledge base and no “degenerate” reasoning should occur when contradictory statements are jointly asserted. Every statement should be treated equally. However there are two main approaches: First is that contradictions are "bad": if they appear, then reasoning collapses and results are trivial. The other is that the contradictions arise naturally and can be more informative than any consistent revision of the theory. Potential-contradictions view claims that contradictions do not actually exist, so there are either some statements "responsible" for the inconsistency or the contradictions can be resolved by using argumentation. Concrete realization of potential contradictions view is in defeasible reasoning.

C. Formal Representation of Inconsistency

In order to formalize inconsistency handling in logic, there must be a formal representation of inconsistency itself. In [7], where logics are defined as "formal systems consisting of a language \( L \) (in the form of a set of formulas) on which
an inference operation $C$ is defined.” three approaches to represent inconsistency are distinguished:
- **C-scheme**: to relate contradictions to inference, stating that inconsistency arises when all formulas are inferred.
- **A-scheme**: to pick a subset of the language, and use each element of the subset as a representation of absurdity, and
- **N-scheme**: contradictions are captured through an auxiliary notion of negation ($A, \neg A$ or $A \land \neg A$ if conjunction is available, is a syntactical account for inconsistency).

Inconsistency may also be represented in a form of the concept profiles as explained in [5]. Finally, contradictions can be incorporated into the formal logic by augmenting the classical logic. One of the most successful is Belnap’s 4-valued logic [31] in which we can represent a statement that can be inferred to be true and false at the same time. This logic has been successfully used in the context of DL ontologies as will be shown in Section IV-B.

IV. INCONSISTENCY ON THE SEMANTIC WEB

Semantic technologies are used to represent and process data, information and knowledge on several abstraction levels. Relations between objects are described with RDF [32] and simple classification can be done in RDFS [33]. Ontologies constitute the main method of knowledge representation. Integration with rules as well as incorporation of them within ontologies is an active research area. Inconsistency can be therefore considered on various levels as presented in the following subsections.

A. Inconsistency in RDF/S

RDF allows to describe objects by means of statements about their attributes and relations to other objects. The statements build a graph representing positive knowledge about the conceived world. In order to ascribe a category and build simple taxonomies, RDF Schema was introduced. It supports basic relation that define the type of an object, domain and range of certain relations etc. Reasoning in RDF/S is based on their defined semantics and set of entailment rules.

In order to avoid inconsistency, it was not allowed to use explicit negation in RDF/S. Open World Assumption that traditionally holds on the Semantic Web means that if something is not stated, it does not mean that it is not true. However, despite this restriction, there still exist inconsistent RDFS statements, e.g., ones that violate domain/range restrictions.

To deal with inconsistency, Extended RDF (ERDF) [34] has been proposed. Its semantics is based on partial logic that allows to express both strong and weak negation and can support reasoning with Closed-World Assumption as well as Open-World Assumption (this can be set by author of a semantic knowledge base). Stable model semantics of Extended RDF (ERDF) ontologies has also been proposed.

The approach is realized in MWeb framework\(^2\). The tool uses restricted propagation of local inconsistencies, making it possible to reasoning even in the presence of an inconsistency, local to a Web rule base and reasoning mode.

B. Inconsistent Ontologies

Formal ontologies, understood as logical theories, should typically be consistent. However, there are different situations where inconsistency may appear.

1) Problems and Sources of Inconsistency: Several problems related to inconsistent ontologies are distinguished [35]: ontology mismatch and conflict, ontology merging, and integration. Two former are related to specific relations between two or more ontologies. Two latter refer to some activities performed on ontologies. Main scenarios for a formation of inconsistency are given in [36]:
- **Multiple sources**, for example if the ontology is built by several authors, or during such processes as merging, integrating and aligning ontologies.
- **Mis-representation of defaults**, for instance if a more general concept is inconsistent with more specific facts.
- **Moving from other formalism**, for example if in the target formalism there are restrictions that make the translated information contradictory.
- **Polysemy**, if the same name refers to different concepts with inconsistent definitions.

2) Inconsistency Levels: Differences between ontologies may appear on various levels. While instances can be identified on the physical level (referring to their being in the real world), concepts are identified only on the logical one, that is referring to their names and structures. Nguyen [35] distinguishes the following levels of inconsistency between ontologies (called ontology conflicts):
- **Inconsistency on the instance level**: the same instance belonging to different ontologies does not satisfy the instance integration condition which states that if the instance is described differently in different concepts then in referring to the same attributes they should have the same value.
- **Inconsistency on the concept level**: There are several concepts with the same name having different structures in different ontologies.
- **Inconsistency on the relation level**: Between the same two concepts there are inconsistent relations in different ontologies.

3) Selected Approaches to Handle Inconsistency: Several approaches to inconsistency have been adapted for ontologies. On the one hand, inconsistency in ontologies can be diagnosed and repaired before reasoning [37] (including forgetting-based approach [38]). On the other, one can use conflicts to generate new knowledge or perform meaningful reasoning over inconsistent ontologies. Sometimes, it is not practical or even possible to resolve inconsistency (due to the access restrictions or possible information loss). The following examples illustrate selected approaches that seems especially suitable for collaborative knowledge management:

a) Consensus-based methods: Consensus-based methods have been discussed in [35] as a way to resolve inconsistency during ontology integration. Algorithms to determine a consensus on the instance, concept and relation level have

been proposed. For a set of different versions of data (so-called conflict profile) they determine such a version that best represents the given versions.

b) Argumentative frameworks: Argumentative framework for reasoning with inconsistent DL ontologies has been proposed in [10], [11]. The proposal involves expressing DL ontologies as Defeasible Logic Programs (DeLP). Once a query is posed to an inconsistent ontology, a dialectical analysis on a DeLP program (obtained from such ontology) is performed and all arguments in favor and against the final answer of the query are taken into account [10].

c) Selecting consistent subsets: This approach, introduced in [36] and extended in [39] is based on selecting consistent sub-theories from inconsistent ontologies using selection functions based on syntactic [36] or semantic [39] relevance. Reasoning is then executed on the consistent subset and if a satisfying answer cannot be found, the sub-theory is appropriately extended. In [40], minimal inconsistent sets (MIS) and a resolution method are proposed to improve the run-time performance of the inconsistency reasoner. The approaches have been implemented in PION (Processing Inconsistency ONtologies) tool within the LarKC project.3

d) Paraconsistent reasoning: One can also extend the classical logic for OWL (Description Logics are subsets of First Order Logic) to many-valued paraconsistent logic. A proposal of representing inconsistent ontologies with 4-valued logic has been proposed in [41], [42]. In this approach, two additional truth values, namely underdefined and overdefined (i.e. contradictory) are used. Thanks to the mapping between the logics, it is possible to use classical OWL reasoners to operate on inconsistent knowledge. This idea has been implemented in RaDON NeoN Toolkit Plugin.

V. ANALYSIS AND DISCUSSION

Traditionally, in analysis and verification of knowledge-based systems, inconsistency was undesirable and negatively influenced the quality of a knowledge. With the advent of modern Web-based environments, collaborative knowledge management becomes vital. Inconsistency in such environments seems unavoidable. It can be considered in distribution and centralization aspect, i.e., related to the multiple sources or dynamic changes over time. Inconsistency may be discovered during a process of knowledge integration, e.g. ontology aligning or merging, or observed in a static knowledge base, e.g., a fact base may contain inconsistent statements.

Even within the narrowed field of knowledge representation with Semantic Web technologies, there exist various approaches to handle inconsistency that partially depend on the representation level. In case of RDF/S, the knowledge base consists of positive statements, assertions with limited semantics. Inconsistency here is closely linked to the issue of negation. ERDF aims to solve this problem by introducing strong and weak negation into the language and allowing the knowledge engineer to state whether Closed- or Open-World Assumption should be adopted. OWL Ontologies are logical theories based on formal logic. If classical semantics is adopted, then inconsistency make them unusable and thus should be suppressed, e.g., by consensus finding or repairing methods. However, if the semantics is re-defined, one can tolerate and represent inconsistent information e.g., by using one of paraconsistent logics.

Particular phases of knowledge management cycle [17], poses various challenges related to inconsistency, including:

- Discover: information fusion from multiple sources, independent experts, independent knowledge processing.
- Generate: various views or opinions expressed in mutually inconsistent concept descriptions, self-contradictions,
- Evaluate: measuring inconsistency, meaningful query answering and reasoning in inconsistent knowledge bases,
- Share: merging, aligning, integrating knowledge,
- Leverage: searching for a consensus or argumentation.

Circumstances in which inconsistency appears and the level of knowledge representation it affects may have a deciding influence on the method one will choose to manage the inconsistency. Selected approaches, presented in this paper and summarized in Table I, illustrate various aspects and scenarios that may be adapted in collaborative knowledge management.

VI. USE CASE EXAMPLES

In this section, we present selected use cases of handling inconsistency in collaborative knowledge management. Let us consider a semantic wiki with underlying logical knowledge representation that supports semantic technologies, rule-based reasoning and business process modeling [21], [23], [28].

A. Collaborative Ontology Development

In this case, autonomous experts jointly model a single knowledge base (e.g. an ontology). During the process, the ontology becomes inconsistent.

1) Case: Inconsistency on relation/concept/instance level.
2) Source of the Inconsistency: Distributed authoring.
3) Interpretation of the Inconsistency: Authors may have different opinions or diversified knowledge about the subject.
4) Suggested Approach: If classical semantics is adopted, consistency should be regained. Consensus methods (taking into account different opinions) or argumentation framework (identifying the best option) could be used to resolve conflicts.

B. Collaborative Recommendation System

In this case, autonomous knowledge agents independently assert their opinions and ratings about movies in the system.

1) Case: Pieces of knowledge (facts) are inconsistent.
3) Interpretation of the Inconsistency: Authors may have different opinions and there is no way to arbitrarily say which one is good and which one should be eliminated. / Authors add, remove or change their opinions over time.
4) Suggested Approach: Inconsistency should be accepted (all opinions should be represented, regardless of contradictions). Paraconsistent reasoning, e.g. using four-valued logic could be used.

3See http://larKC.eu.
Table I

<table>
<thead>
<tr>
<th>Reference</th>
<th>Problem</th>
<th>Knowledge Representation</th>
<th>Approach</th>
<th>Tool</th>
</tr>
</thead>
<tbody>
<tr>
<td>[34]</td>
<td>reasoning with inconsistent information</td>
<td>DL</td>
<td>stable model semantics, partial logic (strong and weak negation)</td>
<td>MWeb</td>
</tr>
<tr>
<td>[35]</td>
<td>ontology integration</td>
<td>not specified (solution on a general level)</td>
<td>determining consensus on instance/concept/relation level</td>
<td>–</td>
</tr>
<tr>
<td>[36], [39]</td>
<td>querying inconsistent KB</td>
<td>DL</td>
<td>selecting consistent subsets</td>
<td>PION (plugin for LarKC tool)</td>
</tr>
<tr>
<td>[41], [42]</td>
<td>reasoning with inconsistent KB</td>
<td>SHOIQ DL</td>
<td>mapping to 4-valued logic</td>
<td>NeoN Toolkit Plugin RaDON</td>
</tr>
</tbody>
</table>

VII. SUMMARY AND FUTURE WORK

Collaborative Knowledge Management poses numerous challenges related to inconsistency. It may result from the distributed authoring as well as dynamic changes of the world and the system. Inconsistency may be considered on a purely syntactic level or on a level where the semantics play a significant role. While in some situations inconsistency signals erratic data or behavior and should be resolved, sometimes it is natural or even useful. In order to apply appropriate technique to handle inconsistency, it is necessary to recognize and understand its origin and influence on the system. In this paper, we analyzed inconsistency in collaborative knowledge management. We presented selected problems of inconsistency and approaches to handle it.

In order to build a comprehensive collaborative environment with hybrid knowledge representation that is capable of handling various sorts of inconsistency, we consistently investigate each area of considered knowledge representation (see Fig. 4). In this paper, we have analyzed the area of Semantic Web taking into account various levels of knowledge representation and different situations in which inconsistency may arise.

In future, we plan to analyze inconsistency handling in rule-based systems [43], [44], business processes, and Multi-Context Systems [45]. Quality of knowledge will also be addressed, taking into consideration Information Quality criteria.

REFERENCES

Internet as the Source for Acquiring the Medical Information

Magdalena Czerwińska
Lublin University of Technology
ul. Nadbystrzycka 38, 20-618
Lublin, Poland
Email: m.czerwinska@pollub.pl

Abstract—The purpose of the present paper is to discuss the results of research conducted in 2012 in order to determine the role of Internet as the source for acquiring the medical information in a group of students. Obtained results confirm the assumed working hypothesis about big role of Internet as the source of medical information that the searching for medical information in Internet is the principal sign of the use of ICT solutions in health protection (as one of e-health elements). It has been examined what kind of information is searched by the patients, what Internet sources are used, what is the reason of the searching for medical information in Internet, what are the barriers encountered by the patients. Details are included in this paper.

I. INTRODUCTION

In contemporary world, information and communication technologies (ICT) become more and more popular and are used in almost all areas of human activity. E – trade, bank transactions (e-banking), communication (e-mail and mobile telephony), e-learning etc. are the examples of specific applications. The information and communication technologies can also be successfully used in the health care systems and in the whole sector associated with medical services. Thanks to the development of computer technologies and Internet it was possible to create new possibilities for doctor, health service managers and the patients. In case of patients, it is possible to apply e-health tools in services addressed directly to this group (electronic health accounts, medical information and education accounts, Internet pharmacies). E-health is one of the most significant and complex types of e-business [1-4].

As a result of the creation of Internet network we have been introduced into the period of “information society”. Continuously increasing amount of media messages (information) is perceived by an average recipient like “information noise” generally occurring in mass-media, particularly in Internet [5]. Therefore the evaluation, selection and conscious choice of valuable, credible and reliable information is an extremely important ability today [6].

Internet became one of essential sources of medical and health information [7]. Said information is quickly and easily accessible in network resources. However their quality, reliability and credibility may give rise to many concerns [8]. Therefore the use of media for pro-health education should be associated with the formation of a positive but simultaneously critical attitude toward media messages.

Because the Internet more and more frequently is used as a serious and often the first source of information about diseases and health, the reliability of information available on the Internet is problematic [9]. The growing role of the Internet as a source of medical information and the quality of the information is highlighted in the literature [10–17]. Another alarming phenomenon is the use of information obtained on-line instead of real doctor’s visit.

Increasing group of Internet users search on line for the medical information concerning healthy style of life, nutrition, diseases and their treatment. Internet health services constitute a dynamically developing sector – five years ago they have been visited by every fifth Internet user and currently by the every other [18].

The spectrum of proposals offered in that scope by the Internet is very wide: encompasses comprehensive information about the symptoms of diseases and their treatment, possibility of consultation with the specialist or exchange of experience with other patients, searching of location of medical entities, checking of patients opinions about specified doctor or entity, possibility of drugs purchase etc. without the necessity to leave home.

The fact that the Internet is often used by the Internet users as the source of information about health has been showed by studies carried out in a narrow local scope as well as studies on international level for example Global Health Survey 2011 – the studies carried out in 28 countries worldwide by research institutes associated in Iris network (International Research Institutions). The survey was carried out on population consisting of 22493 adults between August and October 2011 by means of diversified research methods: online questionnaires, CATTI and direct interviews. The following countries participated in the survey: Ireland, Hungary, Slovenia, United Kingdom, Finland, Poland, Holland, Lithuania, Greece, France, Romania, Germany, Turkey, Russia, Italy, Ukraine, USA, Chile, Canada, Columbia, Thailand, Indonesia, Pakistan, Malaysia, China, India, Egypt, Australia. In Poland, the survey was completed by ARC Rynek and Opinia on the group consisting of 812 respondents.

The information on health is increasingly popular among Internet users – and searched more often than information concerning the culture and entertainment. The searching spectrum is very wide (information about diseases, their symptoms and treatment, opinions about doctors and medical entities, services offered by the entities, consultations
with specialists and other Internet users, healthy style of life, diet etc.). Acquired knowledge is very often used by the Internet users in practice. Particular attention deserves huge impact of opinions expressed by other persons not associated with medical sector on behaviours associated with the health and treatment – as many as 63% Internet users declare that they search for the opinions of other Internet users who had similar problem [19]. Obtained result have been also confirmed by the studies carried out for the needs of the present article where analogical indicator was equal to 59.6%.

The searching for information about health by the patient out of the doctor’s office is nothing new. Only the alternative information sources are changed. Before the family, friends, neighbours were the information sources. Currently, in the period of ICT technology and society development, such role is performed by Internet. Its character is more anonymous. The knowledge obtained from Interned is verified by a part of patients in course of their visit in doctor’s office. Unfortunately, some patients use the information found in the network without contacting the doctor and try to cure themselves. It is not problematic in case of minor diseases but is very alarming and negative phenomenon in case of major health problems. The quality of obtained information is also important. The functioning of specialized portals and forums dedicated for specific diseases should be evaluated positively, because they are visited not only by the patients but also by high class medical specialists and can be used as the source of reliable, useful and practical information.

II. Results of Empirical Research

The present article is an attempt to examine the role of Internet as the source of medical information.

The purpose of conducted research was to determine the types of information searched for by the patients, the kinds of Internet sources used, the reasons of medical information searching in the Internet and the barriers encountered by them. The intention of the author was to determine the attitudes and opinions concerning the acceptance of Internet as the source of medical information, the inclination to use this type of solution and awareness of importance of and potential benefits from the information obtained this way.

A. Own research methodology

The results presented herein constitute a fragment of wider studies concerning the social awareness, level of knowledge and perception of e-health.

The respondents group consisted of students subdivided into two groups. The members of the first group were the full-time students of public health field of study in the Medical University in Lublin (MU) and the members of the second group were the students of extramural management studies in Lublin University of Technology (PL).

The first group of respondents has been selected due to the fact that they will employed in the environment associated with the rendering of medical services in future and that they will among others responsible for efficient implementation of e-health applications and for use of Internet for the needs associated with medical services. Because e-health is the future of medical services, future doctors, health service managers as well as the patients will be to some extent “sen-

<table>
<thead>
<tr>
<th>Variable</th>
<th>MU</th>
<th>PL</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>35</td>
<td>42</td>
<td>77</td>
</tr>
<tr>
<td>26-40</td>
<td>12</td>
<td>5</td>
<td>17</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>28</td>
<td>33</td>
<td>61</td>
</tr>
<tr>
<td>Male</td>
<td>19</td>
<td>14</td>
<td>33</td>
</tr>
<tr>
<td><strong>Size of household</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 person</td>
<td>3</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>2 persons</td>
<td>11</td>
<td>0</td>
<td>11</td>
</tr>
<tr>
<td>3 persons</td>
<td>12</td>
<td>19</td>
<td>31</td>
</tr>
<tr>
<td>4 persons</td>
<td>15</td>
<td>18</td>
<td>33</td>
</tr>
<tr>
<td>5 persons</td>
<td>4</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>6 persons and more</td>
<td>2</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>47</td>
<td>47</td>
<td>94</td>
</tr>
<tr>
<td>Working student</td>
<td>19</td>
<td>33</td>
<td>52</td>
</tr>
<tr>
<td><strong>Residence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Village</td>
<td>1</td>
<td>23</td>
<td>24</td>
</tr>
<tr>
<td>Town up to 20 000 inhabitants.</td>
<td>1</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>Town up to 20-50 000 inhabitants.</td>
<td>3</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>Town up to 50-100 000 inhabitants.</td>
<td>6</td>
<td>5</td>
<td>11</td>
</tr>
<tr>
<td>Town up to 100-200 000 inhabitants.</td>
<td>7</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>Town up to 200-500 000 inhabitants.</td>
<td>29</td>
<td>5</td>
<td>34</td>
</tr>
<tr>
<td>Town above 500 000 inhabitants.</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Source: own study on the basis of conducted research
tenced” to functioning in virtual environment. Therefore it seems to be interesting to examine among others how is e-health perceived by the students of medical disciplines, what is their knowledge and awareness in that field and what are their attitudes to Internet as the source of medical information.

Obtained results have been compared with those obtained from the group of students in Lublin University of Technology in order to check whether the professional profile of the respondent diversifies the respondents attitudes to Internet as the source of medical information.

The survey was conducted in both groups in June 2012. The size of each group of respondents was identical and equal to 47 persons. A structured questionnaire form containing the open and closed questions has been used as the research tool (41 questions in the main questionnaire form and 6 questions in demographics).

B. Profile of respondents

The social and demographic features of the respondents are presented in Table I. The women were prevailing group in the survey (64.9%) i.e. in the group of students in the Medical University in Lublin (59.6%) as well as in the group of students in Lublin University of Technology (70.2%). More than one third of respondents were the members of four persons household (35.1%). 55.3% respondents have a regular job. It is obvious that the percentage of working respondents was higher in the group of students of extramural management studies (PL) and was equal to 70.2%. The inhabitants of Lublin prevailed in the group of full-time students (MU) (61.7%) and the students of extramural management studies came from the rural areas (49%).

C. Use of the Internet for health purposes

The place and intensity of the use of Internet network as well as aims of its use in the context of medical information searching were analyzed in examined group of students. The intensity has been determined through the frequency and the period of experience in the use of Internet network. There is no significant difference in the scope of a/m indicators between the students of Medical University and Lublin University of Technology.

Table II contains the information about the use of computers and Internet by the respondents. All respondents have their own computers and are active users of Internet. Majority of respondents use the Internet everyday (77.7%). Almost one fourth of respondents gained more than 10 years’ experience in the use of Internet. Mainly the following places of Internet use are specified: home (90.4%), work place (40.4%), university (24.5%) and the use in any place by means of wireless access (24.5%). 93.6% of respondents evaluated their skills associated with the use of computers and Internet as good or very good. The students of Medical University were more critical in their assessments. Part of them evaluated their skills as sufficient (10.6%) or poor (2.1%).

Internet is used by the respondents mainly for searching of information about health, diseases and treatment methods. Therefore it is used by 89.4% of respondents from MU and 80.9% of respondents from Lublin University of Technol-

<table>
<thead>
<tr>
<th>Variable</th>
<th>MU</th>
<th>PL</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Qty</td>
<td>%</td>
<td>Qty</td>
</tr>
<tr>
<td>Possession of computer</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>47</td>
<td>100</td>
<td>47</td>
</tr>
<tr>
<td>No</td>
<td>0</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Frequency of Internet use</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Every day</td>
<td>40</td>
<td>85.1</td>
<td>33</td>
</tr>
<tr>
<td>Several times per week</td>
<td>7</td>
<td>14.9</td>
<td>14</td>
</tr>
<tr>
<td>Experience</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-5 years</td>
<td>6</td>
<td>12.8</td>
<td>10</td>
</tr>
<tr>
<td>5-10 years</td>
<td>28</td>
<td>59.6</td>
<td>28</td>
</tr>
<tr>
<td>Above 10 years</td>
<td>13</td>
<td>27.6</td>
<td>9</td>
</tr>
<tr>
<td>Place of use</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Home</td>
<td>47</td>
<td>100</td>
<td>38</td>
</tr>
<tr>
<td>Work</td>
<td>19</td>
<td>40.4</td>
<td>19</td>
</tr>
<tr>
<td>Family / place</td>
<td>3</td>
<td>6.4</td>
<td>13</td>
</tr>
<tr>
<td>School / university</td>
<td>18</td>
<td>38.3</td>
<td>5</td>
</tr>
<tr>
<td>Everywhere (wireless access)</td>
<td>13</td>
<td>27.6</td>
<td>10</td>
</tr>
<tr>
<td>Access points; hot-spot type</td>
<td>10</td>
<td>21.3</td>
<td>5</td>
</tr>
<tr>
<td>Café internet</td>
<td>0</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Assessment of skills in the scope of computer and Internet</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very good</td>
<td>27</td>
<td>57.5</td>
<td>24</td>
</tr>
<tr>
<td>Good</td>
<td>14</td>
<td>29.8</td>
<td>23</td>
</tr>
<tr>
<td>Sufficient</td>
<td>5</td>
<td>10.6</td>
<td>0</td>
</tr>
<tr>
<td>Poor</td>
<td>1</td>
<td>2.1</td>
<td>0</td>
</tr>
</tbody>
</table>

Source: own study on the basis of conducted research
ology. The aims of the use of Internet are presented in Table III. Obtained results confirmed the studies [20], carried out previously and demonstrating that e-health mainly consists in searching the information concerning the health and healthy style of life and, in further alternative, shopping in virtual pharmacies or performing other activities. Therefore the practical use of Internet in the area of medical services mainly consists in searching for information. High percentage of responses informing about the making use of advices given by other patients (almost 60% of respondents) is an alarming phenomenon without any impact of professional profile of the respondent. The scope of use of Internet is narrower in case of students from Lublin University of Technology – the following activities did not occur in this group at all: checking of dosages and undesired effects of drugs prescribed by doctor, asking questions concerning determined medical problem at discussion forum, advices given to other patients, ordering a prescription, ordering a doctor home visit.

The main Internet sources used by the respondents searching for information associated with the health and medicine are: search engines (70.2%), health portals for everyone (63.8%), general (48.9%) and specialized (31.9%) discussion forums, thematic websites prepared by large portals (39.4%), Internet pharmacies and medical shops (36.2%), websites of doctors and medical entities (34%), Internet portals for patients (17%), community services (8.5%), websites of scientific associations (5.3%), websites of drugs manufacturers (5.3%), websites of National Health Fund (8.5%) and Ministry of Health (4.3%). The search engines, health portals for everyone, the general (48.9%) and specialized discussion forums as well as Internet portals for patients are more frequently used by the students of Medical University. However the community services, websites of scientific associations, websites of drugs manufacturers and website of Ministry of Health did not occur at all in the group of sources indicated by the students from Lublin University of Technology.

The respondents asked to arrange various elements associated with health protection from the most important to completely insignificant ones gave the answers contained in the Table IV. In the group of students of Medical University, the largest group of respondents (51.1%) finds that the access to information / advices concerning health, diseases prevention or correct nutrition is very important.

The other issues found important by the respondents were: access via Internet to the list of medical entities and catalogue of their services, to personal health records and the possibility to purchase drugs and medical equipment via Internet. The possibility of on-line consultation with the doctor has been found less important and the possession of health card in electronic version completely unimportant.

But none of expressed opinions prevailed as very important in the group of the students from Lublin University of Technology. The access via Internet to the list of medical entities and their services, to information/advices concerning health, diseases prevention and correct nutrition etc. as well as the access to personal health/diseases records was found important by the respondents. The possibility of on-line consultation with the doctor, possibility to purchase drugs and medical equipment via Internet, possibility of discussion on forums about medical issues and appointment of visits at the doctor has been found less important and the possession of health card in electronic version completely unimportant.

The respondents identify the positive effects of applications of information technologies in the health service. The students from Medical University emphasize that said effects improve the health care system (70.2%), make it possi-

### Table III

<table>
<thead>
<tr>
<th>Aim of Internet use</th>
<th>MU</th>
<th>PL</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Verification of opinions about specified doctor</td>
<td>28</td>
<td>13</td>
<td>41</td>
</tr>
<tr>
<td>Making use of advices given by other patients</td>
<td>28</td>
<td>28</td>
<td>56</td>
</tr>
<tr>
<td>Verification of opinions about specified medical entities and doctors</td>
<td>21</td>
<td>23</td>
<td>44</td>
</tr>
<tr>
<td>Searching for information about the effect of specified drug</td>
<td>20</td>
<td>14</td>
<td>34</td>
</tr>
<tr>
<td>Checking undesired effects of drugs prescribed by doctor</td>
<td>18</td>
<td>0</td>
<td>18</td>
</tr>
<tr>
<td>Receipt of examinations results</td>
<td>15</td>
<td>18</td>
<td>33</td>
</tr>
<tr>
<td>Searching for information about the treatment or diagnostic method ordered by the doctor</td>
<td>15</td>
<td>9</td>
<td>24</td>
</tr>
<tr>
<td>Checking dosage of drug prescribed by doctor</td>
<td>14</td>
<td>0</td>
<td>14</td>
</tr>
<tr>
<td>Asking questions concerning determined medical problem at discussion forum</td>
<td>11</td>
<td>6</td>
<td>17</td>
</tr>
<tr>
<td>Purchase of drugs and medical equipment</td>
<td>7</td>
<td>13</td>
<td>20</td>
</tr>
<tr>
<td>Giving advices to other patients</td>
<td>7</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>Asking questions concerning health to experts accessible in Internet</td>
<td>4</td>
<td>5</td>
<td>9</td>
</tr>
<tr>
<td>Ordering a prescription</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Checking a place in queue waiting for sanatorium or surgery</td>
<td>1</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Online access to his/ her medical documentation</td>
<td>1</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>Ordering a doctor home visit</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Source: own study on the basis of conducted research
ble to save the doctor’s and patient’s time (66%), improve the quality of medical services (57.4%). They also make the contacts with health service and medical services providers more efficient (55.3%), reducing the functioning costs of medical entities (51.1%) and increasing the access to medical services (46.8%). Almost every third respondent (29.8%) reported a positive impact of Internet on the society education in the scope of health protection. In the opinion of respondents the competition on medical services market is also positively affected by ICT technologies (23.4%). According to the natural order of things, the students from Medical University emphasized the positive aspects of computerization from the point of view of the suppliers or organizers of medical services not from the patients’ point of view.

In the opinion of the students from Lublin University of Technology, the most important effect of health service computerization is better efficiency of the contacts with health service and medical services providers (70.2%) and saving the doctor’s and patient’s time (61.7%). Then they report the improvement of the health care system (48.9%) and increased access to medical services (48.9%). The next effects are: reduced costs of medical entity operation (40.4%), assistance in maintenance of health (21.3%) and improved quality of medical services (19.1%). The positive effects of applications of information technologies in the health service are identified with the society education in the scope of health protection in the scope of health protection and with the improvement in competition on medical services market by every tenth respondent only.

Due to the awareness of existence of the effects of applications of information technologies in the health service, 44.7% of respondents in the group of students from Medical University strongly believes that Internet is the future of medicine. Similar group (48.9%) is more sceptic but also can see the chances for health care development in Poland by means of Internet.

However the attitude presented by the students from Lublin University of Technology is a little bit different. The answer: Definitely YES to the question whether Internet is the future of medicine was given in this group by every tenth respondent only. The answer: YES was declared by 38.3% of respondents but as many as 40.4% did not express any opinion about this subject.

As appears from the conducted research, Internet is a medium most frequently and preferably used by the respondents gain the knowledge in the scope of health, diseases and treatment. The network as the preferred source of information about health, diseases and treatment is indicated by 77.7% respondents. The next answers were as follows: doctors/representatives of health service – 74.5%, family – 56.4%, friends – 44.7%, books/handbooks – 29.8%.

The hierarchy of knowledge sources was different in the both groups of respondents. The following hierarchy occurred in case of MU students: doctors/representatives of health service (80.9%), Internet (72.3%), family (40.4%), books/handbooks (40.4%). The following opinions prevailed in case of the students from Lublin University of Technology: Internet (83%), family (72.3%), doctors/representatives of health service (68.1%), friends (63.8%).

As many as 85.1% of respondents (89.4% of MU students and 80.9% of the students from Lublin University of Technology) searched for health information in Internet. Such information is searched by 40.4% of respondents (MU students) frequently and as many as 61.7% of the students from Lublin University of Technology do it always if it is necessary.

Most frequently information about health encompass the information about diseases and their symptoms (78.7% MU and 91.5% PL), location and the offer of medical entities (59.6% MU and 59.6% PL) as well as effect and composi-

<table>
<thead>
<tr>
<th>Topics</th>
<th>Very important</th>
<th>Important</th>
<th>Less important</th>
<th>Completely unimportant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Access via Internet to the list of medical entities and their services in your voivodship</td>
<td>MU PL</td>
<td>MU PL</td>
<td>MU PL</td>
<td>MU PL</td>
</tr>
<tr>
<td>Access via Internet to the information / advices concerning health, diseases prevention and correct nutrition etc.</td>
<td>18 15</td>
<td>24 22</td>
<td>5 10</td>
<td>0 0</td>
</tr>
<tr>
<td>Appointment of visits at the doctor via Internet/email</td>
<td>12 0</td>
<td>23 18</td>
<td>10 25</td>
<td>2 4</td>
</tr>
<tr>
<td>Access via Internet to the to personal health / diseases records</td>
<td>13 4</td>
<td>24 24</td>
<td>8 10</td>
<td>2 9</td>
</tr>
<tr>
<td>Possession of health card in electronic version</td>
<td>10 0</td>
<td>14 13</td>
<td>16 20</td>
<td>7 14</td>
</tr>
<tr>
<td>Possibility to purchase drugs and medical equipment via Internet</td>
<td>8 0</td>
<td>24 9</td>
<td>13 29</td>
<td>2 9</td>
</tr>
<tr>
<td>On-line consultation with the doctor</td>
<td>8 0</td>
<td>19 13</td>
<td>18 30</td>
<td>2 4</td>
</tr>
<tr>
<td>Possibility of discussion on forums about medical issues</td>
<td>7 0</td>
<td>18 15</td>
<td>17 28</td>
<td>5 4</td>
</tr>
</tbody>
</table>

Source: own study on the basis of conducted research.
tion of drugs (55.3% MU and 61.7% PL). Other areas of medical information searched in Internet are presented in Table V.

The great majority of respondents (87.2%) reported Internet as the most popular information source due to the fact that the information are accessible quickly and easily. For almost the half of respondents (47.9%) it is also important that this medium makes it possible to enhance the knowledge about health. Such information is searched by 35.1% of respondents driven just by curiosity.

The respondents placed also the value on: lack of necessity of waiting in queue for doctor’s visit (27.7%), time saving (25.5%), possibility to maintain anonymous status (9.6%) and quick diagnosis (8.5%). The quick and easy access to information prevails in the answers given by MU students (83%) and PL (91.5%). The next answers are characterized by differences. The next item specified by MU students (83%) and PL (91.5%). The next important reasons for the students from Lublin University of Technology is the possibility to enhance the knowledge about health (36.2%) and curiosity (31.9%). The next important reasons for the students from Lublin University of Technology is the possibility to enhance the knowledge about health (59.6%) and curiosity (38.3%) only.

The respondents search for medical information in Internet but almost ¼ never arranged a doctor’s visit by means of Internet or E-mail. The reason of this state of things in case of MU students is the fact that medical entity being their service provider does not accept the registration in such form (76.5%). However almost every third respondent informs that he/she never checked if it is possible to use this form of registration. However the students from Lublin University of Technology who do not arrange the doctor’s visit in this manner prefer conventional methods (55.9%), do not use the entities offering such possibilities (44.1%), or did not check if it is possible to use this form of registration (44.1%). Every fifth respondent in this group informs that it is more quickly and convenient to arrange the doctor’s visit by phone. It should be noted that the lack of computer skills or impedace access to Internet is not reported as the reason of failure to arrange the doctor’s by means of Internet or E-mail in any group.

The barriers in use of the state of art technologies (Internet, telephony, computers) are also identified by the respondents. What's interesting is that no barriers were reported in that scope by as many as 42.6% respondents in MU students group but such answer was not given at all by the students from Lublin University of Technology. How to explain such optimistic opinions of MU students? Probably it is caused by poor knowledge and awareness of potential hazards. In the present research phase it is possible to suspect the reasons of this state of things i.e. wider knowledge and consequently awareness of potential hazards in the group of students of technical university. Certainly, the issues presented herein can constitute an interesting subject of further research. In the opinion of MU students reporting the barriers in use of the ICT technologies, the principal barriers are the personal data safety concerns (46.8%), hazards associated with viruses, hackers, undesired mail (34%) and doubts regarding Internet transactions safety (19.1%).

The same three barriers are also specified by the students from Lublin University of Technology but in different order i.e.: personal data safety concerns (78.7%), doubts regarding Internet transactions safety (59.6%) and hazards associated with viruses, hackers, undesired mail (21.3%).

### III. Conclusion

Conducted research demonstrated that Internet is a valid source of medical information for potential patients. It also appears that searching for medical information in Internet is the principal sign of the use of ICT solutions in health protection and practical use of Internet in the area of medical services is limited to the searching for information mainly. It

<table>
<thead>
<tr>
<th>Topics</th>
<th>MU</th>
<th>PL</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diseases and their symptoms</td>
<td>37</td>
<td>43</td>
<td>80</td>
</tr>
<tr>
<td>Interpretation of examinations results</td>
<td>17</td>
<td>24</td>
<td>41</td>
</tr>
<tr>
<td>Effect and composition of drugs</td>
<td>26</td>
<td>29</td>
<td>55</td>
</tr>
<tr>
<td>Alternative treatment methods</td>
<td>13</td>
<td>5</td>
<td>18</td>
</tr>
<tr>
<td>Physical activity – fitness, sport</td>
<td>20</td>
<td>23</td>
<td>43</td>
</tr>
<tr>
<td>Healthy style of life, diet, weight loss, vitamins, diet supplements</td>
<td>23</td>
<td>19</td>
<td>42</td>
</tr>
<tr>
<td>Stimulants, addictions</td>
<td>8</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>Stress, mental health, depression</td>
<td>9</td>
<td>10</td>
<td>19</td>
</tr>
<tr>
<td>Sexual life</td>
<td>8</td>
<td>19</td>
<td>27</td>
</tr>
<tr>
<td>Location and the offer of medical entities</td>
<td>28</td>
<td>28</td>
<td>56</td>
</tr>
<tr>
<td>Opinions about doctors</td>
<td>13</td>
<td>13</td>
<td>26</td>
</tr>
<tr>
<td>Health insurance</td>
<td>5</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>Alternative medicine, herbs, homeopathy, acupuncture</td>
<td>6</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>Medical procedures</td>
<td>9</td>
<td>19</td>
<td>28</td>
</tr>
<tr>
<td>Plastic surgery</td>
<td>2</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>Child health</td>
<td>6</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>Allergic reactions</td>
<td>8</td>
<td>5</td>
<td>13</td>
</tr>
</tbody>
</table>

Source: own study on the basis of conducted research
can be questioned whether it is caused by poor spectrum of e-health services or lack of awareness of the respondents in the scope of such opportunity or the respondents are unable to change their previous habits. These issues can constitute an interesting subject of further research.

There are no significant differences between the students from Medical University and the students from Lublin University of Technology in the scope of indices characterizing the place and intensity of Internet use.

It seems that the attitude of respondents toward Internet as the source of medical information is diversified by the professional profile of respondent, as demonstrated in course of the research.

Significant differences in examined groups have been observed in the following:

1) subjective evaluation of their own computer and Internet skills:
   • the students from Lublin University of Technology better assess their ability to use computers and the Internet,
2) searching spectrum width:
   • the scope of use of Internet is narrower in case of students from Lublin University of Technology – the following activities did not occur in this group at all: checking of dosages and undesired effects of drugs prescribed by doctor, asking questions concerning determined medical problem at discussion forum, advice given to other patients, ordering a prescription, ordering a doctor home visit,
3) size of catalogue of Internet sources used by those who search for medical information:
   • students from Lublin University of Technology also exhibit limited range of online sources used in search of medical information,
4) identification of positive effects of information technologies application in health service:
   • the students from Medical University emphasized the positive aspects of computerization from the point of view of the suppliers or organizers of medical services not from the patients’ point of view,
5) forecasting of the future of medical services rendered by means of Internet:
   • the students from Medical University are more confident that the Internet is the future of medicine,
6) structure of medical knowledge sources:
   • for the students from Medical University the main sources of medical knowledge are doctors/representatives of health service, for the students from Lublin University of Technology the main source of medical knowledge is Internet,
7) structure of reasons causing that the Internet is the most popular source of information:
   • for all respondents the main reason why the Internet is the most popular source of information is the fact that it provides quick and easy access to information; however, for other reasons, both groups of students give their different structure,
8) identification of barriers in use of the state of art technologies:
   • no barriers were reported in that scope by as many as 42.6% respondents in Medical University students group but such answer was not given at all by the students from Lublin University of Technology.
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Abstract—Corporate amnesia is a phenomenon that has persistently threatened the livelihood of business organizations and their success in commercial activity. Several substantial studies on this observable fact have been undertaken with focus primarily aimed at the large corporations and the small to medium sized organizations. This vulnerability is however even more present and significant within the smaller of businesses. In the micro enterprise, the impact of corporate amnesia is realized when even a single member of staff is absent for any lengthy period of time or vacancies their post altogether. With more than 80% of the workforce in the US and separately in the UK directly engaged within a micro enterprise, the competitive benefits that can potentially be realized by addressing corporate amnesia is significant. This paper will identify the main causes of corporate amnesia within the micro business environment and propose a suitable framework for the enterprise to effectively facilitate the adoption of Knowledge Management and realize the associated competitive benefits.

I. INTRODUCTION

The information economy has brought about a new wave of opportunities and challenges that have the potential to give organizations a competitive edge over their market rivals. Knowledge Management (KM) is one such potential opportunity, and although the grouping of such terminology is relatively recent, its concepts and methods have been in existence since time immemorial [8]. At a conceptual level, the management of knowledge is represented differently by academics and industrialists. However, it is generally well-agreed that fundamentally KM can deliver operational efficiency resulting in financial benefits to commercial activities. Blair & Wallman [3] found that properly implemented KM projects do result in substantial returns on investment (ROI), and Stankosky [20] determined that KM has the ability to enhance the performance of an organization by positively influencing intellectual resources.

Today, KM is generally accepted to be represented by a cycle, with iterations commencing with the identification of existing knowledge, and subsequently followed with planning the knowledge to collect, processing of the actual selected knowledge collected, distribution of new knowledge to where it is required, fostering the usage within the organization, controlling and maintaining its use and finally disposing of it when it is no longer required.

A. Corporate Memory

The storage of all knowledge pertaining to an organization is commonly referred to as Corporate Memory (CM). It is the result of collecting, storing and organizing knowledge in a way that it becomes of use (and consequently of value) to the organization. Dakir calls this the repository of organizational knowledge [6]. Inversely, Corporate Amnesia (CA) is viewed as the loss of this organizational knowledge as a result of factors such as staff mobility, absenteeism, shift work and various others. Kransdorff describes CA as the failure of an organizations ability to efficiently and effectively use its experience and historical activity to its advantage [12]. This inevitably results in repeated mistakes and at times embarrassing and easily avoidable blunders. The CA phenomenon is further highlighted by Tiwana who states that organizations are not aware that they know what they already know [21].

Field describes a case where a large company was forced to withhold the launch of a product due to technical problems, only to find after their competitors beat them to the market, that they had developed a solution to this technical problem fifteen years earlier [10]. In a 2006 report, Noria Corporation forecast that by the year 2010, 60 percent of experienced managers will retire from the oil and gas industry resulting in the loss of an incalculable wealth of knowledge [17]. Similarly, NASA has publicly admitted that the knowledge of how to put a man on the moon has been lost and had it to attempt putting a man on the moon at any point in the future, all the research toward that objective would have to be redone [6]. Andrade, et al., hence concludes that the benefits of KM can only be realized if a form of corporate memory is in place [2].

B. The Micro Enterprise

In contrast to the resources of these larger organizations, smaller firms – particularly the micro enterprise, face a rather different reality. Although the staff compliment is much smaller and therefore also the collective knowledge present within the organization, the share of knowledge per capita is often overlooked. In addition, the major economics of the world consist of a very high percentage of micro enterprises [23,24].

An organization that has a research department composed of a team of staff can share knowledge between them; hence if one member is absent other members of the team can utilize their combined knowledge to continue the work.
Conversely, a smaller organization employing only a single person for research would consequently be crippled if that person left the firm or is absent for any significant amount of time. Moreover, the limited resources found in the micro enterprise results in the excessive reliance on tacit knowledge. Thus implies that a micro-sized organization is consistently on the threshold of corporate amnesia with even the slightest of influence. Since staff members gather and harvest critical knowledge on the way processes are executed and how practices are applied without redundancy, the impact generated by the departure of a staff member inevitably yields severe knowledge gaps within the organization [4]. Moreover, current KM systems administratively overwhelm the micro enterprise and are as such a major contributor towards the reluctance factor this size of organizations face in employing KM systems. Hence, the micro enterprise typically reverts to over reliance on tacit knowledge and unconditional exploitation of generic knowledge found through internet resources.

Following an analysis and review of related articles in literature in Section II, this paper will address the issue of CA by initially identifying the main causes within a micro enterprise in Section III. Section IV will subsequently focus on the Knowledge Capture aspect of the KM cycle - Identification, Planning and Acquirement, since this is the most significant obstacle encountered by micro enterprises when attempting to employ KM to protect their organizations’ memory. Finally, Section V will conclude this article by deriving the conclusions of the proposed framework.

II. LITERATURE REVIEW

The essential value of Corporate Memory to an organization was highlighted by Dalkir [6], with further research by Kransdorff adding detail to the concept by expanding its boundary of benefit [12]. This results in a definition and understanding of its common occurring converse Corporate Amnesia [12]. Tiwana [21] accents the reality that most organizations are unaware of the knowledge they possess [21], and confirms this by actual cases of corporate amnesia [6, 10, 17]. Brosslter [4] undergoes a study to explain knowledge gaps derived as a result of staff mobility, a concern which Moteleb identifies and deems relevant for both large as well as small to medium sized organizations [15].

The shortage of material in the context of knowledge management specifically addressing the micro enterprise required a definition of this size of business to first be established. This was done by European legislation which considers organizations that have an annual turnover of below two million Euro and employ’s less than ten people to be classified as a ‘micro-enterprise’ [9]. Seen within the KM context, this small size definition of a micro business brings inherent challenges to light such as; the selection of staff incentives for contribution toward knowledge collection [19], the hidden time factor and cost involved in maintaining a knowledge management system [11] and the learning disability found in this size of enterprise [6]. Although these challenges are shared in common with Small and Medium Enterprises, the issues of poor communication of knowledge, fear of knowledge loss and staff reluctant to sharing their knowledge are ever more pronounced in the micro environment [15].

The level of dependency that such organizations have on tacit knowledge and the recognition to its mobility is also worth noting [21]. An interesting study in [1] investigates the reason why Small and Medium Businesses (SMBs) are reluctant to transferring tacit knowledge into explicit knowledge and relevant tacit capture methods are evaluated against suitability qualities that impact the micro enterprise [6, 18].

III. THE SOURCE OF CA

The limited financial and human resources present within a micro enterprise leads it to perceive the benefits of KM and ultimately corporate memory as ‘nice to have’ but often hard to justify. This is primarily due to the excessive administrative overhead required to implement it. Following an analysis of the components leading to the implementation of KM practices within larger businesses [7], a number of factors hindering implementation in micro organizations are hereunder presented;

A. Incentive

The largest apparent hurdle in implementing a KM system is that of providing and maintaining sufficient incentive for staff to continually contribute knowledge to the system. In law firm environments, it was found that several attorneys see the product of their work as ‘their own’ rather than that of the firm [19]. This often results in an organizational culture in which employees refuse to share their knowledge in fear of losing the hold on their position. Furthermore, unless properly incentivized employees will seldom find the necessary time to transfer (document) their tacit knowledge into a KM system, a problem ever more pronounced within a micro enterprise due to the various roles each employee is assigned.

B. Cost

Another indirect hurdle which leads an organization to ponder on the applicability of KM is the cost of implementing and maintaining the KM system itself. Management may perceive the investment on the infrastructure and changes to procedures required to support a KM system as prohibitive and unjustifiable. Despite the tangible measures of predicted profitability and competitive advantage, it is nevertheless very difficult to justify the volume of time and money that is invested into managing disparate knowledge resources in a small budget firm [11].

C. Causes

Throughout its lifecycle, an enterprise experiences varied learning capacity difficulties. If an organization forgets its past endeavors and the reason why such tasks were even attempted, it would be equally unable to record and retrieve significant aspects of what it actually knew [6]. Despite the clear advantages of KM, the micro enterprise will typically
not employ a formal system but instead rely exclusively on the tacit knowledge of its staff for the purpose of CM. As a result of this over-reliance on tacit knowledge, CA in a micro enterprise can be summarized as being caused by the downsizing of staff levels, shift-work rotations, high staff turnover, outsourcing of processes and the fact that tacit knowledge is forgotten or not used because it was not associated to the location of its use. Since these identified causes represent the inherent nature of the human workforce in a corporate environment they are not directly preventable. However, by optimizing the conversion and storage of knowledge purposefully, a KM system can help minimize the impact that each of these causes can have on the micro enterprises’ corporate memory.

IV. OPTIMIZING K-CAPTURE

Like any other form of business organisation, a micro enterprise harvests two fundamental types of knowledge - tacit and explicit. Tacit KM is the process of capturing, managing and sharing one’s experience and expertise when and where it is required [6]. Tacit knowledge is itself split into two areas – Individual and organizational. Individual tacit knowledge, usually present within the minds of ‘knowers’ and often contributed voluntarily by individual members of staff. Organizational tacit knowledge is carried by the collective grouping of individual tacit knowledge. The other fundamental form of knowledge for the organization is of explicit nature, and this is commonly present in the procedures, processes and documentation stored within the enterprise.

Tacit knowledge is the more volatile of the two types since it is carried by staff members who have a dynamic relationship with the firm and can be considered as an unstable asset in the company’s future. This issue, which is highlighted as a risk factor in SMB’s who rely on this mobile knowledge [21] is ever more challenging to manage inside a micro enterprise.

A. Knowledge Transfer

The four modes of knowledge transfer represented by Nonaka & Takeuchi within their SECI model clearly define the states in which these two types of knowledge can exist [16]. They also identify the continuous spiral process of organizational learning. KM systems work toward keeping this process of organizational learning in motion by means of implementing a KM cycle. Several established KM cycles have been developed such as those by Wiig, Meyer & Zack, McElroy, and Bukovitz & Williams and a general consensus is present throughout these models whereby knowledge capture is recognized as the first phase of each of these cycles. This initial phase is also specified to be the most intrusive and administratively time consuming phase of the entire cycle. Due to such an initial hurdle, SME’s regularly opt to retaining most of their knowledge in tacit form primarily due to the shortage of time and resources available to converting it into explicit form [1].

B. Qualities that matter to the Micro Enterprise

The limited human and financial resources available to the micro enterprise mandates that any additional resources allocated towards the processing of knowledge is kept to an absolute minimum. Consequently, as highlighted within the limiting factors of Section III, a successful KM model for micro enterprises requires the process of capturing knowledge to be accurate in nature, performed in a transparent and time-efficient manner and require the least amount of incentive. These factors are further elucidated in this section to concretely analyze the manner in which a micro-enterprise can assure compliance to this required framework.

*Transparency* - The process of capturing explicit knowledge demands different methods to be explored than that of actually transferring tacit into captured explicit knowledge. The one aspect common to capturing both types of knowledge however is the level of transparency involved in the actual capture process. Due to limitations of human resources and the value attributed to time, the micro enterprise is highly sensitive to having processes and procedures loaded with additional tasks to maintain a system which does not provide much incentive to the contributor or any form of immediate return. Dalkir emphasizes that the most important challenge of KM success is user incentive [6]. In the absence of the ideal - a way to transfer tacit knowledge directly into explicit knowledge and the importance of approaching as transparent (time-efficient) a method as possible is a mandatory prerequisite to implementing a KM system in the micro enterprise.

Capture Points - Equally important to the transparency requirement, is the point at which the knowledge is actually captured. In contrast to asking the ‘knower’ to offload his tacit knowledge on a particular topic by interview or other established means, a transparent point to capture and convert this knowledge is when it is in a state of ‘transit’.

Bringing Nonaka’s SECI model [16] into perspective clearly reveals instances of these so-called ‘transit’ points. During the internalization and combination phases tacit knowledge is in ‘transit’ and can be transparently captured. Equally so occurs during the socialization and externalization phases which are much easier to encounter within the familiar context operated by micro enterprises of few employees.

C. Tacit capture methods

Tacit knowledge is the more challenging of the two knowledge types to capture. Dalkir explores several methods of individual Knowledge Capture. The first group explored is that proposed by Parsaye [18]. These are; Interviewing experts, learning by being told and learning by observation. Each of these three methods involves disruption of the ‘knowers’ productivity during the knowledge transfer session and requires an additional person to conduct the session and document the ‘externalized’ knowledge. A process that is clearly unfeasible with the limited resources available to the micro enterprise. The second group of methods explores the Ad hoc sessions, Road maps, Learning
histories, Action learning, E-Learning and Learning from others. These methodologies are compared within a suitability matrix in Fig. 1 which analysis the potential presented by each Knowledge Capture method to adhere to the desirable qualities required by micro enterprises. Each of the qualities has been given equal weighting to maintain clarity and simplicity but should be evaluated on a per case basis upon application. Fig. 1 imminently portrays the fact that despite the accuracy and quality commonly associated with the Action Learning method, this technique is the least suitable for the micro enterprise. This resulted since the method is disruptive to the ‘knowers’ productivity, incurs additional costs due to the extra staff required to conduct the exercise, relies on some form of incentive being in place and is also not transparent to the usual day-to-day business procedures and processes. The methods of expert interview, learning by being told and learning by observation are nearly equally unsuitable to the micro enterprise since they require staff incentive, are disruptive to productivity and also require additional human resources to conduct the respective sessions [18]. Conversely, the Ad hoc Sessions represents the most favorable method for the micro enterprise. It impacts positively on all aspects and only falls short on the accuracy of the captured knowledge as a result of its ‘real-time’ recording of the sessions’ events. Of particular interest is that this method can be easily adapted to make use of current communication technologies such as email, chat, video conferencing and instant messaging sessions [6]. These technologies also assist the implementation of suitable and non-invasive capture points within the organizations. Moreover, Ad hoc sessions lack a formal structure and thus can be adapted to whatever format is most suited to the knowledge being captured.

D. Adapting the methodology

The adaptability to various technologies and the informal structure inherent in the Ad hoc method provides for tremendous scope in capturing knowledge from several sources automatically, transparently and at minimal additional cost in time. This is useful since each technology demands its own evaluation and analysis of suitability in relation to the nature of the enterprise.

Capturing knowledge from any form of communication session can be considered as an ideal ‘transit’ capture point in relation to Nonaka’s SECI model. Using the right technology to tap-in to these transit feeds can serve to efficiently capture vast amounts of knowledge on any topic that is being processed and exchanged by the ‘knowers’. Several technologies to convert speech (tacit) to text (explicit) from telephone or other forms of voice conversations are available on the market. These technologies can also serve to index the capture and make it searchable to the organization. Furthermore, the capturing process can also be easily adopted within the organization for utilization in problems of various domains.

Two important considerations to ensure suitability and reliability of the knowledgebase involve the need to be selective about the sources and the reliable categorization of the captured knowledge to avoid corrupt or redundant entries being generated. The latter can be addressed by adding appropriate meta-data to the event [7], which in turn assists the utilization of auto-categorization algorithms. This meta-data can either be keyed-in by the ‘knower’ or can alternatively be extracted automatically from the content of the event. Categorizing the capture will provide scope for the knowledge and establish a fundamental level of accuracy for further KM cycle processes to utilize.

V. CONCLUSION

This paper has identified the lack of research that exists on the application of Knowledge Management in the micro enterprise. It has defined Corporate Amnesia and recognized its principle causes in the micro enterprise. Following the identification of knowledge capture as the initial and most
significant hurdle in adopting KM, the research conducted has established the need for an optimized method for capturing knowledge. During the discussion stage, particular focus was placed on the evaluation of established methods used for knowledge capture and thus leads to a framework that is optimized for use in a micro enterprise environment to be proposed.
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Abstract—This document presents a problem of knowledge conflict appearing in Business Intelligence systems. The structure of such class system in context of knowledge creating is presented in the first part of article. Next, the formal definition of knowledge structure of Business Intelligence, which is necessary to comparing these knowledge, was elaborated. The characteristic, sources and examples of knowledge conflicts is presented in the final part of article. The detecting and resolving of this type of conflicts is necessary, because this allows receiving by user, from the system, the proper reports as a results of analyses. On the basis of these reports the user can takes the decision that lead to satisfying benefits.

I. INTRODUCTION

Contemporary social and economic environment makes quick and accurate decision-making crucial for the competitiveness of a company. Economy forces company managers to make complex operational, tactical, yet most of all, strategic decisions that influence the future of the organization. Those who actually make decisions in a company, are usually exposed to risk and uncertainty, because they cannot foresee the consequences of their decisions or their predictions have very low probability. Therefore, the entire decision-making process is very complicated. Nowadays, decision making processes employ decision-making support computer systems, as well as Business Intelligence (BI) class systems which are being used more and more often. They are used to support business decision making through smart use of data resources already available in companies [8]. The purpose of Business Intelligence systems is to enable easy and safe access to information in a company, operation of its analysis and distribution of reports within the company and among its business partners, which in turn enables quick and flexible decision making. This allows the company to reach a higher level of flexibility and competitiveness. Because of the necessity to fully integrate business processes in a company, BI systems should currently operate within a sub-system of an integrated management computer system [2]. However, it often occurs that a BI system generates conflicts of different kinds, especially conflicts of knowledge generated from various types of analyses. Conflicts of knowledge result from the fact that the system may offer different analysis results or solutions of a single problem to the user. In other words, conflict of knowledge occurs when the same objects in the world and the features are given different values [7]. This mainly results from using different methods for business processes analysis. If a conflict of knowledge occurs in the system, the system will not be able to generate a satisfactory decision for the user and, consequently, the decision maker will find it hard to conduct the decision-making process properly. The decision maker will then be forced to make a decision with no help from the system, which is time-consuming, requires much work and can lead to a decision that is out-of-date (belated) and made with incomplete information. This situation has obviously negative influence on the work of the entire organization. Therefore, the key element of BI systems’ operation is to detect and, consequently, properly resolve conflicts of knowledge. This article presented a formal definition of knowledge structure in BI system, as well as sources and characteristics of conflicts of knowledge regarding BI class systems.

II. THE STRUCTURE OF BUSINESS INTELLIGENCE SYSTEMS

At present, companies incur significant losses due to improper use of knowledge. Losses resulting from incorrect operation of knowledge management processes are very high and often constitute the main reason for companies going bankrupt. Symptoms for improper use of knowledge in a company are as follows [6]:

- overdue reaction to changes in market environment - the company does not keep up with competition and market needs,
- lack of knowledge at each level of organization - when the quality of work decreases,
- slow performance of tasks - occurs when it takes employees too long to locate the necessary knowledge,
- the problem of production quality - when the adaptation of production process do quality requirements drastically extends the process,
- long sales cycles - when the response time of the seller to the customer's needs extends.

The decisive factor that affects the use of knowledge as intangible resource of a company is efficient management. The essential purpose of knowledge resources management...
is to provide information for managers, which is then used for planning, control and decision making. Access to information needed for efficient management should be enabled by Business Intelligence system, because it has the ability to transform 'raw' (not processed) data into useful information that helps make more accurate decisions in a short time, with operational conditions constantly changing for the company in its environment, which evokes high risk and uncertainty.

Bi systems are often offered by various computer system producers as a complete system that supports a certain business area. Currently, the tools used in BI systems usually include the following technologies:

- **ETL** - Extraction, Transformation and Loading,
- **DW** - Data Warehouse,
- **OLAP** - OnLine Analytical Processing (multi-dimensional real-time data analysis tool),
- **DM** - Data Mining, software for safe presentation of information (analyses, reports) on the net.

All elements mentioned above are aimed at meeting the needs of different groups of users, such as managers that use pre-defined reports on a daily basis or analysts that design reports individually and prepare various business analyses. Most elements presented use Data Warehouse as one of the potential sources of information (see pic. 1).

The main source of data for Business Intelligence systems are transaction systems such as ERP, CRM, SCM or call center. Sometimes data is also extracted from text files, Excel, Access, e-mail software or websites. All data should be gathered in one place (e.g. data warehouse) so that reports and analyses based on the data are complete. Data gathered in warehouses usually come from many different sources that store particular values in different ways and for that reason they must first undergo the process of ETL 'standardization' (Extraction, Transformation and Loading) [12]. ETL programs transform data. The process begins with extraction which consists in selective mining and loading data from transaction systems and other data sets. Next phase is transformation, i.e. necessary modification of data. For instance, transformation of numerical values signs, conversion of dates or currencies (e.g. dates being converted from English format into polish format, PLN currency into EUR). Last phase is upload of 'refined' data into the warehouse.

Fig 1 clearly shows that BI system uses advanced analytical tools for real-time data analysis, including OLAP or data mining.

OLAP is a tool that allows to perform multi-dimensional analyses and display the results in approximately real time. There are two common groups of OLAP whose main difference is the type of server used to build them. The first group includes all solutions based on ROLAP (Relation OLAP) database, whilst the second group is built based on specialized MOLAP (MultiDimensional OLAP) servers, also known as MD-OLAP.

Both techniques have their own pros and cons. ROLAP solutions are characterized by the ability to store large volumes of data, relatively easy data modification (resulting from the software used and data structure), but they also have their own disadvantages, such as: data structure complexity (resulting from the necessity to represent multi-dimensional relations in a relation-like manner) as well as performance problems the result from lack of adaptation of relation structures to multi-dimensional analysis [2].

Whereas, MOLAP do have much smaller capabilities of data storage and find it difficult to modify data (it often occurs that data modification leads to rebuilding multi-dimensional structure), but they are also characterized by high performance of multi-dimensional analysis and natural representation of multi-dimensional structures.

![Fig. 1 The overall structure of BI system and its cooperation with other information systems in the enterprise](source: own work.)
A combination of both technologies may ensure a solution that will unite the ability to store large amounts of data and effective multi-dimensional analysis. It will consist in employing a relation data base as data warehouse containing the entire set of elementary data, and MOLAP systems as Data Mart.

A user of OLAP analytical solutions has the ability to perform analysis on available multi-dimensional base (the so-called ROLAP or MOLAP block) or use ready-made reports, defined with the block. Each block has dimensions, also known as perspectives, hierarchies and measures. Data analysis in many dimensions is very intuitive. For instance, while searching for sales figures for a product or a group of products, we are not only interested in general sales figures, but also sales figures categorized by customers and divided into particular periods of time. The area, the customer and time are the dimensions of the analysis and the sales figures are the measures [13].

Reports defined with the OLAP block are being updated while they are generated, therefore they contain current data as accurate as possible until the multi-dimensional block is refreshed again.

ROLAP or MOLAP block analysis consists in performing the following operations: [2]:

- change in detail of data (drill-down, drill-up),
- change in section of analyzed data (slice and dice),
- search for extreme values (exceptions),
- presenting results in the form of graphs,
- contextual switching to detailed data (drill-through).

The ‘drill-through’ enables the user to proceed within a certain business area and then to switch to other areas with filters engaged beforehand (e.g. time, customer or product dimension). Consequently, it is possible to begin with another multi-dimensional analysis or a pre-defined report or to proceed to ‘ad hoc’ query environment.

Whereas, Data Mining is an analysis of business data (usually available from data warehouse) in order to detect any rules, relations, patterns and trends contained in them or to set forecasts that may prove useful when making decisions. Therefore, the methods allow to transform data into knowledge.

Data Mining is often considered a contemporary candidate for Artificial Intelligence (Data Mining widely uses neural networks or decision trees). Most often, however, Data Mining employs statistical methods, such as regression, association or classification analysis. The methods are grounds for creating models used to analyze large amounts of data or samples for the existence of certain regularities, hidden relations and similar connections [10]. There are two distinct types of Data Mining [13]:

- hypothesis verification – used when there is a supposition about a significant relation among certain pieces of data and we want to verify it,
- knowledge discovery – used when we want to check if there are connections between pieces of data that man is unable to detect.

The most common use of Data Mining is, for instance, precise segmentation of customers and setting an optimal ‘customer basket’. Data Mining allows to know customers better, with their habits, preferences and the risk resulting from customer service. Thus, the company is able to offer proper products or services and gain customers’ loyalty.

Using different methods of data analysis enables the system to generate new knowledge, mostly about business processes performed in the company. However, the variety of analyses and the fact that they can be performed with information from heterogeneous sources [8] often leads to a situation where a conflict of generated knowledge occurs. Automated diagnostics and resolving conflicts of such nature by the system is essential, mainly for the sake of proper operation of BI systems, which in turn influences the quickness and accuracy of decisions made by decision makers. However, conducting diagnostic and resolving a conflict of knowledge is only possible when the knowledge is represented as unitary structure, whose definition is will be given in this article.

III. KNOWLEDGE STRUCTURE OF BUSINESS INTELLIGENCE

In order to determine the sources and characteristics of knowledge conflicts in BI it is necessary to formally define the structure of the knowledge gathered in the system. The literature of the subject contains, admittedly, the issues related to this issue, however, they concern only one slice of BI, for example the OLAP cubes [4]. This article presents, the general definition of knowledge structure taking into account the BI as whole.

Assume that the database structure is represented in the form as shown in Figure 2:

![Fig 2. Structure of Data Warehouse](source: own work)
Accumulation of large amounts of data describing the activities of the company. According to presented the structure of the database, in the long run makes it possible to carry out a detailed analysis of this activity, detection of certain applications, depending on the draw and what further proceedings. For example, company executives may be interested in the implementation of the following analyses:

1. A value for the sales of products by increasing the levels of aggregation: from the city, state and country brand for different time periods.
2. Examine the profit from the sale of goods for individual producers in the designated months. Arrange the months according to the increasing value of the profit.
3. If the deviations contained in the average transaction of the period.

Answering this type of question is made, using the tools to multidimensional data analysis in real time - OLAP. With these types of activities takes over that [9]:

1. Analyzed data resides in databases (operating databases, in data warehouses or data stores), where the volume can be very diverse and reach from mega to multiple terabytes. In maintaining and processing such databases the conventional capabilities of database servers are used.
2. The analytical multidimensional processing, requires the presentation of data using a multidimensional model, where there are terms such as: a table of facts, aggregate functions, dimensions, dimension members, cells, and cell block.
3. The formulation of multidimensional query language-oriented requires multidimensional data query languages. Multidimensional data, as well as the results of the analysis of these data are very clear, when they are visualized graphically.

On the basis of characteristic of BI system, the structure of knowledge is defined as follows:

**Definition 1.**

The structure of knowledge in BI systems is called following sequence:

\[ WBI = \langle \{ F \}, \{ WYM \}, \{ AN \}, \{ R \}, \{ \theta \}, \{ SP \}, \{ DT \} \rangle \]

where:

1) \[ F = \{ f_1, t_1, m_1^1, m_2^1, \ldots, m_n^1, f_2, t_2, m_1^2, m_2^2, \ldots, m_n^2, \ldots, f_k, t_k, m_1^k, m_2^k, \ldots, m_n^k \} \]

where:

\[ f_1, f_2, \ldots, f_k \] - denote the set of facts,
\[ t_1, t_2, \ldots, t_k \] - denote the set of the date of the facts,
\[ m_1^1, m_1^2, \ldots, m_k^1 \] - denote the set of measures assigned another facts \[ f_1, f_2, \ldots, f_k \]  
\[ y \in \{ 1 \ldots k \}, x \in \{ 1 \ldots n \} \]

2) \[ WYM = w_1, w_2, \ldots, w_l \] - denote set of dimensions,

3) \[ AN = \{ a_1, a_2, \ldots, a_j \} \] - denote the set of types of analysis,

4) \[ R = \{ r_1, r_2, \ldots, r_h \} \] - denote the set of types of reports,

5) \[ \theta : F \times WYM \times AN \rightarrow R \] - is at least partially a function of knowledge, that mirrors elements of the Cartesian product \[ F \times WYM \times AN \] in elements of \[ R \] set.

The example of BI structure of knowledge is as follows:

**Set of facts (F):**

Fact1 - On 06-04-2013 sold 10 pieces of the product X – the value of sales 100 EUR.
Fact2: On 07-04-2013 sold 6 pieces of the product Y – value of sales 300 EUR.
Fact3: On 10-04-2013 sold 20 pieces of the product Z – value of sales 200 EUR.

**Dimensions (WYM):**

Time=\{06-04-2013 … 10-04-2013\},
Product=\{X, Y, Z\},
Territory=\{Wielkopolskie: Client1, Client2, Dolnośląskie: Client3, Client4\},

**Set of types of analyses (AN):**

Analysis1 - The total value of sales of individual products in the period: 01-04-2013 to 30-04-2013.
Analysis2 - The total value of sales by territory and individual clients in the period: 01-04-2013 to 30-04-2013.

**Reports (R):**

The report presents the results of the analysis, grouped according to the criteria specified by the with the ability to use pivot tables.

Report1
\[ \circ (\text{Fact1} \ldots \text{FactN}, \{ \text{Time}, \text{Product}\}, \text{Analysisys1}, \text{Report}) = \text{Time period=01-04-2013…30-04-2013, Value of sales: ProductX=100,ProductY=300,Productz=200, The total value of sales: 600EUR} \]

Report2
\[ \circ (\text{Fact1} \ldots \text{FactN}, \{ \text{Territory, Client}\}, \text{Analysisys2}, \text{Report}) = \text{Time period=01-04-2013…30-04-2013, Value of sales: Dolnośląskie Voivodeship – Client1=100, Client2=???, Wielkopolskie Voivodeship – Client3=???, Client4=200, The total value of sales: 300 EUR} \]

There are two reports showing the value of sales grouped according to the given criteria (specified in the function arguments). It can be seen, that although the sales summary should be the same on both reports, however it differ. This may result, for example, of incorrectly entered data or re-
restrictions related to the methods of analysis. Therefore, the conflict of knowledge was appeared. It should be clearly pointed out that at the time of the generation of results of analyses as a reports, the user of the system (decision-maker) do not think, why these values differ, because in the turbulently environment decisions must be taken very quickly. It is not a time, for example, to correction by an employee, wrongly entered data (of course, this correction at a later stage should be made, however, this fact may not pause the decision-making process).

So if, as in this example, the structures of knowledge in BI system differ the quantity or the value of the attributes, then the knowledge conflicts appear in this system. These conflicts have been characterized in the later part of the article.

IV. THE KNOWLEDGE CONFLICTS

Conflicts of knowledge in BI systems result from inconsistency or contradictions in knowledge contained in the system. Inconsistency occurs when one side of the conflict (for instance, one method of analysis) claims that a given attribute (feature) of the world occurs or does not occur in a given period of time, while the other side of the conflict does not have any information or is unable to assess the attribute. Contradiction occurs when one side of the conflict claims that a given attribute of the world occurs in a given period of time, while the other side of the conflict claims that the same attribute does not occur, or the values of the same attribute differ [3,5]. Therefore, conflicts of knowledge when the same objects of the world are given different attributes by different sides of the conflict or the same attributes (features) are given different values by different sides [11]. Obviously, an assumption is made at this point, that the knowledge is represented in a structure, elaborated in this article.

The [8] defined sources of knowledge conflicts, as follows:

1. The fight for managing specific resources. A conflict appears, when first side of the conflict is considered, that the second side of conflict should not has knowledge about a given resource, instead the second side of conflict is considered, that it such knowledge should has.

2. Ideological conflict. It occurs when the parties to the conflict have different beliefs on the subject. These beliefs may arise, for example, with the kind of environment of system works or with adopted algorithms.

3. Requiring the integration of various elements of the system. If there is a need to integrate some elements of the system in one unit, it's naturally a conflict occurs (i.e. different structures of knowledge, different types of knowledge representation).

4. Conflicts resulting from direct knowledge management system. A conflict occurs when each party considers, that it should manage the knowledge accumulated in the system, because it has the current and consistent status of this knowledge.

The last two sources of conflicts of knowledge are most common in BI systems. They are connected with integrating facts, dimensions and analyses into one unit, in order to obtain coherent reports; they are also connected with differences in the system’s knowledge represented in structures that differ from one another.

It is worth noting that conflicts of knowledge mainly apply to the difference in amount or value of attributes in structures of knowledge in BI. The situation can be easily illustrated with the following example:

One of the users of the system needs a report on the analysis of sales figures of product X in a given period of time, while another user needs a report on the analysis of sales figures of the same product in the same period of time, categorized by particular characteristics of the product (e.g. the color). It may occur, that the employed method of analysis does not enable performing analysis with categorization by a given attribute (color). Thus, the first user will obtain a specified amount of sales (for instance, 10,000) while the other user will obtain sales at 0. This generates a conflict of knowledge, because the structures of knowledge differ in number of attributes (for example, the ‘color’ attribute will not occur in the first analysis, but it will occur in the second analysis) and in values of attributes (sales figures will be different in each report).

Another example may be the analysis of settlement of accounts with contractors. We assume that the user needs a report on the analysis of settlement of accounts with customers, categorized by particular products, based on balance of accounts. Next, the user will require a report on the same analysis, but in this case, categorized by particular customers. It may occur that total amounts in both analyses will differ, because, for example, some customers have not been assigned a particular product. This also generates a conflict of knowledge.

A separate problem is generating reports on forecasts by BI system. In this case, structures of knowledge may differ in attributes for many reasons. For instance, different methods of analysis (or different parameters) may generate different figures of predicted sales in the future, even when based on the same range of data. Additionally, even using the same method of analysis, but with detailed categorization by different dimensions, may generate varied values of attributes in each report (for example, if an analysis is performed on the forecasted sales referring to the future, categorized by particular customers and then another analysis is performed in the forecasted sales in the same period of time, but categorized by particular products, then each report may contain a different total amount of forecasted sales).

One must remember that one cannot ignore conflicts of knowledge that occur in BI systems nor uproot them. The conflicts must be located and resolved. Only then the system can perform analyses properly and present reports to the user, and only then can the system do its job.

Knowledge conflict resolving can be carried out using various methods, such as:

a) negotiation methods;

b) deductive-computing methods, based on:
- game theory,
- classical mechanics,
- operational studies,
- behavioral and social sciences,
- choice,
- consensus.

The negotiation methods guarantee the desired compromise, however, this is realized at the expense of increased communication between the nodes of the system, which of course adversely affects its performance. While the methods of deductive-computing group do not affect to a great extent on the speed of operation of the system, they, except the consensus methods, does not guarantee the achievement of a good compromise. Decision-maker, instead, requires a good system performance (often working near the real time) and efficient knowledge conflicts resolving, so the system will effectively support the decision making process.

In order to resolve the knowledge conflicts in BI system, most appropriate methods will be used for the choice or consensus methods, as opposed to other methods, they do not require interference in the internal system statuses (for example you do not need to interfere with the existing programming code). Choice methods rely on the election (on the basis of certain criteria) one of the conflicting knowledge states (represented in the form of the structure presented in this article), which is presented to user. The rest of the states of knowledge are not taken into account in this case, therefore, a high level of risk associated with the choice of the incorrect state of the knowledge. Consensus methods, instead, rely on determining such state of knowledge, that will represent all of conflicting states of knowledge, generated earlier by system. In other words all parties to the conflict will be taken into consideration. This will consequently reduce the level of risk related to choice incorrect state of knowledge. Choice or consensus methods can be implemented as a separate modules of system.

The work on the development of conflict resolving module, with the use of consensus methods, are in progress. The consensus is elaborated in three major stages. In the first stage it is necessary to carefully examine the structure of knowledge. In the second stage it is necessary to define the distance functions among particular structures. The third stage is an elaboration of consensus algorithms that generate a structure, that the distance between this structure (consensus), and the individual structures is minimal (accordance different criterions).

Algorithms for detecting and resolving the conflicts should be implemented in the system and running, when the structures of knowledge differ. Of course, these algorithms running automatically, without human interaction. Detecting and resolving knowledge conflicts in BI systems allow to certainty of system functioning, in other words, reports generated by system as result of analysis is consistent from the point of view of the criteria defined by the user. Only in this case decision-makers can take full advantage of the system.

V. CONCLUSION

Conflicts of knowledge occur in virtually every BI system. The system designers should remember that methods for detecting and resolving conflicts should be considered at the first stage of system development. Implementing them after the system has been commissioned may be very difficult due to the need to input additional software code. Proper detection and resolving conflicts is extremely important especially in BI systems, because their operation greatly influences the decisions made by decision makers and, consequently, the operation of the entire organization. Resolving the conflicts is also very important, because only then the system can suggest proper decisions. If the system ignores these aspects, then the user (decision maker) is likely to have problems making a quick and correct decision, because the system may suggest an improper decision, or may suggest several different decisions, forcing the decision maker to spend time selecting one of them, which makes the whole process very time-consuming and impossible to perform in approximately real time.
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Abstract—Diagrams are an effective and popular tool for visual knowledge structuring. Managers also often use them to acquire and transfer business knowledge. There are many currently available diagrams or visual modeling languages for managerial needs, unfortunately the choice between them is frequently error-prone and inconsistent. This situation raises the next questions. What diagrams/visual modeling languages are the most suitable for the specific type of business content? What domain-specific diagrams are the most suitable for the visualization of the particular elements of organizational ontology? In order to provide the answers, the paper suggests light-weight specification of diagrams and knowledge content types, which is based on the competency questions and ontology design patterns. The proposed approach provides the classification of qualitative business diagrams.

I. INTRODUCTION

KNOWLEDGE visualization proved to be an effective tool for knowledge creation, acquisition and transfer [5, 6, 13]. Diagrams [2] constitute the basis for visual knowledge representation and elaborated diagrammatic techniques typically form visual modeling languages [17]. In computer science these techniques are reflected in such languages as UML and IDEF. They are also integrated in software engineering methods, e.g. the Structured Analysis and Design Technique (SADT) and are organized by the architecture frameworks, such as the Zachman framework [28].

The focus of this paper is put on the realm of management. Manager also frequently use diagrams in their work [11, 18, 25] but the choice of diagrams is often error-prone and inconsistent [7].

For the effective choice of the visualization method, at least five perspectives should be considered [6]. These perspectives answer five key questions with regard to visualizing knowledge, namely:

1. What type of knowledge is visualized (content)?
2. Why should that knowledge be visualized (purpose, knowledge management process)?
3. For whom is the knowledge visualized (target group)?
4. In which context should it be visualized (communicative situation: participants, place/media)?

The research was held with the financial support of the Russian Foundation for Basic Research (RFBR), project # 11-07-00140-a, and the Saint Petersburg State University (SPbSU).

5. How can the knowledge be represented (method, format)?

The knowledge type perspective as the focus of the paper, can be used for identifying the type of knowledge with respect to its content. Any complex entity can be represented from several aspects (facets) and at different strata (layers) [13, 28]. The following question-based aspects can be proposed and differentiated [1, 6, 13, 28]:

WHAT-Knowledge: Conceptual representation.
WHAT_FOR-Knowledge: Strategic representation.
HOW_TO-Knowledge: Functional representation.
WHO-Knowledge: Organisational representation.
WHERE-Knowledge: Spatial representation.
WHEN-Knowledge: Temporal representation.
WHY-Knowledge: Causal representation.

Today, there is no validated prescriptive framework that links business diagrams with knowledge types and that offers specific diagram for particular knowledge types. This issue defines the first research question: What diagrams/visual modeling languages are the most suitable for the specific type of knowledge (content)?

The second research question of the paper stems from the task of ontology visualization within different applications. Ontology is a formal, explicit specification of a shared conceptualization. Ontologies and corresponding semantic technologies are actively used for knowledge management, e-commerce, education and semantic web. Currently, each concept of ontology is represented with the same graphical representation independently of its meaning. Graphical representations of ontologies are concerned with the representation of concepts, relations or instances but do not consider a domain specific meaning [21]. Special ontology-based frameworks are developed in order to visualize ontology using domain-specific notations [20, 22, 26]. Some of these frameworks are oriented towards managers and must include knowledge of the currently available popular business diagrams/visual modeling languages with the associated semantics. It defines the second research question: What diagrams/visual modeling languages are the most suitable for the visualization of the particular ontology view (elements of ontology)?
II. Related Work

Periodic table of visualization methods [23] provides a good top-level diagrams overview for managers. These authors decided that the classification dimensions should be easy to use and have some proven benefits. The organization principles were related to the situation in which the visualization is used (when?), the type of content that is represented (what?), the expected visualization benefits (why?), and the actual visualization format used (how?). As a result, the following five dimensions were suggested:

- **Complexity of Visualization**: Low to High, referring to the number of rules applied for use and/or the number of interdependencies of the elements to be visualized.
- **Main Application or Content Area [how?, what?]**: Data, Information, Concept, Metaphor, Strategy, Compound Knowledge.
- **Point of View [when?]**: Detail (highlighting individual items), Overview (big picture), Detail and Overview (both at the same time).
- **Type of Thinking Aid [why?]**: Convergent (reducing complexity) vs. Divergent (adding complexity).
- **Type of Representation [what?]**: Process (stepwise cyclical in time and/or continuous sequential), Structure (i.e., hierarchy or causal networks)

The authors organized these dimensions in the specific table of visualization methods. But we may conclude that while it is a very impressive result the values for these dimensions are rather general, overlapping and are specified insufficiently.

Lohse et al. [24] reported a structural classification of visual representations. These authors identified 11 major clusters of visual representations: graphs, tables, graphical tables; time charts; networks; structure diagrams; process diagrams; maps; cartograms; icons; pictures. Criteria for classification were represented using 10 anchor-point phrases: spacial-nonspatial; temporal-nontemporal; hard to understand-easy to understand; concrete-abstract; continuous-discrete; attractive-unattractive; emphasize whole-emphasizes parts; numeric-nonnumeric; static-structure-dynamic process; convey a lot of information-convey little information. We may conclude that this classification mostly works with structural dimension. Semantic dimension of diagrams is not covered.

Some of the diagramming tools provide its own classifications of the templates. Visio 2010 (http://office.microsoft.com/en-us/visio/) provides the following 8 embedded categories: Business; Engineering; Flowchart; General; Maps and floor plans; Network; Schedule; Software and Database. Visio 2010 Online library (http://visiotoolbox.com/2010/templates.aspx): Application Architecture; Asset Management; Business Analysis; Business; Capacity Planning; Database Planning; Educational; Facilities; Financial; Human resource templates et al. 25 categories totally. Smart Draw (http://www.smartdraw.com/): Charts: Flowcharts, Project, Org; Education; Engineering; Forms; Mind Maps; Presentations; Timelines; Decision Trees; Cause & Effect Diagrams; Marketing Charts; Strategy & Planning et al. 29 categories totally. Our general conclusion is that Visio embedded categories do not cover all the knowledge types and have rather inconsistent classification criteria. Smart Draw categories are extremely overlapping, have different level of abstraction and also use inconsistent classification criteria.

Also there exist several enterprise architecture based classifications, e.g. Archimate [19], MEMO [10], IBM Enterprise framework or populated Zachman Framework (http://publib.boulder.ibm.com/infocenter/rssysarch/v11/topic/com.ibm.sa.bpr.doc/topics/r_IBM_Enterprise_fmwk.html). But these classifications and frameworks do not include all the types of diagrams used by managers and in general such taxonomies cover mostly IT-oriented diagrams and proprietary diagrams.

We also would like to mention some independent conceptual specifications for the popular business diagrams / visual languages [3, 14]. Unfortunately these descriptions do not involve all the popular business diagrams / visual languages. Also the existing specifications mostly incorporate the area of business processes, while the other areas are insufficiently specified.

III. Methodology and Results

We suggest to use ontology-based specifications for knowledge types and diagrams/visual modeling languages. Alignment between these two specifications will enable managers to choose diagrams for the particular knowledge type. Additionally it will provide opportunity to select the diagram for the specific competency question and for the visualization of the particular ontology view (elements of ontology).

In order to describe informally the knowledge types and to take a step towards the ontology-based specification we suggest to use competency questions technique [16].

Ontology-based knowledge types specification consists of a set of Ontology Design Patterns (ODP) [12]. ODP — a modeling solution to solve a recurrent ontology design problem. It is a template that represents a schema for specific design solutions. An ODP consists of a set of “prototypical” ontology entities that constitute the “abstract form” of a pattern, and of a set of metadata about its use cases, motivations, provenance, the pros and cons of its application, the links to other patterns, etc. Design solutions based on ODPs encode ontology entities that apply, specialize, or instantiate the prototypical entities defined by the schema. Some of the popular ready-made ODPs are represented at http://ontologymap.com/organizational_patterns.org/. The other ODPs can be extracted from enterprise-related ontologies [4, 9, 27].

The suggested ideas are integrated in the method of business knowledge diagrams classification (Table 1).

Ontology-based diagram specification is based on the ideas of [15], but we suggest to use “light-weight” ontology-based specifications. They do not require the complete ontological model for every diagram, but conceptualize just the core elements of each diagram. The incompleteness of the specifications is justified by the purpose of the specification — the classification and the choice of modeling language.
Alignment between the two ontology-based specifications can be provided by means of ontology mapping/matching techniques and tools [8].

IV. Usage Scenarios

We can introduce three possible scenarios of results usage.

Scenario A (answering the first research question). The user choose the diagrams based on the competency ques-

<table>
<thead>
<tr>
<th>№</th>
<th>Steps</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Define and describe the knowledge types using competency questions.</td>
<td>Informal description of the knowledge types is represented in Fig. 1.</td>
</tr>
<tr>
<td>2</td>
<td>Specify the chosen knowledge types using ODPs — each type of knowledge answering the concrete managerial question may be specified by ontology patterns.</td>
<td>ODP specification of knowledge types is based on the Content ODP annotation schema and include the following elements: Pattern name, Intent, Competency questions, Diagram, Elements and examples, Source, Reusable OWL file, Submitted by. The incomplete list of the ODPs for several knowledge types can be found in Table II. Table III shows an example of the ODP specification. Knowledge types descriptions in terms of concepts and relationships can be developed based on the ODP specifications — see Fig. 2.</td>
</tr>
<tr>
<td>3</td>
<td>Identify diagrams, which will potentially correspond to the suggested knowledge types, e.g. from Visio, SmartDraw, [23] and provide ontology-based specifications of these diagrams.</td>
<td>Ontology-based specification of diagrams include: diagram name, thumbnail, brief description/purpose, Conceptual model (classes and properties), Conceptual model diagram. Table IV shows an example of the diagram specification.</td>
</tr>
<tr>
<td>4</td>
<td>Align ontology-based specifications of knowledge types and diagrams. The alignment is provided using the ontology-based specifications (see steps 2 and 3).</td>
<td>Example alignment between ontology-based specifications of knowledge type and diagram is shown in Table V.</td>
</tr>
<tr>
<td>5</td>
<td>Classify diagrams according to knowledge types based on the ODP alignment (from step 4).</td>
<td>The above-proposed approach helps us to work out the classification which may be useful for the practitioners in selecting the appropriate type of business diagram (Fig. 3).</td>
</tr>
</tbody>
</table>

*non-specific competency questions are highlighted (won’t be directly relate to ODPs)*

Fig. 1. Knowledge types description using competency questions
tions only. If the competency question is non-specific ("voice of the customer") and doesn’t directly relates to ODPs, then he/she selects all the diagrams associated with the knowledge type (which is associated with the chosen competency question). The choice among the suggested diagrams is based on the supported ODPs.

Scenario B (answer for the first research question). The advanced user may choose the diagrams using ODPs and the competency questions can be used for preliminary filtering.

Scenario C (answer for the second research question). The user or service wants to represent his/her ontology or ontology view using domain-specific visual language. Then

<table>
<thead>
<tr>
<th>Knowledge type</th>
<th>Ontology Design Patterns</th>
</tr>
</thead>
<tbody>
<tr>
<td>WHAT-knowledge</td>
<td>&quot;Part of&quot;, &quot;Classification&quot; *</td>
</tr>
<tr>
<td></td>
<td>&quot;Subclass&quot;, &quot;Type&quot; **</td>
</tr>
<tr>
<td>HOW-knowledge</td>
<td>&quot;Action sequence&quot; (Action + Sequence), &quot;Controlflow&quot; *, &quot;Action pre-condition&quot; (Source: [27])</td>
</tr>
<tr>
<td>WHO-knowledge</td>
<td>&quot;Role-task&quot;, &quot;AgentRole&quot; *</td>
</tr>
<tr>
<td>WHAT-FOR-knowledge</td>
<td>&quot;Help achieve&quot; ODP (Source: [27])</td>
</tr>
<tr>
<td>WHEN-knowledge</td>
<td>&quot;TimeInterval&quot;, &quot;TimeIndexedSituation&quot; *</td>
</tr>
<tr>
<td>WHERE-knowledge</td>
<td>&quot;Place&quot; *</td>
</tr>
</tbody>
</table>


Fig. 2. The list of concepts and relationships for the knowledge types
TABLE III.
EXAMPLE ODP SPECIFICATION: “PART OF” ODP

Pattern name: PART OF

Intent: To represents entities and their parts.

Competency questions: What is this entity part of? What are the parts of this entity?

Diagram:

Entity (owl:Class) Anything: real, possible, or imaginary, which some modeller wants to talk about for some purpose.

hasPart (owl:ObjectProperty) A transitive relation expressing parthood between any entities, e.g. the human body has a brain as part.

isPartOf (owl:ObjectProperty) A transitive relation expressing parthood between any entities, e.g. brain is a part of the human body.

Example: Brain and heart are parts of the human body.

Source: http://ontologydesignpatterns.org/wiki/Submissions:PartOf

Reusable OWL file: http://www.owlknowledgebase.org/cp/owl/partof.owl

Submitted by: Valentina Presutti

TABLE IV.
EXAMPLE DIAGRAM SPECIFICATION: ORGANIZATIONAL CHART

<table>
<thead>
<tr>
<th>Name, Thumbnail</th>
<th>Definition</th>
<th>Conceptual model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organizational chart</td>
<td>A diagram that shows the structure of an organization and the relationships and relative ranks of its parts and positions/jobs.</td>
<td>Organizational unit, Position, Manage (EO) / subordinate relations, include/assigned to has sub-unit</td>
</tr>
</tbody>
</table>

TABLE V.
EXAMPLE ALIGNMENT BETWEEN WHO-KNOWLEDGE AND SWIM-LANE DIAGRAM SPECIFICATIONS

<table>
<thead>
<tr>
<th>Knowledge type</th>
<th>Competency question/s</th>
<th>ODP</th>
<th>Diagram</th>
<th>Conceptual model</th>
</tr>
</thead>
<tbody>
<tr>
<td>WHO</td>
<td>Who performs smth? (informal) What roles are this task (action) of?</td>
<td>“Role task” ODP</td>
<td>Swim-lane diagram</td>
<td></td>
</tr>
</tbody>
</table>

user aligns ontology which must be represented, with ontology-based descriptions of diagrams and then selects the appropriate diagrams for the ontology or ontology view based on the alignment.

V. DISCUSSION AND CONCLUSION

The main novelty of our approach is the mapping between knowledge types and popular business diagram types, which grounded on ontological specifications. Such the mapping together with the suggested informal descriptions of knowledge types can support managers, while working with visual models. Our novel classification is only the attempt as the list of diagrams for knowledge types is incomplete. Creation of the extended catalogue/repository for diagrams should be a collaborative effort. The suggested method of business knowledge diagrams classification can be used within this effort. ODP-based diagram classification method is also a
contribution of the paper. Thesaurus based descriptions (synonyms) for ODPs and ontology-based diagram specifications can be a useful appendix (see WordNet). The suggested diagrams can be typically considered as diagram types, which may have a lot of variations and particular notations. We’ve tried to extract the most generic or prototypical inherent elements of diagram/visual modeling language. Additionally, informal description of knowledge types provides new classification the existing ODPs.

Such pattern-based approach can be considered as the first step towards ontologically founded usage of diagrams among managers. Business diagrams are typically describes some components of enterprise architecture. So according to the “Maturity Model” for Enterprise Architecture Representations[29] adhoc visual models of enterprise architecture correspond to the 1st level of maturity. This approach to enterprise architecture, though a natural, common and easy place to start, does not scale well. Any sizeable organization generally has more than one person or a single group doing enterprise. The ultimate goal is the design of a consistent or organisational ontology or ontology network behind a collection of diagrams. This will allow organizations to have ontological-based knowledge repository with consistent domain-specific visual views.
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Abstract—Functioning in an era of knowledge is forcing organizations to manage this valuable resource in exact way. Very frequently activities of organizations are dependent on the application of knowledge, sometimes even means "to be or not to be" for enterprise. Nowadays, to fulfill business goals of institutions it becomes fundamental for them to use intelligent systems supporting comprehensive management of the organization. Such support allows to increase efficiency and better effectiveness of the running businesses. As we are living in age of international integration, where world economy is tending to reach type of knowledge-based economy (KBE), universities are forced also to change way of their functioning. It is important for modern universities to be not only education centers but mainly the successfully prospering organizations-based-on-knowledge. Such approach is going to provide higher competitiveness of particular institution and will make its functioning more useful for economy of the region. Implementing a comprehensive and intelligent IT solution within a university and providing educational services, which are personalized to the needs of the market, will allow universities to reach a type of institution called “smart”. The aim of the paper is explanation why university centers should evolve in a type of institution based on knowledge. The paper is managed as follows. After short introduction concerning research context the discussed concepts of Knowledge Management and Smart Universities are presented. In the main section real examples of Knowledge Management Systems implementation and examples of Smart Universities are investigated in order to identify and describe roles of Knowledge Management Systems in this area. It allows for formulation conclusions on intersection of two investigated approaches.

I. INTRODUCTION

It is noticeable, that particular word countries are realizing implementation process of knowledge-based economy concept within their own economies. Such step is treated from scientific point of view as a fundamental step for the implementation and maintenance of balanced development of the country. Today, where the management is based on knowledge, it is crucial to use new technologies as a support of decision making process in organization. Currently main factors of entrepreneurship are: highly qualified human capital, universities, along with research centres, IT infrastructure and legal environment conducive to the construction and development of selected sectors of the economy. Accordingly, key elements of the knowledge-based economy in the modern management model becomes important to generate rapid pace of intangible capital, the implementation of innovation in every possible aspect of the business environment and the generation of high-quality knowledge.[24] Terms of the knowledge economy is crucial for the functioning of businesses. Even Peter Drucker - recognized in the world as the father of modern concepts of management - management expert said that traditional enterprise resources such as land, labour, capital, constitute a bigger barrier than the driving force behind the development of the company. According to Drucker, a mission-critical determinant of creativity in all aspects of the knowledge.[8] Following Drucker, knowledge is a key factor determining the existence of the company and gives the public a new, unique character.[22] In addition, it is important to pay attention to the fact that it is impossible to say about the delivery of the knowledge-based economy, while acting within state organizations - including the institutions do not operate on the basis of the knowledge management process. Hence adopted to say that organizations which take into account aspects related to the management of knowledge management are called knowledge-based businesses. For the purposes of this article, for such an undertaking means an organization that “actively create knowledge and can use it in their daily activities”[14]. In addition, it is needed to note that the creation of knowledge is not only a task of companies involved in the provision of purely market knowledge but should manifest itself in the functioning of each operator - which in turn implies KBE.

How organizations generate and manage knowledge, which information systems are used to support such process, why universities can be classified as a corporation and for what reason authors tried to nominate them as a "smart" is going to be describe in this paper. Article will therefore include the characteristics of the company knowledge, a description of the key concepts of knowledge management, including meaning of information in order to present the essence of having intelligent solutions within the organization. In next sections it will be also explained why universities should be seen as the company providing the market "creative people" (called "smart people"), through the provision of educational services, functioning on the basis of intelligent information solutions.
II. COMPANY KNOWLEDGE

Knowledge is not only one of the key resources of the enterprise, but also is the foundation, the starting point for determining the company's strategy, particularly for the implementation of management information systems. Knowledge of the computer science is defined, in part, dependent on the data and information. The data does set of facts, measurements, statistics. Information, in turn, is nothing more than structured data. Thus, in this sense, knowledge is a collection of information that can be used in practice. However, the organization cannot exist without human capital, so to be able to say that the company has the knowledge, it is needed to take into account in addition to possession of selected information skills, experience and qualifications of specialists in selected fields. The combination of these two elements is a complete understanding of each company. Pay attention to the continuity of the process of converting data into information and information into knowledge. [2]

Because of the persistence of the two currents are still classifying knowledge: as an information resource and as an element of human capital. Each company needs both of these resources to function properly, so it is reasonable to say that knowledge is nothing else than "a combination of everything: facts, phenomena and relationships between them, which is consciously perceived and recorded (in any way saved as real entities or conceptual) and can give to others, according to the intention of having knowledge in specific conditions and circumstances to arouse certain behaviours". [6]

This is how the company manages knowledge depends on how knowledge in the enterprise is defined and what type it is preferred to carry out their activities. In theory, knowledge management is distinguished by personalized knowledge, which consists of the explicit knowledge and discreet. The formal knowledge are recognized as a formal document prosperity of the organization. However, informal knowledge - discreet, is nothing else but the skills, qualifications and experience of the employees. This knowledge is nowhere recorded, is set in their minds, so there is a barrier to capture the sensitive knowledge of that. [19] However, there is no longer a barrier to overcome. The knowledge of a discreet, distinguished by the so-called core, which allows the conversion of that knowledge in a standardized, codified form and vice versa. Due to the prevailing organizational culture within the organization and information system properly prepared can be personalized to gather knowledge and to process it and share as needed to other members of the organization. Although, it is depended on employee what part of knowledge is he/she going to "give" the company, it is also possible by using suitably generated mechanisms of organizational learning. Supporting such process, company is able to obtain a well-established knowledge that remains within its borders regardless of the availability of human capital. [16]

III. KNOWLEDGE MANAGEMENT

Being aware of all possible kinds of company's knowledge resources and knowing value of this crucial factor, it automatically refers to the essence of knowledge management, treated as a priority in the strategic management techniques. Knowledge management, as a young field of management encompasses the latest methods and techniques that are designed to provide most spectacular use of knowledge. [15] To make it more detailed, "knowledge management system is a modern concept, involving the effective use of knowledge and transforming the company into a lasting value for customers and employees of the organization". [20]. Moving forward, "knowledge management is clearly defined and systematic management of vital knowledge for the organization and its associated processes of creating, gathering, organizing, diffusion, use and exploitation of knowledge, carried out in pursuit of the objectives of the organization". [19]. Knowledge management can also be treated as a specially designed "system that helps organizations to acquire, analyse the use (re-use) of knowledge in order to make faster, smarter and better decisions, so that they can achieve a competitive advantage". [10]. In order to obtain a complete picture of knowledge management need to mention two aspects. The first talking about the fact that knowledge management is "management of information, knowledge and expertise available within the organization, i.e. the creation, collection, storage, sharing and use, to ensure the organization's future development of existing resources". [12]. Second, where knowledge management is regarded as a "deliberate business strategy, which selects, distils, stores, organizes, packs and provides information relevant to the company's business in a way that improves staff efficiency and competitiveness". [5].

As we can see, authors of the above definition also emphasizes the two items related to knowledge management. Both accessible to, the information, experience, staff and their expertise and the technological, where the focus is on codifying knowledge, its acquisition, collection, analysis, storing and sharing at any time, by a specific user. The logical also is the fact that the development of knowledge takes place through the exchange of experiences, analysis, opinion, finding new sources of information, where the information systems are the basis to allow all of the actions.

IV. KNOWLEDGE MANAGEMENT TOOLS

As mentioned earlier, knowledge management is to create added value for the company and its environment proximal and distal. Due to the ongoing intensive technological development has now become a common use of communication tools allowing the use of accumulated knowledge and its proper share respectively of all company employees. According to prevailing quality standards for functional knowledge management systems, it is desirable that the software is compatible with other environments that
utilizes the company or its partners in the supply chain. It is true that currently supplied management information systems do not focus on the separation of the component dedicated to the management of knowledge, but rather allow it to manage in the "background", without limiting in any way the access to knowledge or to give support key company processes.

Due to integrated information system, it should be understood as a modularly organized system, supporting all areas of its business, from marketing and planning and procurement, through the technical preparation of production and the control, distribution, sale, management of repair work financially - accounting and management human resources. [1]

The integrated system is a system in which data or information is entered only once, and they are available to all users of the various processes in the enterprise. The most common, the most distinguished units in integrated systems are:

- an organizational chart - taking into account the structure: vertical and horizontal - user login to the system,
- input - screen formats for data entry,
- order - the products/services - short/long-term, temporary of contractors - implementation schedules - time and value of the contracts short/long term of complaints - the frequency,
- planning - sales of short/long-term production capacity, about forecasting in demand, prices, the scheduling of purchases - material procurement automation, the distribution needs - transport, forwarding
- production/services - technological resources, location, staff, materials, semi-finished products
- staff - directory management employees, managers, employees, executive, administrative, a database of periodical co-workers,
- materials management - information on materials (eg, prices)a database of suppliers, about purchase history, the timing of purchases
- fixed assets: production by division, assets, condition of assets,
- control - of finishing orders of jobs, areas of control, the amount of control about the control points, reports,
- book sales - a record audience, issued documents: the amounts received and receivable of sales analysis, implementation plans, short/long term
- module obligations - register suppliers of necessary goods and their normal consumption of goods purchased,
- master register - maintaining the organization's financial data, simulations of possible states

Carefully selected an integrated management information system now enables efficient management of the entire organization, carrying out the functions of the enterprise environment taking into account both internal and external, and therefore, appropriate management of enterprise knowledge. "The selection of specific solutions and technologies in the field of knowledge management should be based on the specific nature of the company, its profile, personal economic situation, its strategy and approach to knowledge management. Any company or institution should be considered as characteristic for the organization of the organizational culture, creative workers, rules and norms prevailing within it and look at it from the perspective of ongoing business processes. In addition, each organization must be aware that a comprehensive knowledge management system cannot be based only on an appropriately selected technology"[19].

V. UNIVERSITY-ORGANIZATION

To be able to say that higher education institutions can be considered for the organization, in terms of management, one must start from the definition of the firm. Companies in Polish law is defined as "an organized set of tangible and intangible assets intended for business" [7]. Institution (according to management sciences), as defined by T. Pszczolowski is the "organization, which is a team of people interacting with each other and properly resourced" [17]. Continuing, J. Zieleniewski states that the term "institution" is a social creation, called. "Thing organized," which factors are creative human capital and tooling needed. [21] In the literature it is also possible to find the phenomenon, where the concept of the organization is used interchangeably with the term institution.[4] It can be concluded, that the concept of institutions is synonymous with the concept of the organization in terms of factual. Knowing that Polish universities are institutions, we can consider the above classification that should be treated as an organization that can be managed in a comprehensive manner.

Taking into account the objectives of Economy Based of Knowledge and National Development Strategy, as well as other documents and regulations speak of the need to develop and adapt to the new market situation, taking into account the assumptions of the concept of sustainable development, it can be concluded about the need to implement appropriate IT tools within the "forward-thinking organization". As colleges and universities that provide comprehensive solution of the organization, have their own resources, a strict hierarchy and organizational structure, culture, and provide specific services, they are forced to face this present demographic projections take steps to ensure the survival of a heavier period and in a short time to adapt to new trends in the
labour market, in order to refocus the education directly under the existing demand.

Knowing that every company is made up of individual stocks, processes and the environment in which it operates, it is necessary that each learning organization, have implemented an integrated information system. Information systems are nowadays an integral part of most organizations. As previously shown, information systems affect the basic structure and design of the organization. The main purpose of information systems is to satisfy all existing information needs generated by the organization in order to be able to make the right decisions for appropriate decision-making bodies.[3] It is also known that the larger the organization, the knowledge management system using the information becomes more difficult. However, due to technical capabilities, integrated management systems support mainly horizontal communication, without compromising on the priority of vertical communication. Properly designed information system should also allow for quick and easy communication with the environment of the organization, such as customers, and in the case of higher education such as students.

Why universities should have within its structure an integrated information system? The answer is very simple. Universities are being developed organization providing educational services primarily with the use of highly skilled human capital, the use of modern technologies, and other essential resources needed to carry out business activities, providing the market of people defined by psychologists as "creative". Because the university is the responsible of the obligation to seek to achieve the objectives of the KBE and the National Development Strategy, it is necessary to establish their business as a company - put an integrated information system that will not only improve operational efficiency by almost immediately verify the responsibility of individual positions, structured different levels of management, but also through better organization of business processes occurring inside and outside the university, along with the improvement of communication between internal customers and external institutions.

What is an integrated information system? It is nothing other than a comprehensive system designed to optimize business processes both inside and outside the company, using tools to automate the exchange of information between clients throughout the logistics chain. Considered as the most effective integrated information systems are Enterprise Resource Planning systems (ERP). ERP represent a group of integrated computer systems, such as modular structured enterprise information systems. They gather in one coherent system of all the traditional functions of management (related to financial and management accounting, finance, human resources and payroll, technical preparation of production and its control, procurement, warehouse management, planning and execution of sales and logistics, quality management)[23]. Their main objective is to integrate internal and external environment of organization.

This process is supported by the latest information technology solutions, such as multidimensional data analysis in data warehouses. The modular ERP also provides comprehensive knowledge management in organization. Confirmation of this view can be found even in the same characteristic features of ERP systems:[11]
- functional complexity - covers all spheres of business activity,
- integration of data and processes - including the exchange of data and information between modules, internal organization and its environment (EDI),
- functional and structural flexibility - is designed to provide maximum adaptability, customization and hardware solutions - software to the needs of the individual modules,
- open-enables you to extend the system with another, new modules
- substantive progress - provides full support for the processes of information - decision-making using the full data extraction and aggregation, as well as practical support system for logistics strategies such as JIT, MRP II and TQM
- technological advancement - ensures compliance with current standards of hardware - the programming with the ability to migrate to new platforms,
- compliance with law such as the law on accounting.

VI. SMART UNIVERSITY

Based on the assumptions, known in the world concepts of smart city, smart business, or even smart building, it is possible to say that colleges and universities can also get a smart domain name. Based on the assumptions of the Research Group of IBM Specialists, which attempts to outline the concept of smart institution as a smart city, where it is defined as "the integration of infrastructure: physical, social, business and IT"[9], by analogy we can try to concretize basis of smart university. Figure 1 shows five segments, which authors assume as relevant to the concept of smart.

To be able to say that the university achieves type of smart, it must be managed in an intelligent way. It means, the authorities during making decision have to include all
five university contractual determinants: human and social capital (called smart people), available physical infrastructure (called smart building), an integrated information infrastructure (called knowledge grid), strategic decision-making processes (called smart governance) and aspects related to the protection of the environment (called smart environment). In order to manage institution according to such approach, decision-makers must consider institution as a whole, as a single organism. Therefore authorities of universities should be aware that making changes in one specified area has influence in second one. Considering such obvious mechanism it becoming needed to manage all segments of the university in a coordinated manner through the use of available information solutions enabling consolidation of knowledge and efficient management. Hence the necessity of implementation properly prepared, dedicated, fully-integrated management information system enhanced by intelligent modules, allowing to carry out a number of advanced business analytics. Computerization of communication between university-customers will help to facilitate the collection of information and improve communication between system users. In addition, the accumulation of large amounts of information, both in the form of reports, studies, statistics, or in the form of answers to questions, contribute to the development of the wisdom of the institution. Operation of university decision-making bodies in terms of sufficient information can therefore be involved in creating the best conditions for the development of the institution, as well as serve the needs of the labour market and the customers themselves universities. Improving the quality of services provided by universities can be guaranteed only taking into consideration the resource information from its environment. Therefore, it is important that the participants had the opportunity to free, independent, re-use of public resources, tools and information.

In addition, smart university should have:

• complex interaction (called comprehensive contact), including intelligent management of resources, equipment and utilities, allowing to specify the location of objects in real time using ICT infrastructure
• full integration (called fully-integrated), assuming that the basic scheme of the system infrastructure supporting university heterogeneous data are fully integrated together,
• incentive for innovation (called encouragement for innovation), covering all activities of the university intended mainly for its interior and exterior public institutions in order to spread the use of its new technology as a way to ensure the development of their own, as well as regional
• group work (called collaborative operation), based on intelligent infrastructure, critical systems and cooperating users - employees of the university, both administrative and scientific, which will help to improve the efficiency of the university.

A perfect example of higher education in Poland, which aims to provide smart can be a School of Social Sciences (pl. SWPS), based in Warsaw, together with affiliated divisions in Poznan, Wroclaw, Katowice, Sopot have deployed dedicated to the needs of the institution integrated management information system ERP SIMPLE.EDU [25]. The use of a comprehensive IT solution by School of Social Sciences allowed for more efficient management of the institution and the proper management of its resources, mainly knowledge organization.

VII. CONCLUSION

The discussion conducted in the pages of this article can be concluded that the company's success is conditioned by the precise knowledge management company. It also means that organizational success depends on access to high-quality information, appropriately implemented IT solutions and business culture of institutions. “Managing organization requires efficient management of knowledge and human capital, treated as assets that are purchased, maintains, develops, evaluates and monitors. To enable the organization to be fully competitive in the global and local market should meet two conditions: have adequate knowledge and be able to take advantage of their knowledge”[13]. As can be seen in the pages of this article, knowledge is a sensitive factor in determining business value.

Additionally, caring about knowledge management at every level of organization enables creating opportunities of organization growth. It allows also to implement innovation, conduct studies on the effectiveness of organization considering processes inside and outside the organization. Such strategy may improve functioning of the supply chain, in which the institution operates. Also, implementation of customized information system supporting managing allows improving communication within the organization. Ensuring integration within organization supported by a comprehensive intelligent information system management is the starting point for achieving the objectives contained in the concepts such as Sustainable Development Strategy and Knowledge-Based Economy. Meeting the objectives of computerization of enterprises, which is crucial for the use of highly skilled human capital, business management in a holistic way, where decisions to solve one problem take into account potential changes in other aspects of company is none other than the foundation of modern management concepts, where the business seeks to type named “smart”.
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Abstract—Publicly available Web search engines suffer from several limitations, which significantly reduce usability in particular cases. The most important limitations are out-of-date information, very simple query language and limited number of results. In many cases, users of the Internet are interested in finding new information which appear in the particular Web portal. In this paper, a system for monitoring of Web sites is presented. The system can continuously analyze the content of specified Web pages using advanced text processing algorithms. It actively notifies the user when required information is found in newly-added content. It can be deployed on a single PC as well as on a cluster of computers, providing good scalability. The paper presents an abstract architecture of the system, details of the implementation and real-life experiments results.

I. INTRODUCTION AND RELATED WORKS

The growth of the World Wide Web, which has been observed over last years, has resulted in the greatest base of electronic data. It is hard to even estimate real size of the Web. The WorldWideWebSize.com portal claims that the most popular search services index more than 50 billion Web pages [1]. Four years ago Google published an information, that the indexer found 1 trillion unique addresses [3]. These estimates definitely do not show the real size of the Web because the indexers deliberately ignore particular fragments, like content generators, link farms or pages with illegal content.

The features of the Web pose huge challenges for searching systems. The size itself creates significant scalability and performance issues. What is more, it is very hard to acquire information about what a user is really looking for and detect pages containing information needed by the user.

Publicly available Web search services offer access to very simple and fast ways of finding pages. The services use Web crawlers to visit as many pages as possible and build an inverted index of all processed content. The indexes make it possible to find Web pages which contain specified words in few milliseconds. This method of finding information in the Web is used every day by each Web user. However, several significant drawbacks and limitations of the approach do exist:

- If several pages contain all specified words, ordering of results is imposed by the search engine. Sorting is typically based on popularity. This feature connected with the limit in the number of found pages results in inability of finding some pages.
- The query language is typically very simple. It is impossible to express advanced patterns concerning sentences or use synonyms. It is even impossible to specify rules specifying letters casing, distance between words or words ordering.
- Low frequency of crawling causes outdated results. The searchers often find pages which contain different content or no longer exist.
- High popularity of search engines results in an interesting feature of the Web: if a page cannot be found using search services it is considered nonexistent.

These limitations encourage researchers to continue work on different ways of finding valuable information in the Web. The subject of focused crawling has received significant attention over last few years. The idea of a crawler which can select pages relevant to a specified topic [7] has been implemented using various techniques [8], [10]. Most obvious application of a focused crawler is a topic-specific search service, which can provide more accurate results.

Use of index-based search engines can successfully direct a user to potentially interesting Web sites. However when the content of the Web sites changes fast and the information must be detected as soon as possible after it is published, indexing-based methods becomes insufficient. When a user knows where to look for results, but it is impossible to watch the Web sites continuously, a different approach to the problem of searching the Web is needed.

Some complex solutions in this area were also presented. Liu et al. [4][5] proposed a system that monitors web resources and reports changes of web content by sending messages for system’s users. Although, those solution does not focus on various methods of information pattern detection, as it’s presented in this article. The another system - WebMon [9] is also a tool for web information monitoring, and could be applied to monitor date, keywords or links. It’s intended for multiuser access and provides a useful functionalities, but it also doesn’t support various pattern detection mechanism.

There are also publicly available solutions as Corona tool [6], which is easily scalable decentralized system available for multiple subscribers, but it’s detection pattern flexibility is limited.

In this paper a system for monitoring selected fragments of the Web is presented. It provides a service, which can monitor precisely specified fragments of the Web and actively report when a particular pattern is found in a newly-published content. The various pattern detection methods were tested and compared. Also crawl performance and pattern detection is...
tested and presented, in comparison to standard Google search
eresults. Proposed system could be deployed on a PC, server
or cluster - based architecture, to fulfill required performance.
Possible applications of the system include monitoring auc-
tions services or job advertisements. It can also be used by law
enforcement services for detecting illegal content quickly.

II. ARCHITECTURE OF THE WEB MONITORING SYSTEM

The architecture of the system is inspired by a Java-based
general purpose Web crawler with indexer presented in [11],
[12]. The crawler uses a cluster of computers for parallel
processing of different Web sites. It provides a distributed
inverted index of all words found on visited pages. The general
architecture of the Web monitoring system is presented in a
Figure 1.

The Crawler component is a single processing thread. It
contains a queue of URLs to download and analyze. It is
responsible for performing all operations needed to process a
Web Page – details on processing algorithms will be presented
in the next section. The most important result of the processing
is URLs detection – the URLs are returned to the Smith
Component.

The Smith component controls multiple Crawler threads. It
starts specified number of Crawlers, manages URLs queues,
receives found URLs and communicates with the Node Man-
ger.

Each node used by a system has a single Node Manager
is responsible for communication with global System Man-
ger. Each Node Manager provides administration interface
for monitoring and management. It also provides a service
interface, which is used for executing search queries.

The System Manager is responsible for controlling nodes.
It collects and distributes found URLs, performs distributed
search and provides access to management interface of every
node. It also provides a Web Service interface for clients of
the system.

The Client application uses provided Web Service interface.
It is implemented in a different technology and provides
convenient graphical user interface.

The system can be deployed in three different ways:
1) PC-based,
2) server-based,
3) cluster-based.

The smallest configuration can be executed on a single
modern PC. In this configuration all components are running
on the same computer. This configuration uses particular
settings, which significantly limit required system resources.
It does not need expensive hardware however, it can be used
only for monitoring several small Web sites.

In the configuration using a single server, the MySQL
database server and the JBoss application server are executed
on a powerful machine, which is working constantly. User
application can be started from time to time in order to verify
searching progress. In this configuration several users can use
the same server. Tests showed that a single server can process
around 100 000 Web pages every hour.

The most advanced configuration uses a cluster of servers.
The performance of processing in this configuration can be
easily increased by adding new servers to the cluster.

III. RESOURCES PROCESSING ALGORITHM

The most important part of the system is implemented by
the Crawler component. It performs processing of Web pages
content downloaded from the Internet. A diagram of steps
performed by the Crawler is shown in a Figure 2.

The process of crawling is controlled by the Manager,
which stores a queue of URLs to process. All URLs found
by the node are stored in the URLs database. The Manager
continuously executes the processing sequence, which consists
of the following steps:

• Resource downloading, which results in HTML source
  stored in a memory buffer. This step includes filtering
  unsupported file formats, HTTP servers error handling
  and maximum source length verification.

• HTML parsing by the Lexer. This is the most complex
  and time-consuming step of the processing which builds
  document model.

• Changes detection, which results in selecting fragments
  of a Web page content that have never been processed.

• Content processing by various plugins operating on the
document model created by the Lexer. One of the plugins
returns a list of URLs found in the processed content, that
are added to the queue of the Manager.

This sequence is being executed by every single URL which
appears on the list of the Manager. The following sections
provide more details on the processing algorithms.

A. Content Parsing and Resource Model Building

The Lexer converts the HTML source into a resource model.
The model represents a tree structure built of segments. Each
segment represents a selected structural element of the Web
page (tables, paragraphs and lists). Segments can contain other
segments or they can constitute leaves of the tree containing lists
of words, special characters and HTML tags.

Each element of the HTML source is converted to an
element of the tree structure or to a token. There are three
basic types of tokens:

1) words,
2) tags,
3) special characters.

Each token has its unique identifier – an eight byte integer.
Selected ranges of the identifiers are reserved for tags and
special characters. The rest is being dynamically assigned to
new words found in the content. This approach converts the
content of each leaf segment into a list of identifiers, making
following processing very efficient.

The dictionary of words is a very large data structure.
Average Web page contains several thousand words, however
typically very few are new words. Nevertheless the size of
the words dictionary can reach millions of entries after a few
days of crawling. Therefore, the implementation uses large
in-memory caches based on hash maps to make the word-to-
identifier conversion as fast as possible.

B. Changes Detection Algorithm

The changes detection algorithm is based on hash codes
calculated for analyzed content. The hash code for a segment $seg$ containing $n$ tokens is calculated using tokens’ ids in the following way:

$$hash(seg) = \sum_{i=0}^{n-1} \text{seg}[i] \cdot 31^{n-1-i} \quad (1)$$

where $\text{seg}[i]$ is the identifier of the $i^{th}$ token in the segment. The algorithm is very similar to the one used by Java String class implementation.

The hash codes are calculated for every leaf segment. If the hash code has been found in any previous processing of
the same Web page, the segment is considered unchanged
and is not processed any further. Theoretically, two different
segments could have the same hash code, however, using 64 bit
identifiers and 64 bit hash codes makes it almost impossible.

To determine what values of hash codes have been already
processed, the Content cache database is used. It stores all
hash codes of leaf segments found in a page content. Typical
Web page contains between 10 and 100 leaf segments.

C. Content Processing

Leaf segments that are considered new or modified, are
processed by all enabled plugins. A plugin is a component
which provides a common interface – it accepts resource
model or its parts.

There is one plugin which is mandatory for proper function-
ing of the system. The URL detector plugin must be enabled
to continue crawling process. It finds URLs in the content of
provided segments, searching for anchor HTML tags.
The Web Monitoring System provides several other plugins that are used for finding Web pages containing patterns specified by a user. The plugins provide several methods for defining the patterns.

a) List of words: – a user provides a list of words in particular form. A segment will match the pattern if all words are present in the segment.

b) List of stems: – a user provides a list of words in any form. A segment will match the pattern if any form of each word is present in the segment. To implement the functionality a plugin uses a stemmer component which can convert any word to its basic form and provide all possible forms for a given word. The stemmer typically requires a language-specific dictionary of all words and possible forms.

c) List of close words: – a user provides a list of words and maximum distance (in words) between all the words. A segment will match the pattern if all words are present in the segment and the distance between the most distant words is less than the value provided. The order of words in the list is ignored. This plugin can also use stems instead of words.

d) List of words in a sentence: – a user provides a list of words. A segment will match the pattern if all words are present in a single sentence in analyzed the segment. This plugin can also use stems instead of words.

e) List of optional words: – a user provides a list of words and required threshold. A segment will match the pattern if the number of specified words found in the segment exceeds the threshold. This plugin can also use stems instead of words.

The plugins provide several convenient ways of defining precise patterns which a user is looking for. They provide much more flexibility than the query languages provided by the most popular publicly available search services. Particular examples of the patterns and found content will be provided in the next section.

IV. Tests

Special set of tests of the system has been performed after implementing proposed solutions. For testing purposes, four most popular news portals, according to Alexa [2] ranking, were selected:

- interia.pl ¹,
- gazeta.pl ²,
- onet.pl ³,
- wp.pl ⁴.

For the crawl process, five detectors based on the methods described in previous chapter were configured. All of detectors searched for patterns in Polish language, due the fact that in the implementation of the stemmer algorithm and its database was available only for Polish language. It could be easily adapted to other languages by implementing the stemmer algorithm and its database in other languages.

Detectors that were used to search for results, are:

- Simple – based on List of words method, parametrized by words "virus" and "flu".
- Stem – based on List of stems method, parametrized by words "virus" and "flu" and it’s stems,
- Distance – based on List of close words method, parametrized by words "virus" and "flu" and it’s stems and distance between first and last word equal 5.
- InPhrase – based on List of words in sentence method, parametrized by words "virus" and "flu" and it’s stems,
- Percentage – based on List of optional words method, parametrized by four words: "virus", "flu", "AHIN1" (which is special kind of flu widespread in Poland in December 2012), "disease" and it’s stems, with minimum 50% percent of threshold.

Detectors search for defined patterns within the processed web page body and return the results if all searched criteria are fulfilled. The big advantage of the proposed system is the results memory mechanism. It allows to return the result only if it appears on processed web page for the first time, or if the surrounding content has changed since the previous processing.

<table>
<thead>
<tr>
<th>Domain</th>
<th>NoC/FC</th>
<th>GS</th>
<th>AFU/APU</th>
<th>ACT</th>
<th>EFF</th>
<th>UM/PM</th>
</tr>
</thead>
<tbody>
<tr>
<td>interia.pl</td>
<td>17/11</td>
<td>3.8mln</td>
<td>3320/3150</td>
<td>1h 45m</td>
<td>0.5</td>
<td>0/0</td>
</tr>
<tr>
<td>gazeta.pl</td>
<td>17/12</td>
<td>3.6mln</td>
<td>4375/3951</td>
<td>1h 52m</td>
<td>0.58</td>
<td>24/283</td>
</tr>
<tr>
<td>onet.pl</td>
<td>15/10</td>
<td>2.4mln</td>
<td>6112/5950</td>
<td>3h 10m</td>
<td>0.52</td>
<td>119/286</td>
</tr>
<tr>
<td>wp.pl</td>
<td>17/8</td>
<td>6.9mln</td>
<td>2602/2520</td>
<td>1h 45m</td>
<td>0.4</td>
<td>258/581</td>
</tr>
</tbody>
</table>

- NoC - number of crawls
- FC - number of full crawl processes
- GS - number of pages returned by Google "site:" query
- AFU - average number of urls found on domain during single crawl
- APU - average number of urls processed on domain during single crawl
- ACT - average total domain crawl time
- EFF - average crawl efficiency [urls/second]
- UM - number of urls with any patterns matched
- PM - number of patterns matched within the domain

Fig. 3. Crawl performance diagram

The test period last 48 hours – it started on Saturday at 10am and it finished on Monday at 10am. Crawl performance

¹ www.fakty.interia.pl
² www.wiadomosci.gazeta.pl
³ www.wiadomosci.onet.pl
⁴ www.wiadomosci.wp.pl
recorded during the test are shown in Table I and Figure 3. There could be observed some interesting facts:

- Number of urls within the domains returned by the Google "site:" search query varied from 2,4 to almost 7 millions. The number is huge, because it includes archive urls from the Google storage. Performed crawl returned at most about 6000 urls on single crawled domain. This is less than 0.3% of urls declared by the Google search engine, but those urls are all currently available urls, accessible by links spread from top domain url.
- Time of the single domain crawl process varied from 1h30min to 4 hours per domain. Average domain crawl efficiency was comparable for all the domains, about 0,5 processed url per second.
- Not every crawl process succeeded with full url list being processed. Some crawls has been terminated after crawling just a few percent of urls from domain. This is probably a result of temporary ban for IP of the crawling system.
- The number of returned results is neither related to the estimate (returned by Google "site:" query), nor real urls number of the domain. Most results were found on the smallest of crawled domains. The biggest domain was on the second position regarding number of unique web pages with matched pattern.
- One of the domains (fakty.interia.pl) did not contain any results for whole test crawl period.
- About 95% (average) of urls found during crawl process are the documents in textual (text or html) format and they are processed by the detectors.

Crawl and detection effects are presented in Table II. Results are grouped into two hour time units. First two rows of table indicate hour of test ("HoT") and related hour of day ("HoD") of crawl process. "NoU" row represents a number of unique urls found by all detectors within every domain crawled during the test. "NoP" represents a number of patterns found on web pages by all detectors. Below, there are statistics for all detectors separately, displayed as "NoU" and "NoP" values.

Interesting remarks that could be observed on a base of test results are:

- The detector with biggest number of urls returned is the Percentage one – based on List of optional words. It is also result of its search criteria - 2 of of 4 words were required to report as pattern matched.
- Detectors based on word’s stems (Stem/Distance/InPhrase) return very similar number of results (about 90% of average common results).
- Detector Simple (without word’s stems) returns about 40% of stem-based detector results and matches about 30% of patterns found by stem-based detectors.
- In the figure 4, there is clearly shown, that most of the results (above 51%) are found during first crawl process (in first 4 hours of test).
- There could be observed some tendencies and periodicity of new information appearance. New patterns are found every morning, between 22 and 26 hour of test (8-12am), and also between 42 and 46 hour of test (4-8am). It differs slightly but it is probably caused by crawl density process. Also Saturday afternoon is the time, when the information peak could be observed. Both of this remarks could be result of:
  - new articles published (morning news),
  - increased activities of users commenting articles (evenings).

- an average number of detected patterns observed in the Figure 5 correspond to the trend of the number of unique urls containing pattern. Although there can be observed some deviations. On the 6 and the 16th hour of crawl, there are conspicuous peek of number of detected patterns, which is not related to an adequate incrementation of number of unique pages containing results (8 pages with 79 results and 14 pages with 210 results). Such result was caused by crawling the portal’s search engine webpages, containing set of queries and query results related to search topic.

![Fig. 4. Number of web pages found during crawl](image_url)

![Fig. 5. Number of patterns matched on web pages during crawl](image_url)

Table III presents statistics about number of patterns found on single web page. The remarks based on those results are:
TABLE II
DETECTOR RESULTS

<table>
<thead>
<tr>
<th>HoT</th>
<th>0</th>
<th>2</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>10</th>
<th>12</th>
<th>14</th>
<th>16</th>
<th>18</th>
<th>20</th>
<th>22</th>
<th>24</th>
<th>26</th>
<th>28</th>
<th>30</th>
<th>32</th>
<th>34</th>
<th>36</th>
<th>38</th>
<th>40</th>
<th>42</th>
<th>44</th>
<th>46</th>
</tr>
</thead>
<tbody>
<tr>
<td>HoD</td>
<td>10</td>
<td>12</td>
<td>14</td>
<td>16</td>
<td>18</td>
<td>20</td>
<td>22</td>
<td>00</td>
<td>02</td>
<td>04</td>
<td>06</td>
<td>08</td>
<td>10</td>
<td>12</td>
<td>14</td>
<td>16</td>
<td>18</td>
<td>20</td>
<td>22</td>
<td>00</td>
<td>02</td>
<td>04</td>
<td>06</td>
<td>08</td>
</tr>
<tr>
<td>NoU:Simple</td>
<td>16</td>
<td>3</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>11</td>
<td>11</td>
<td>0</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>7</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>NoP:Simple</td>
<td>24</td>
<td>3</td>
<td>11</td>
<td>11</td>
<td>0</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>7</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>NoU: Stem</td>
<td>32</td>
<td>11</td>
<td>7</td>
<td>3</td>
<td>4</td>
<td>9</td>
<td>5</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>NoP: Stem</td>
<td>67</td>
<td>15</td>
<td>25</td>
<td>39</td>
<td>8</td>
<td>16</td>
<td>13</td>
<td>7</td>
<td>31</td>
<td>0</td>
<td>10</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>10</td>
<td>8</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NoU: Dist</td>
<td>31</td>
<td>11</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>NoP: Dist</td>
<td>63</td>
<td>15</td>
<td>19</td>
<td>36</td>
<td>8</td>
<td>11</td>
<td>10</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>NoU: InPhr</td>
<td>29</td>
<td>10</td>
<td>6</td>
<td>3</td>
<td>4</td>
<td>8</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NoP: InPhr</td>
<td>52</td>
<td>13</td>
<td>19</td>
<td>36</td>
<td>8</td>
<td>11</td>
<td>10</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>NoU: Dist</td>
<td>47</td>
<td>14</td>
<td>9</td>
<td>4</td>
<td>5</td>
<td>12</td>
<td>6</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>NoP: Dist</td>
<td>116</td>
<td>20</td>
<td>57</td>
<td>68</td>
<td>10</td>
<td>24</td>
<td>18</td>
<td>12</td>
<td>39</td>
<td>0</td>
<td>2</td>
<td>17</td>
<td>10</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>NoU</td>
<td>155</td>
<td>49</td>
<td>32</td>
<td>14</td>
<td>17</td>
<td>38</td>
<td>22</td>
<td>8</td>
<td>8</td>
<td>0</td>
<td>1</td>
<td>11</td>
<td>10</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>2</td>
<td>14</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>NoP</td>
<td>322</td>
<td>66</td>
<td>111</td>
<td>210</td>
<td>34</td>
<td>66</td>
<td>55</td>
<td>31</td>
<td>79</td>
<td>0</td>
<td>2</td>
<td>50</td>
<td>36</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>6</td>
<td>3</td>
<td>40</td>
<td>32</td>
<td></td>
</tr>
</tbody>
</table>

- HoT - hour of a test (0 - 47)
- HoD - hour of a day (0 - 23)
- NoU - number of unique urls with results (for all detectors)
- NoP - number of pattern occurrences (for all detectors)
- NoU-X, NoP-X - NoU or NoP for particular detector

V. CONCLUSIONS AND FURTHER WORK

The system presented in this paper is a promising base for further works and development, in the area of information retrieval from WEB resources. After certain improvements it could provide useful functionalities, that can definitely find applications in real-life scenarios. Created method for detecting modifications in the webpages’ content provides an efficient way of finding only newly-added information.

The proposed solution may also have a variety of applications in open source intelligence analysis. The crawler can be used to build a knowledge base that contains information about objects, events and relations between them (e.g. companies and involved people). This can be further integrated with other analytical tools, such as LINK platform, which supports mainly criminal analysis [13]. This way the crawler can be used as valuable data source for performing various analyses (for example searching relations between people and companies involved in fraud).

Further research on the approach will include performance improvements and development of more advanced methods for defining content patterns. Moreover, tags-avoiding methods are planned, in order to optimize results quality. A possibility of defining semantic meaning of a content or of a similarity to a given text would be more useful than specifying a list of words. This could be achieved by methods of machine learning [14] for building classifiers for particular types of content.
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Abstract—Business Intelligence should be described as a way of managing our company more than a set of functionalities in a computer software. Acquiring a real profit requires enterprise management to understand the value of the data and the way data describe business processes. Being aware of the business and measuring its performance we are able to improve the processes and make whole the business more effective. To achieve business improvement we require efficient Business Intelligence system as a combination of a software, hardware, the communication infrastructure and services regarding data preparation, integration and delivery to the system.

In this paper, author considers if the service oriented approach and cloud computing can make BI implementation more efficient.

I. INTRODUCTION

BUSINESS INTELLIGENCE for sure is the way for the enterprise to make the business more efficient. BI systems are fed by a big volumes of data coming from the transactional systems working inside company. That is why the BI systems are most often on-premise software which means they are hosted on the servers inside the building the company is located.

Another way of using software is called software as a service or cloud computing which can bring the significant benefits for a company. Are these benefits strong enough to make BI implementation in cloud environment more efficient than on-premise?

II. BI IMPLEMENTATION

Different definitions show that the components of business intelligence software are inter alia [1]:

- Data warehousing
- Multidimensional analysis, for example OLAP
- Data mining
- Business analysis
- Visualization
- Querying, reporting and charting (including just-in-time and agent-based alerts)
- Geospatial analysis

The software is supplied by the following categories of data:

- Operational data (regarding financial, logistics, sales, orders, personnel, billing)
- Private data (mainly spreadsheets prepared by business analysts, knowledge workers, statisticians and managers regarding analysis and reports)
- External data (purchased from vendors specializing in collecting industry-specific information such as: Health care statistics, customer profile information, customer credit reports, trends, currency fluctuations, stock prices demographic data and many more)

Operational data in most cases come from the transactional systems hosted inside the company. They are the biggest data volumes from all mentioned categories. Operational data is probably the most important data category because the data describe directly our business.

In a current situation most of BI systems are implemented basing on the following assumptions:

- BI system is located in the same LAN as the main transactional systems, because it collects the huge amount of data from transactional systems,
- Data loading is performed once a day at the time when users do not access the systems,
- The internal structure of the data warehouse is unique for every implementation (because every enterprise has unique combination of transactional systems that they use).
- The user interfaces are usually typical for business analytics, reporting, visualizations, charting and manager dashboards
- BI system needs a lot of resources, mainly: disk storage because of the volumes of data, network capacity during data loading, processor and memory during data processing.

We have to admit, that BI is evolving. The new possibilities of use appear what implies new challenges for Business Intelligence. We can find among them [3],[8]:

- Big Data analytics
• Mobile BI
• In memory BI
• Self service BI
• Consumerization of Enterprise Software

III. SERVICE ORIENTED ARCHITECTURE

Service oriented architecture of software is not a new technology [4]. It is rather the idea of creating software as a set of modules called services that collectively provide the complete functionality of a large software application. The services should cooperate by exchanging data and information with other services without any human interaction. The services should be treated as black boxes with precisely defined input parameters and output results. For the architect of enterprise application consisted of services the algorithms implemented inside the service are not so important. The services can have various types. We can have:

- business service – simple IT component responsible for a part of business,
- Web Service – as a method of communication between 2 programs based on World Wide Web protocol
- IT Service – as a business process of supplying benefits to the recipient by a supplier

In order to build efficient SOA solutions the services must meet following requirements:

- Interoperability between different programming languages, systems that allow integration of services
- Federation of resources that allows transparently mapping multiple autonomous resources to be treated by users as one federated resource

Cloud is becoming more and more popular environment for hosting business applications. All greatest IT vendors in the world provide their software as a service available in the cloud. It means the systems are hosted in the vendor’s environment on vendor’s severs and the systems are available by Internet connection. To the most popular IT systems provided in cloud belong:

- Enterprise email systems together with tools regarding workgroup like shared calendars, resources reservation and applications improving employees’ productivity,
- Document management systems,
- Content management systems,
- Databases (like Google Cloud SQL or Windows Azure SQL),
- Business applications like CRM, ERP,
- Application hosting services with programmers API allowing customer to build his own software and host it in the cloud.

The main assumption of cloud services according to Forrester’s definition is supplying standardized IT capacity over Internet in a pay-per-use and self-service way [7]. We can understand, that it is suitable way of using IT for all systems that works in a standard way. It we have to use dedicated software the cloud can be too limited for us. According to the Internet technologies – cloud is supporting the standards prevalent in mobile devices. Most of the standardized cloud services can be run at any devices with any operating systems.

What are the main benefits or using cloud services in business[6]?

- It lowers the costs of entry for smaller companies who are trying to use the same software and technologies as the big corporations.
- If the IT solution needs a large amount of computing power for relatively short time the cloud can provide us the resources dynamically what is financially available even for small companies.
- It provides immediate access to hardware resources without any upfront investments. It shortens the time to market for many IT solutions.
- Even for large enterprises cloud can allow to scale their applications in a simpler way. The company has an easy access to the new computer resources whenever then are necessary.
- Cloud computing requires payments only for the resources the company really utilizes. In many cases it is more effective financially than investing the money on the start.

When we compare the characteristics of the cloud environment and the benefits with the assumptions of BI implementations and challenges of BI we can observe that they match each other. Many of those benefits concerning cloud are suitable for Business Intelligence solutions. The features of BI Systems and cloud are summarized in table 1. As we can observe there are some features that do not fit each other. The basic problem concern the huge data transfer from transactional systems hosted mainly on-premise to the solution kept in cloud. The second issue is about dedicated integration procedures and unique data warehouse structure what do not match the standardization of the cloud solutions. We have to admit that those issues will not occur when we have transactional systems hosted also in the cloud – the cloud BI system is a very natural solution because:

- data during the loading stay in the same environment and do not overload the network connection
- the procedures of integration will be typical because the cloud transactional systems must be implemented in a common way
If we have most common architecture of transactional systems and they are hosted on-premise we have to elaborate the solution for the indicated issues.

One of the solutions may be an adoption of a hybrid BI environment consisting of:

- the data integration layer which is stored on premise
- the business logic layer stored in the cloud

IV. CONCLUSION

This paper presents the idea of cloud BI system. There are some cases that may inhibit such model of BI software functioning, but author presents how to manage them and what advantages gives combining features of a cloud environment with user expectations regarding BI systems.
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Abstract—Nowadays, a considerable number of enterprises develop new products using an Enterprise Resource Planning (ERP) system. One of the modules of a typical ERP system concerns project management. Functionalities of this module consist of defining resources, company calendars, sequence of project tasks, task duration etc. in order to obtain a project schedule. These parameters can be defined by the employees according to their knowledge, or they can be connected with data from previous completed projects. The paper investigates using an ERP database to identify critical factors, i.e. variables that significantly influence on new product development. Project duration and cost is estimated by a fuzzy neural system that uses data of completed projects stored in an ERP system.

I. INTRODUCTION

The present information and communication technologies have become one of the most important factors, conditions and chances of the firm development. These technologies enable the collection, presentation, transfer, access and using of enormous amount of data. The data are a potential source of information that in connection with manager skills and experience may influence on the choice of the correct decision. ERP systems help to collect, operate, and store data concerning daily activities of an enterprise (e.g. client orders), as well as the results of previous projects (development of products).

Project success or failure depends on many critical factors, such as the kind of project, access to resources, methods of project management, and environment [1], [2]. The reasons for project failure can be generally considered as a lack of accessibility of resources (e.g. human, financial, raw materials) and changeability of the external environment. Moreover, unstable requirements, lack of well-defined scope, quality of management, and skill of the employees can cause project failure. To reduce project overruns, there are two ways to approach the problem. The first way is to increase the accuracy of the estimates through a better estimation process and the second, to increase the project control.

It is unrealistic to expect very accurate estimates of project effort because of the inherent uncertainty in development projects, and the complex and dynamic interaction of factors that influence on its development. However, even small improvements will be valuable, especially by large-scale projects. More accurate forecasting supports the project managers in planning and monitoring the project, for instance, in project cost, resource allocation, and schedule arrangement.

New product development is connected with uncertainty that includes both internal (e.g. communication in project team, planning techniques, cash flow) and external environments (e.g. social, economic, political, technological conditions). Sources of uncertainty are wide ranging and have a fundamental effect on projects and project management [3]. Uncertainty is an important issue in the support of any decision-making in the process of new product development. Since most companies should estimate project parameters, there is a need to develop an approach that takes into account the imprecise character of data and copes with enormous amount of data. The description of project management and knowledge management in the context of an ERP system, as well as a fuzzy neural system combining the ability for learning and processing inaccurate data is presented in the next section.

II. BACKGROUND

A. Project management in an ERP system

In recent years, the advancement of information technology in business management processes has placed ERP system as one of the most widely implemented business software in various enterprises. ERP software promises significant benefits to organizations. Some of these benefits include lowering costs, reducing inventories, increasing productivity [4], improving operational efficiency [5], [6], attaining competitive advantage [7], and bettering the reorganization of internal resources [8], [9].

The goal of an ERP based integrated information system is to make the system effective, efficient and user friendly. The performance of software depends on the interaction between the software and users. The primary task of an integrated system is to maintain the data flow of an organization and to reduce the redundancy [10]. ERP is a system for the seamless integration of all the information flowing through the company such as finances, accounting, human resources, supply chain, and customer information [11]. One of the functionalities of an ERP system also includes project management that company can use to develop new products.

The project management functionality comprises the definition of master files and obtaining a project schedule. The definition of master files includes resources that are use in a project, resource calendars, company calendars, time models (blocks), as well as project activities, estimates of activity duration, sequencing (order of activities), milestones. This
data is the bases to obtain resource allocation, planned cost, network chart, and analyses concerning e.g. original and actual cost.

B. ERP systems from a knowledge perspective

A variety of knowledge management and knowledge integrated manufacturing models have emerged one after another in recent years [12]. These models can be considered in the context of manufacturing or knowledge aspect [13]. The role of manufacturing knowledge is a key strategic resource and it can be presented as the interactive process between manufacturing knowledge and cross-functional activities [14], [15], [16]. Knowledge management may be incorporated into ERP implementation with the use, for instance, a self-sufficient model [17]. In turn, a base to characterize product development and knowledge evolution process can be an integrated knowledge reference system [18].

In the implementation phase, ERP systems have an impact on organizational knowledge (stock of knowledge, distribution, learning processes) [19], as well as on efficiency and flexibility of a knowledge management system [20]. Moreover, business knowledge in the ERP software package to the adopting organization (types of knowledge transferred, resolution of conflicts with existing organizational knowledge, changed knowledge structure) is transferred and internalized from consultants to clients [21], [22]. Knowledge-related ERP systems research mainly concerns the knowledge issues encountered during the system implementation phase or the ‘shake-out’ period immediately following implementation [23]. The use of an ERP database in the post-implementation phase of ERP system lifecycle is usually obscured. This provides the motivation to develop the approach dedicated for knowledge acquisition in the context of new product development in an enterprise that uses an ERP system.

C. Description of fuzzy neural system

Knowledge acquisition requires some techniques that cope with the description of relationships among data and that solve the problems connected with e.g. classification, regression, and clustering. These techniques include neural networks, fuzzy sets, rough sets, time series analysis, Bayesian networks, decision trees, evolutionary programming and genetic algorithms, Markov modeling, etc.

Fuzzy logic and artificial neural networks are complementary technologies and powerful design issues encountered that have their strengths and weaknesses [24]. Table I shows a comparison of the properties of these two technologies.

The fuzzy neural system has the advantages of both neural networks (e.g. learning abilities, optimization abilities and connectionist structures) and fuzzy systems (simplicity of incorporating expert knowledge). As a result, it is possible to bring the low-level learning and computational power of neural networks into fuzzy systems and also high-level human like IF-THEN thinking and reasoning of fuzzy systems into neural networks. The fuzzy neural method is rather a way to create a fuzzy model from data by some kind of learning method that is motivated by learning procedures used in neural networks. This substantially reduces development time and cost while improving the accuracy of the resulting fuzzy model. Being able to utilize a neural learning algorithm implies that a fuzzy system with linguistic information in its rule base can be updated or adapted using numerical information to gain an even greater advantage over a neural network that cannot make use of linguistic information and behaves as a black box [25].

The behaviour of a fuzzy neural system can be represented by a set of humanly understandable rules or by a combination of localized basis functions associated with local models, making them an ideal framework to perform nonlinear predictive modelling. Nevertheless, one important consequence of this hybridization between the representational aspect of fuzzy models and the learning mechanism of neural networks is the contrast between readability and performance of the resulting model [25]. The combination of fuzzy systems and neural networks has recently become a popular approach in engineering fields for solving problems in control, identification, prediction, pattern recognition, etc [26], [27], [28]. One well-known structure is the adaptive neuro-fuzzy inference system (ANFIS). ANFIS model is a universal approximator which has the non-linear modelling and forecasting function.

III. Method for estimating project duration and cost

The proposed method is dedicated for new product development in an enterprise that uses an ERP system. New product development is often connected with the superficial changes in design and/or functionality of past products. Thus, data of completed projects can be used to identify relationships between the parameters of past projects and their durations and costs. The method consists of the following stages:

1) extracting data (parameters of past projects) from an ERP system;
2) identification of critical factors that significantly influence on new product development;
3) learning ANFIS in order to obtain rule base;
4) estimating duration and cost of new product development;
5) loading data (estimate of project duration and cost) to an ERP system (module project management).

The presented methodology concerns the estimation of project duration and cost in the different phases of new product development (see Fig. 1). In each of these phases, the critical factors (parameters of an ERP database) that significantly influence on new product development are sought.

Database of an ERP system comprises an enormous number of parameters that can be considered as potential variables to identify the duration and cost of project phases. The second stage in the above-presented procedure concerns the identification of critical factors that influence on the project duration and cost, and indirect on new product development. If the relationship between a variable and the project duration and cost is significant (greater than a level defined by the user), then the variable is considered as the critical factor. The
TABLE I

PROPERTIES OF NEURAL NETWORKS AND FUZZY SYSTEMS

<table>
<thead>
<tr>
<th>Skills</th>
<th>Type</th>
<th>Fuzzy Systems</th>
<th>Neural Networks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge acquisition</td>
<td>Inputs</td>
<td>Human experts</td>
<td>Sample sets</td>
</tr>
<tr>
<td></td>
<td>Tools</td>
<td>Interaction</td>
<td>Algorithms</td>
</tr>
<tr>
<td>Uncertainty</td>
<td>Information</td>
<td>Quantitative and qualitative</td>
<td>Quantitative</td>
</tr>
<tr>
<td>Reasoning</td>
<td>Cognition</td>
<td>Heuristic approach</td>
<td>Perception</td>
</tr>
<tr>
<td></td>
<td>Mechanism</td>
<td>Low</td>
<td>Parallel Computation</td>
</tr>
<tr>
<td></td>
<td>Speed</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Adaptation</td>
<td>Fault-tolerance</td>
<td>Low</td>
<td>Very high</td>
</tr>
<tr>
<td></td>
<td>Learning</td>
<td>Induction</td>
<td>Adjusting weights</td>
</tr>
<tr>
<td>Natural language</td>
<td>Implementation</td>
<td>Explicit</td>
<td>Implicit</td>
</tr>
<tr>
<td></td>
<td>Flexibility</td>
<td>High</td>
<td>Low</td>
</tr>
</tbody>
</table>

Fig. 1. New product planning phases

Source: [29]

variables are chosen according to the user’s experience and can be as follows: a number of human resource (in person-hour), machine-hour, raw material, and activities in a project phase, as well as financial means, delay in client’s payment and material delivery by suppliers, quality of material (number of complaints), time of machine inspection, absenteeism during project implementation, project team members, and project manager.

A large number of independent variables in a large data set can present two major problems. Firstly, too many variables result in long training times when the model is built. Secondly, large number of observations and variables tend to retain redundant information through multicollinearity leading to unreliable models. Some of the variables present in historical data are needed for some problems and some variables for others. Often, different variables may carry the same information [30].

A variable reduction method can be based on principal component analysis that is used as a dimension reduction technique for linearly mapping high dimensional data onto a lower dimension with minimal loss of information. The variable reduction is not the main issue in this research and it is not further considered.

The third stage in the proposed methodology concerns obtaining rule base with the use of ANFIS. The identification of rules and the initial parameters of membership function of fuzzy sets are obtained with the use of e.g. grid partition, fuzzy c-mean, or subtractive clustering. The learning stage requires the declaration of optimisation weights method (e.g. backpropagation algorithm) and stop criterion (e.g. error value or the number of iteration). After learning phase, the testing data are led into input of system to compare the results with target. Next section presents an example concerning the use of the above procedure.

IV. EXAMPLE OF PROJECT DURATION AND COST ASSESSMENT

The output variables contain the duration ($d_i$ in months) and cost ($c_i$ in monetary unit - m.u.) of the $j$-th phase in project $i$. In turn, the input variables include:

- $h_{ji}$ - number of human resource in the $j$-th phase of project $i$ (person-hour);
- $a_{ji}$ - number of activities in the $j$-th phase of project $i$;
- $s_{ji}$ - number of subcontractors in the $j$-th phase of project $i$;
- $tm_{ji}$ - number of project team members in the $j$-th phase of project $i$.

Table II presents data of eight past projects (development of products) for product design phase that has been applied to the proposed approach.

Calculation has been generated with the use of ANFIS tool that is Matlab software. The application of fuzzy-neural system requires the declaration of input variables and parameters connected with ANFIS, e.g. defuzzification method. Figure 2 presents two ANFIS, for the duration and cost of project phase, respectively.

After the declaration of input variables in fuzzy neural system, the initial parameters of membership functions of fuzzy sets are estimated. As a result, the structure of fuzzy neural system is determined. In next stage, the fuzzy neural system is learnt according to e.g. backpropagation algorithm, and consequently, the shape of membership function is determined (Fig. 3).

The rules can be presented for decision maker in descriptive form. The example of fuzzy rules for the duration and cost is presented in Fig. 4.

To eliminate too strictly function adjustment to data and to increase the estimation quality, the data set is divided into
TABLE II
PROJECT VARIABLES FOR PRODUCT DESIGN PHASE

<table>
<thead>
<tr>
<th>Variable</th>
<th>( P_1 )</th>
<th>( P_2 )</th>
<th>( P_3 )</th>
<th>( P_4 )</th>
<th>( P_5 )</th>
<th>( P_6 )</th>
<th>( P_7 )</th>
<th>( P_8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human resource</td>
<td>500</td>
<td>400</td>
<td>350</td>
<td>450</td>
<td>600</td>
<td>400</td>
<td>650</td>
<td>500</td>
</tr>
<tr>
<td>Number of activities</td>
<td>25</td>
<td>22</td>
<td>20</td>
<td>25</td>
<td>28</td>
<td>22</td>
<td>25</td>
<td>20</td>
</tr>
<tr>
<td>Number of subcontractors</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Number of team members</td>
<td>8</td>
<td>7</td>
<td>6</td>
<td>8</td>
<td>12</td>
<td>10</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>Duration</td>
<td>14</td>
<td>12</td>
<td>10</td>
<td>15</td>
<td>16</td>
<td>15</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>Cost</td>
<td>380</td>
<td>320</td>
<td>320</td>
<td>400</td>
<td>500</td>
<td>420</td>
<td>650</td>
<td>600</td>
</tr>
</tbody>
</table>

Fig. 2. Specification of fuzzy neural system

The membership functions and rules are a basis to evaluate the duration and cost of an actual project. Let us assume that for the actual project are considered the following values: number of person hours equal 475, number of activities equal 24, number of subcontractors equal 11, and number of team members equal 9. Thus, the duration equals 16.4 months and cost of project phase equals 440 m.u. (see Fig. 5).

There is also possibility to conduct what-if analysis. For instance, if a number of subcontractors will be increased to 20, then the project will be decrease to 13.7 months (see Fig. 6).

The above-presented analysis is conducted for each phase of project and the obtained estimates can be used to evaluate cash flow, working capital, financial reserves, product launch, and other critical factors of an enterprise activity.
TABLE III
COMPARISON OF MSE FOR DIFFERENT MODELS

<table>
<thead>
<tr>
<th>Model</th>
<th>Duration</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>1.78</td>
<td>236.32</td>
</tr>
<tr>
<td>Linear model</td>
<td>4.16</td>
<td>309.85</td>
</tr>
<tr>
<td>ANFIS - grid partition</td>
<td>12.87</td>
<td>564.63</td>
</tr>
<tr>
<td>ANFIS - subtractive clustering</td>
<td>2.99</td>
<td>96.10</td>
</tr>
</tbody>
</table>

V. CONCLUSION

The capabilities of an enterprise to create, share and utilize knowledge effectively are today regarded as one of the key drivers of competitive advantage for industrial enterprises. Competition in quality, design, cost of new products, and time their launching into the market has increased with new competitors having established segments and, in some cases, with change in competitive tools. This forces more frequent and larger-scale changes in contemporary companies, also changes in the use of new information technologies. One of the technologies concerns a fuzzy neural system that is used in this paper to evaluate the project duration and cost.

More exact identification of project duration and cost enables more precision of cash flow planning and finally, decreases the risk of lack of liquidity. If in the enterprise is a database of past projects, then there is the possibility to gather additional information in the form of conditional rules. The application of the proposed approach encounters some difficulties, among other things, by the collecting enough amounts of data of the past similar projects. Moreover, the lack of uniform rules that concern the development of fuzzy neural systems may cause an acceptance problem for the decision-makers. However, the presented approach seems to have the promising properties for acquiring information from an ERP system.

Further research focuses on the development of the presented approach towards searching a set of key performance indicators according to their influence on the success of completed projects. Moreover, future research will be aimed at verifying the proposed approach in a real world to test its practicality.
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Abstract—Competence management systems are an important addition to knowledge management systems. Competencies can be processed, during the identification, assessment and acquisition processes, because there is a certain set of tools used to test competencies and estimate their levels. In this paper, we focused on the analysis of the concept of Dynamic Competence Management System. The system takes into account competence changes caused by the efflux of time and competence diffusion process in project group.

I. INTRODUCTION

The management and control of knowledge and skills, and more recently the management of firms’ competencies have turned out to be essential factors of industrial processes’ performance and part of a strategic objective of human capital management [2]. In studies related to knowledge management, managing competencies is becoming a crucial research problem [22]. On one, hand it is being analysed from the point of view of an educational organisation in which we focus on transparent description of a student's achievements in a form of their competencies and their levels described [15]. On the other hand, we analyse competencies in companies. According to [26] intellectual capital=competence x commitment. Competence profile of an employee should allow us to make the right decisions regarding training, assigning to a project or even recruiting. Moreover, the knowledge about the competencies is produced and transformed by identification, assessment and acquisition processes [25]. Competencies can be processed because there is a certain set of tools used to test competencies and estimate their levels (e.g. http://www.inspeo.com, http://www.matchinglab.com, http://www.actonomy.com/) and methodology to competence assessment [14]. Moreover, the process of competence computing should be understood as enabling the use of competence databases for inference and
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Combination of competencies for different functions and processes, not as a reductionist account of competencies to numeric models [6].

Large enterprises are characteristic of several features that cause difficulties in managing competencies of their employees. The first feature is a high personnel rotation on different positions. Second one is related to the lack of standardised system approach regarding saving and storing information about competencies. The competencies themselves change in a dynamic way, employees thanks to trainings or being members of some projects are developing and/or achieving new competencies. Additionally, we have to factor in a constant obsolescence of knowledge, which affects the competencies achieved by certain employee. Luckily this process is being avoided by implementing Life Long Learning policy. Organisations constantly approach the question of what employees are needed for certain projects, so that its rate success will be as high as possible thanks to certain set of competencies.

This paper will describe the concept of Dynamic Competencies Management System (DCMS) which will help in better processing of the dynamic nature of competencies. There are several reasons to create and maintain the DCMS in the organization [4]: (1) they can provide identification of the skills, knowledge, behaviours and capabilities, needed to meet current and future personnel selection needs, (2) they can focus the individual and group development plans to eliminate the gap between the competencies requested by a project, job role, or enterprise strategy and those available. The existing systems to not support dynamic aspects of competence management enough. Systems focused on providing the tools for recording competence profiles and use them to select the employees to the project.

The first part will include an overview of literature related with competencies management in a typical organisation. Next, the components and functions of the DCMS will be defined. After that we will clear up the concepts related to the DCMS and its relation. The next part will showcase diff-
ficient approaches regarding modelling the dynamic nature of competencies. At the end, the social network approach to dynamic nature of competencies modelling will be discussed.

II. COMPETENCE IN THE ORGANIZATION

According to [10] the competence is a observable or measurable ability of an actor to perform a necessary action(s) in a given context(s) to achieve a specific outcome(s). The competence information (competence profile) is a data about a competence that may be aggregated for communication among individuals, organizations, and public administrations. The more detail discussion about competence notion can be found in [5] or [16]. The history and background of standardization in this area and research project are covered in [7].

Generally speaking the competencies in the organization are placed on unit (organizational), collective (team) or individual level [17]. The typical related competencies are presented on Table I.

| TABLE I. TYPICAL COMPETENCIES IN ORGANISATION (BASED ON [13]) |
|-------------------------|-------------------------|-------------------------|
| **Unit Competence**     | **Collective Competence** | **Individual Competence** |
| Knowledge Landscape     | Knowledge Sharing       | Result Orientation       |
| Knowledge Assets        | Cultural Integration    | Role Commitment          |
| Information Sharing     | Resources Utilization   | Continuous               |
| Push/Pull Power         | Innovation              | Learning                 |
| Balance                 | Management              | Networking               |
| Synergy Creation        | Leadership              | Creativity               |

Based on the [8] we can defined what qualities and capabilities the competent person or team require:

1. The domain knowledge empirical, scientific or a blend of both;
2. The experience of application (knowing what works) in different contexts;
3. The drive and motivation to achieve the goals and strive for betterment/excellence;
4. The ability to adapt to changing circumstances and demands by creating new know-how;
5. The ability to perform the requisite tasks efficiently and minimise wastage of physical and virtual resources;
6. The ability to sense what is desired and consistently deliver that at a high quality to the satisfaction of the end client.

While creating a IT system that will allow for competencies processing we must take into account the nature of competencies. The main medium for competencies caring is human, its work and personal development affects the parameters of given competence. Competencies are considered as an union of different components. Thanks to literature analysis (e.g. [7], [20], [21]) we can distinguish some components like: knowledge, skills, experience, etc. The important issue is the question of whether competence is a binary quality or not. According to [7] in natural language, and in other domains such as law and biology, competence is seen as binary, someone is either competent or not. In the educational domain, however, the competence can be graded on a scale, and that it can have degrees or “dimensions”.

Competence can get gradually stronger, in a situation where surroundings affect and stimulate its components. For example, we acquire new skills in a training session or while working (e.g. software developers programming everyday). Competence (its level) can also degrade. The most common reason for it is not using the given competence in everyday work. The other is thanks to technology progress which makes the components of competence outdated. We can distinguish different relations between competencies which affect the interaction between them. Increasing competence in a certain competence group (e.g. communication) can affect the increase of other competencies (e.g. sales of products). Next issues regarding competence processing in an organisation start to show up when we take a look from a company's perspective. From the company's point of view, certain competencies are created only by combining the competencies of a greater number of employees. The complexity of these combined competencies is too great for a single person to obtain this kind of competence.

III. DYNAMIC COMPETENCIES MANAGEMENT SYSTEM DEFINITION

Based on literature analysis we can specify the following functions of the Dynamic Competence Management System (DCMS): employment planning, recruitment, trainings, raising work efficiency, personal development, managing key competencies. The literature current thinking is that competence management can be organized according to four kinds of mutual related processes [1]: competence identification, competence assessment, competence acquisition, competence knowledge usage.

Currently in Competence Management Systems, the analysis of changes happening in competencies by time is much confined. Employee, while working in a project group, develops his/her soft competencies and acquires experience and knowledge that later result in hard competencies. At the same time, some competencies (when not used) can decline. This process leads to a rapid obsolescence of employee's competencies profile. From the point of view of organisation, the process of managing competencies is dynamic because indicators comprising certain competencies constantly change thanks to employee's and its surroundings actions in the organisation. Building the DCMS is a complex process. The problem lies in a complex nature of competencies. Just like knowledge, competencies are created in human mind and are manifested by doing intellectual or manual operations correctly.

The core components of typical DCMS are [4]: competence model management, departments management, job roles management, learning object management, employees management, projects management. This functions allow to the competence knowledge model manipulation for insert-
ing, updating and deleting ontology data – knowledge model mapping on competence. The system also support functions for creating, updating and deleting a relationship between two competencies, a job assignment and an association between a learning materials and a competence [4].

Typical tasks of module of competencies processing system include (based on [4]):
- Finding competencies gaps between the existing and the desirable employee’s competencies according to the position that he/she occupies, the related function is skill gap analysis for a future position (succession planning),
- Aggregation of individual competencies to the group's level - it is allows to estimated the average organization’s/department’s/team’s proficiency level. This function calculates the average level of proficiency possessed by the employees for all competencies in the competence model for a specific department.
- Estimating the costs of acquiring competencies - it gives employee possessed proficiency level and the corresponding costs (e.g. time duration) for every competence since he/she was hired. The function ‘optimizing the process of competencies transfer’ is looking for minimal cost. In some cases we need to invest in employee by using function find learning materials for employee/project.
- Building projects groups - is a function that finds an employee who is an expert for a given competence on required level related to the project requirements (find best fit employees for project’ function). If there is still no employee, then the system searches for an expert for other competencies (and comparing employees abilities), which are related somehow to base competence.

Practical problems to solve:
1. Discussion and analysis of competencies nature to determine the methods of analysing and estimating them for a certain employee.
2. Proposal methods for manipulating the structures of competencies.
3. Proposal methods for building the competencies profile for given employee.

Corresponding research problems:
1. Mathematical methods of processing and describing competencies.
2. Describing knowledge with a model (e.g. OWL ontology) regarding the acquisition of competencies.
4. Modelling and optimising network models of competencies.

IV. SYSTEM NOMENCLATURE

To define the Dynamic Competencies Management System (DCMS) we need to establish axioms related to building the system:

A. Organisation

Has a global objective which is maintaining a position on the market. It is possible only by developing owned core competencies. Core competencies are competencies which are unique for the company and help to build a competitive advantage. Currently, in a dynamically changing environment, competitive advantage is not only decided by the fact of owning this kind of competencies but also their high levels. In a knowledge-based economy, employees (and their competencies) and intangible resources of the organisation (e.g. patents) are the main elements of its assets. The key to correct operation of organisation is to effectively manage the process of transferring knowledge which will use its assets in the most effective way.

B. HR Department

A department in organisation responsible for competencies audit and management. The work of HR department is based on using dynamic competencies management system.

C. Knowledge worker

Knowledge worker thanks to intelligent operations takes part in project’s tasks assigned to him/her. Knowledge worker enhances his/her competencies by taking part in projects and cooperating with other employees (which are willing to share knowledge and they have higher competencies), attending training and self-study. Knowledge worker is described by competence profile which includes: possessed knowledge, competencies and their levels. Moreover, every knowledge worker is also described by his/her individual objectives, cognitive and social characteristics.

Worker has different roles assigned in different projects. Assigning a role requires to possess a certain set of competencies (set of competencies) on a certain level. By assigning a certain position to a worker his minimal competencies are being described.

D. Project

Conducted by knowledge workers. Each worker has a role in the project. Project is being created to solve a certain task, which is composed from sub-tasks. The condition for conducting a task (sub-task) is to have the required competencies on a certain level. Project always involves working in a group with other knowledge workers.

E. Competencies bank

It is distinguishing for every company. It contains a set of all competencies in an organisation (both possessed competencies and those planned to obtain). All competencies are related to each other and they form up a competencies network in a company. Each competence has a certain accumulated level for an organisation. The strategic purpose of organisation's operation is to achieve a desired level for each competence placed in competencies network. Every competency is described by description, and related descriptors (see Table II.)
TABLE II. EXAMPLE OF EVALUATION MATRIX FOR COMMUNICATIVENESS COMPETENCE (BASED ON INSPEO.COM SYSTEM)

<table>
<thead>
<tr>
<th>Competence name</th>
<th>Communicativeness</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Transfer to other information in a clear and understandable way, as well as listening and clarification to what others are saying to us.</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Descriptors</strong></td>
<td><strong>A.</strong> He/she speaks in an understandable way</td>
</tr>
<tr>
<td><strong>(1-5 Likert scale):</strong></td>
<td><strong>A.1:</strong> He/she is expressed in a vague and difficult to understand.</td>
</tr>
<tr>
<td></td>
<td><strong>A.2:</strong> Sometimes he/she has problems with the formulation of clear and concise expression, even in standard situations.</td>
</tr>
<tr>
<td></td>
<td><strong>A.3:</strong> He/she speaks in a clear, concise, and keeps the topic of conversation.</td>
</tr>
<tr>
<td></td>
<td><strong>A.4:</strong> Even in the case of complex issues and in new or challenging situations (time pressure, challenging the audience), is expressed clearly and precisely.</td>
</tr>
<tr>
<td></td>
<td><strong>A.5:</strong> He/she is expressed in a understood manner, even on specialized topics.</td>
</tr>
<tr>
<td></td>
<td><strong>B.</strong> He/she ensures that the message was understood by the public:</td>
</tr>
<tr>
<td></td>
<td><strong>C.</strong> Encourages others to share their opinions</td>
</tr>
<tr>
<td></td>
<td><strong>D.</strong> He listens to speeches of his callers / listeners</td>
</tr>
<tr>
<td></td>
<td><strong>E.</strong> Knows the rules of proper written communication</td>
</tr>
<tr>
<td></td>
<td><strong>F.</strong> It strengthens and validates their content through body language (posture, gestures, facial expressions, distance)</td>
</tr>
</tbody>
</table>

**F. Competencies network**

A graph structure showing relations between competencies. Adding new competence to the network requires to make a relation with a competence already existing in the network. Usually it may involve creating new competencies to maintain/create relations with competencies that are already in existence. All competencies in the network must be connected.

**G. Competencies catalogue**

Description of positions, including competencies and their minimum level required to work on certain positions.

**H. Competencies audit**

A process that focuses on establishing what competencies and on what level, from the competencies bank, a certain employee possesses. Competencies audit is conducted by completing different psychometric tests, chats with a qualified assessor or an outside certificate that can confirm competencies.

**I. Process of acquiring competencies**

Process of acquiring competencies consists of different kinds and types of knowledge (ability) transfer to achieve a certain knowledge/experience for an employee and thus allows for achieving good results and reactions regarding certain competence. The transfer occurs between employees or between employees and dedicated systems.

**J. Knowledge status**

Set of certain areas of knowledge, measured with special equipment, that are included in the certain competence.

**K. Core competencies**

A set of competencies which are essential for an organisation to work.

**L. Organisation graph**

Shows relations between workers that occur in certain organisation. It changes over time.

Typical organization is composed of many different departments. In the context of competency management HR department is the most important, because it is responsible for storing information about the competences of employees in the competencies bank in form of the competence profiles. It also performs regular audits of competence, which provides the information necessary to update the employee's competency profile. Audit examines different areas of competence of the employee's knowledge and determine their constitution (knowledge status). All profiles are stored in the bank's responsibility. The structure of competence bank is a graph structure mapping network of competencies. HR department also manages a catalogue of competencies, which is used when hiring new employees.

When the project is coming up the HR helps is project stuff based on an analysis of the project required competencies and the competencies already possessed by the individual employees. When deciding on the allocation of staff to the project, the one must also take into account the organizational structure of the company, expressed as a organisation graph.

In addition, the HR department supports and manages the process of competencies acquiring. In this process, the key issue is to ensure an adequate level of the core competencies in the organization and the desire to cover the competence of the entire competencies network.

**V. DISCUSSION OF THE DYNAMIC COMPETENCIES MODEL**

In previous sections of the article it was discussed that the competence of a person changes and is subjected to many factors. Thus, the competence should be considered as a dynamic system that depends on many factors, mainly related to time. The competence of a person can be acquired in the process of training or strengthen during work which requires using this competence. Moreover, the competence can be transferred from others while working collaboratively. The competence of a person can also decline while he or she is not actively using it for certain period of time. The pace in which the competence is acquired, strengthen, transferred or declining usually is non-linear and dependent on many fac-
tors, like the nature of competence, its structure, context, current state and individual qualities of a person.

Like any dynamic system the competence can be represented by the set of its states variables values. State variables represent different pieces of a person’s competence, like pieces of knowledge, information and skills, thus the competence can be seen as the function of several time-based arguments, such as:

- Time of training (acquiring).
- Time of working actively using competence (strengthening).
- Time of inactivity (decline).
- Time of team work/problem solving (transfer).

The proposed model should reflecting the structure of the competence and represent it as a set containing skills and knowledge existing in a certain domain. The model should be aware of context of competence and be able to reflect relations existing between them (ex. composition, similarity, etc.). There are many researches on this subject that propose well elaborated models [3], [29]. These approaches usually focus on providing exact models of different professional domains for human resource description or training planning. The intention of this model is to extend regular competence model by adding fuzzy measures describing the level at which a person mastered certain competence. The description of personal competence will use fuzzy representation of set to precisely show the “strength” of every element of competence by setting quantitative value of degree of membership for every element of the competency set. This approach will allow performing quantitative analysis on personal competences (ex. level of meeting competence requirements by a person, comparison of competence of two people for staffing purposes etc.). There are several works representing this “fuzzy” approach to competence modelling (e.g. [17], [27]) but, in turn, they lack the possibility to map complex relationships between competences.

The next step of the work is to elaborate the method for evaluation of the level of competence basing on analysis of a person portfolio (analysis of training history and professional experience in order to assess the value of the level of competence). This analysis will take into account the phenomenon of “learning curves”, which assumes non-linear pace of knowledge and skill increase during work and learning process. On the last stage the model for group competence will be elaborated. The model will allow representing competence of the whole organization consisting of many individual professionals. This method will cover topics such as: aggregation of the level of competence, complementarity, competence domain coverage etc.

The competence model assumes fuzzy representation of set to precisely show the “strength” of every element of competence by setting quantitative value of degree of membership for every element of the competency set [17], [27].

The model will focus on modelling the process of competence development, which occurs during training and professional work. In the case of the fuzzy competence set this process reflects in rising the degree of membership for the element representing the competence under development [19].

Known studies on this subject assume linear relationship between the increase in the competence strength and the time spent on training. On the other hand, studies in the domain of cognitive science show that the learning process is non-linear and goes according to different “learning curves”. Thus, the main goal of this work will be to develop the formal competence extension model, which will take into account the idea of “learning curves” in order to reflect non-linear relationship between time of training and competence strengthening. The formal model of non-linear competence extension will be then used to develop the method for competence extension cost analysis. This method bases on the assumption that extension of personal competence requires effort that takes some time, which can be translated into financial cost by introducing cost factors.

VI. SOCIAL NETWORK APPROACH TO DYNAMIC COMPETENCIES MANAGEMENT

Within the organization social networks can be identified, which are related to the flow of information and exchange of knowledge. Studying structures within an organization can be considered in terms of improving the information flow mechanisms and the identification of key members of the organization. Social network analysis methods can be used that make it possible to determine the quantitative parameters of the network, identifying community and relationships within the network structures [28]. This type of research involves both static properties of networks and their evolution over time.

Social networking is also used for measuring competence, which may relate to specific network segments, competence of separate groups and members of the community. While the subject matter of competence is usually considered both static and focused on the analysis of individual units, in this article it relates to the recognition of dynamic problems which can include movement of competence in the organization. That concept includes flow modeling competence within social network using diffusion models derived from the field of epidemiological studies which in recent years have been developed in the direction of social networking and viral marketing [30]. This is used to identify trends related to the prediction the range of diffusion, diffusion models and the identification of network nodes, which should be contacted by an initial infection [9]. The analysis of diffusion processes is based on in epidemiological models, linear model threshold or independent cascades model and branching processes [12].

In the area of competence-oriented modelling, a number of areas can be identified where the diffusion processes take place when acquiring competence. It is therefore a possible
link between the methods of social network analysis to identify key members of the team, whose competence is worth investing. Taking into account the mechanisms of diffusion a flow of competence in an environment can be specified where there is exchange of knowledge among team members and use the multidimensional approach [11]. Competence can be treated as information diffusion processes and can move between team members. The number of contacts between team members is conducing to the flow of competence and invests in workers for whom the identified high communication activity can promote the exchange of information to a greater degree than improving the skills of workers whose social activity is reduced.

The proposed concept of using methods of social network analysis and modelling of adaptation mechanisms of diffusion processes can find a number of applications in the analysis of competences and is reflected in both the theoretical and practical areas related to this topic.

VII. CONCLUSION

The construction of the system, with implementing the new approach to competence management, requires an in-depth conceptual phase. This article was devoted to this goal. The dynamic aspects of competencies level fluctuating have to be implemented with the proposed models, data structures and system components. The most important observations from the paper are:

- Typical tasks for competencies processing include: finding competencies gaps, aggregation of individual competencies to the group’s level, estimating the costs of acquiring competencies, building projects groups
- Competencies bank, catalogue and network are the main elements that store information about competencies of employees in the organization.
- The competence level is changing in time during following situations: training (competence acquiring), active using (competence strengthening), inactivity (competence decline), team work/group problem solving (competence transfer).
- Transfer of competence in the group through the realization of tasks within a project can be analysed using the tools and methods of social network analysis.
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Abstract—This paper is an attempt to present the concept of organizational transformation with the use of the strategic renewal theory oriented towards organizational learning. It is indicated that enterprise renewal processes constitute the basis for organizational changes enabling evolutionary development towards implementing enterprise learning mechanisms. A new aspect occurring in this presentation is the discussion of the benefits which might be brought for the organization by the use of external resources (outsourcing tools) for the purpose of enhancing renewal processes.

I. INTRODUCTION

In the last decades, the dynamics of the turbulence in environmental changes occurs simultaneously with the development of the latest technologies (and in particular along with the considerable acceleration in the development of the digital technologies). Therefore, entrepreneurs are forced to focus their activities on various types of transformations primarily aimed at the organization’s keeping pace with the changing environment. One of interesting forms of such transformations of the recent years is the strategic renewal concept [4], [3]. Cognitive components of the strategic renewal concept based on which enterprises strive for transforming into learning organizations are described in the study [14]. The authors additionally point to the possibility to intensify renewal processes by using the knowledge coming from organization’s external resources through implementing tools such as outsourcing, and in particular Knowledge Process Outsourcing.

According to Prahalad and Krishnan, “in the new innovation era, it is the capability of introducing and improving flexible transparent business processes allowing continuous changes in selecting resources R=G in the interest N=1 that will determine the advantage of companies” [12, p. 34] (these principles will be discussed in the further part of the presentation).

For the sake of this idea, organizations should give up storing all needed resources and initiate the implementation of programs for accessing specialized global suppliers, and one of the cheap and effective manners of sharing/using resources is outsourcing.

II. STRATEGIC RENEWAL IN THE CONTEXT OF THE CLASSICAL THEORY OF CHANGE

Strategic renewal is an interesting concept of evolutionary development of organizations of the recent years, which refers to various aspects of the enterprise’s operation. The foundation of renewal is the theory of change but the renewal itself has not been unambiguously defined to date. It is frequently identified with the theory of change in the relevant literature [3, p. 13]. Among the first who made an attempt at distinguishing change from renewal were R. Agarwal and C. Helfat [1, p. 281]. They defined the notion of renewal as “the process, content and effect of transformation or exchange of the characteristics of organization which have a significant impact on long-term operation perspectives.” Following this interpretation, it should be assumed that renewal is a much broader phenomenon than change and refers to the foundations of survival or development of the organization. Change, in turn, is a mere component of renewal [4, p. 33]. Such a viewpoint was adopted also by J. Skalik, who defines strategic renewal as a fundamental change with a broad scope, one being a form of response to fluctuations of the environment and all phenomena inside the organization that decrease its effectiveness level [15, p. 18].

The common plane of change and renewal is their process. While in the case of change its process nature does not arouse doubts, in the case renewal the process aspect is related with elaborating new attributes the significance of which is strategic for the organization [4, p. 35]. However, renewal ought to be understood as a process whereby changes generating qualitatively new bases for implementing modern enterprise development concepts occur.

Both change and renewal are based on a common plane, that is the process. While in the case of change its process nature does not arouse doubts, in the case of renewal the process aspect is related with elaborating new attributes the significance of which is strategic for the organization [4, p. 35]. Renewal ought to be understood as a process whereby changes generating qualitatively new bases for implementing modern enterprise development concepts and innovation occur.

It is indicated that renewal processes cannot be one-time processes in the moment of an organizational crisis but they
should be continuous processes which systematically renew the enterprise by bringing it to the state of equilibrium and at the same time ensuring its development.

Strategic renewal in the presented model (Figure 1 and 2) is a method of continuous and systematic introduction of changes and of formation of the organization without the necessity to defeat change resistance forces every time. At the same time, it introduces a new quality of the organization’s operation. Renewal imposed by an internal impulse becomes the property of the organization’s members. Introducing innovative solutions seems to be difficult without renewal, and even impossible in numerous cases.

III. MECHANISMS OF ORGANIZATIONAL LEARNING OF ENTERPRISES AS THE RENEWAL PROCESS

Information and knowledge are currently the basic resources in the micro- and macro-economic approach. The speed of obtaining information and the ability to learn fast are among the main factors ensuring competitive advantage. The above principles are used by the learning organization concept. Learning organizations broaden their creative capacities such that they can create their future effectively. Working in such organizations involves the continuous knowledge improvement process and the use of experiences rather than mere performance of tasks [14]. A common term for this type of enterprises is an intelligent organization. The basis for the operation of this type of companies is building a community of specialists (knowledge workers) who communicate well with each other and are capable of continuous transformation of the enterprise, its products and themselves for the purpose of satisfying market requirements and challenges formulated by the society. Intangible resources, including in particular knowledge, are most important in such an organization [10, p. 103].

The learning organization concept is a response to the continuously changing environment, technological changes and growth of employee competences and requirements; at the same time, it is closely related to the enterprise innovation strategy, which is possible owing to a properly pursued enterprise renewal process.

The learning organization concept and, literally, organizational learning is a natural consequence of strategic renewal. Innovativeness is a creative process and, like every process of this kind, it begins with an idea, is followed by incubation, and ends with illumination, that is a qualitatively new idea that solves the formulated problem. From the viewpoint of learning organizations, such a process begins with implementing organizational changes, is followed by strategic enterprise renewal, and ends with implementing structural mechanisms of learning organizations (Fig. 4) [6].
Fig. 4. The implementation model of the organizational learning process – from changes to strategic enterprise renewal.

Source: [6]

It needs to be indicated that implementing structural changes in the organization that facilitate the enterprise development towards organizational learning is a component of strategic renewal. Strategic enterprise renewal is a phase of “incubating” organizational development, the effect of which should be qualitative improvement of organizational effectiveness of the enterprise that facilitates information flow management in the organization called synergy or supercompensation effect. The enterprise capacity to implement renewal processes is a necessary condition for the enterprise to be able to build its organizational potential towards organizational learning [6].

IV. OUTSOURCING TOOLS – CURRENT APPLICATIONS AND TRENDS

According to Prahalad and Krishnan [12, pp. 31-31], “the principal significance for firms to be ahead of their competitors is a sense of the achievable and the use of innovations coming from laboratories of institutions operating on the global scale and small new firms… The nature of financial, human and technological resources outgrows the firm and its legal boundaries. Today, resources are global. Attention needs to be focused on access and influence rather than on ownership and control.” Prahalad and Krishnan provide the following principles to be followed by the organizations which wish to build competitive advantage:

\[ N = 1 \]
\[ R = G. \]

N=1 states that “value is based on unique, personalized experiences of consumers.” That is, even companies serving 100 million consumers need to focus on individuals.

R=G, meanwhile, argues that since no company can hope to satisfy the varied expectations of so many consumers, it must diversify how it operates. “All firms will access resources from a wide variety of other big and small firms—a global ecosystem,” write Prahalad and Krishnan. In other words, companies’ internal focus should be on gaining access to resources, not necessarily owning them [12, pp. 27-28].

Globalization provides enterprises with easier access to more numerous labor force resources and employment of a greater number of employees with a more specialized education, which contributes to increasing the quality of the provided work and the number of innovations in many cases. Outsourcing and offshoring development results from the fact that more and more organizations strive for improving their competitiveness by relocation of goods and services. Outsourcing and offshoring more and more frequently concern knowledge-based processes aimed at supporting innovative operation of the organization [5, p. 48].

Oshri, Kotlarsky and Willcocks, who have been observing the outsourcing market for years now, notice that various new types of global supply models have been emerging. The major difference between the models lies in:

- whether the function is used by a business unit dependent on the parent company or an external supplier (or jointly by both entities), and
- whether the function is used by the enterprise on-site (in the registered office) or off-site (outside the registered office – in the country where the organization is based (onshore), in a neighboring country (nearshore) or in a distant location (offshore) [9, p. 25].

The ongoing growth in the outsourcing market has major implications for management. Organizations have to develop new capabilities supporting the ever-changing business models in their sourcing engagements. Understanding how and where value is created in sourcing engagements becomes another challenge. Dependency on external partners has increased. Providers of outsourcing services are becoming more aware of clients’ growing demand to realize innovation and transformation from outsourcing engagements and they are refocusing their efforts to deliver value to clients by improving their performance management systems and by seeking to extend their offerings [17, pp. 1-2].

One can observe a trend towards outsourcing relationships becoming increasingly managed and leveraged as strategic assets. New forms of sourcing deals are required for collaborative innovation to succeed.

In today’s knowledge-based economy, one of the major sources of competitive advantage has been the ability of the firm to transfer external knowledge efficiently and effectively. Knowledge transfer can be defined by as activities of exchanging explicit or tacit knowledge between two agents, during which one agent receive and apply the knowledge provided by the other agent. The agents could be an individual, team/department or an organization. In the literature, knowledge transfer has been given various but related labels such as knowledge sharing, knowledge flows, knowledge acquisition and knowledge mobilization [2, p. 1].

One of the knowledge acquisition options by taking advantage of external resources is using such centers as Knowledge Process Outsourcing. KPO centers are established dynamically worldwide. A trend proving the increasing comprehensiveness of business processes served from Poland is also noticeable. At the same time specialization of many centers increases – consisting in serving more advanced processes (market research, business analyses, etc.). Thus, a “subsector” called knowledge process outsourcing is being slowly formed in Poland. On the global scale, it is characterized by a significantly faster growth than the entire BPO (Business Process Outsourcing) sector, which means a chance for Poland to develop in this area mainly due to the held resources of qualified employees, appropriate communication infrastructure and political stability. Owing to the qualified staff and good academic centers, and not only low labor costs, Poland has been becoming an attractive place for locating this type of projects for a few years now [13, p. 46].
V. OUTSOURCING OF KNOWLEDGE AS AN ACCELERATOR OF CHANGES TOWARDS ENTERPRISE RENEWAL

Outsourcing as a strategic component of renewal should facilitate organizational learning, and for this purpose the organization deciding to outsource must set clear goals for outsourcing collaboration. Collaboration in a strategic sourcing context is pro-active working together and risk sharing, in flexible integrated ways, to achieve high performance on longer, mutually rewarding commercial goals [17, p. 129].

Whitley and Willcocks suggest four fundamental practices behind effective collaborative innovation [based on 17, pp. 143-144]:

- Leading. Leadership shapes and conditions the environment in which requisite contracting, organizing and behaving can occur. Leadership also changes the approach to risk in order to share and manage down risk and manage in opportunity.
- Contracting. New forms of contracting are required to secure successful collaborative innovation. Such contracts share risk and reward in ways that provide incentives for innovation, collaboration and high performance to achieve common goals.
- Organizing. Organizing for innovation requires more co-managed governance structures and greater multi-functional team working across those organization and people responsible for delivering results. Team working now requires the ability to collaborate within a client organization, between client and supplier and between suppliers in multi-supplier environments.
- Performing. Leading, contracting and organizing in these ways provides incentives to change existing modes of performing and enables collective delivery of superior business outcomes. Collaborative innovation is most effective when it generates high personal, competence-based and motivational trust among the parties. High trust is a key component and shaper of the collaborative, open, learning, adaptive, flexible and interdependent performance style required and open communication that help in knowledge diffusion.

These four elements have a temporal sequence as shown in Figure 5.

Knowledge management in IT outsourcing relationship should enable creation and utilization of intellectual capital, that, in Willcocks opinion, should be generated through the interplay between such essential elements as [9, pp. 111-112]:

- structural capital (that refers to the codified bodies of semipermanent knowledge that can be transferred and the tools that augment the body of knowledge by bringing relevant data or expertise to people),
- human capital (which represents the capabilities of individuals to provide solutions to customers),
- customers capital (that is linked to shared knowledge, or the value of an organization’s relationships with the people with whom it does business)
- and social capital (for example: trust, loyalty and reciprocity within a community - the values created from social networks), which helps bring these elements together.

As outsourcing often disrupts and reduces social capital by disembedding people, systems, and institutional knowledge from the client organization more attention should be paid to cultivating social capital. Social capital can have a considerable impact on effective knowledge transfer between outsourcing parties. It allows outsourcing partners reduce cultural barriers, understand common goals and strengthen network stability and ties.

According to the authors, organizations should take advantage of outsourcing such that is supports renewal processes and organizational learning to the highest possible extent. For this purpose, on the one hand, the organization ought to ensure easy access to the required information to both parties to the contract, and on the other hand it should not burden employees with excessive formalization but it needs to stimulate creativity and involvement in activities related to achieving the goals of the outsourcing project/contract.

Concepts such as outsourcing can accelerate renewal process since:

- they contribute to innovation growth when they concern processes related to innovation activities;
- they facilitate the improvement of the quality and effectiveness of processes and services owing to access to better/cheaper resources;
- they enable the introduction to new markets (if the supplier comes from a different country);
- they enable expanding the network of relations – they increase the structural capital of the organization.

From the viewpoint of knowledge management, an attempt might be made to describe outsourcing as [11, p. 394]:

- a manner of acquiring specialized knowledge and skills which the organization does not have;
- a form of stabilization of the knowledge related to the operation of selected areas in the organization (if the organization cannot handle e.g. the fluctuation of the IT staff, outsourcing could in a way secure the organization against a possible loss of critical employees);
• a guarantee of keeping pace with technological development (in this case, the outsourcing contract should provide for appropriate terms and conditions imposing the obligation of continuous development and improvement of services on the service supplier);
• a replacement of the internal know-how with the same type of knowledge from the outside.

Selecting the appropriate sourcing model is one of the critical aspects in the outsourcing planning. It is worth emphasizing here that the selection of the optimum organization operation model is conditioned on numerous factors, such as: the held intellectual capital, the sector of activities, the phase of the organization’s lifecycle, etc. Hence, every organization needs to make an independent decision on which of the operation options can have the most beneficial impact on the enterprise development and monitor on an ongoing basis if the selected model is still optimum in the context of strategic renewal.

Fig. 6. The universal model of organizational learning through renewal and outsourcing of knowledge
Source: own work

The enterprise deciding on outsourcing ought to make an attempt to build such trust and create conditions facilitating knowledge sharing between employees and suppliers so that the organization’s tacit knowledge could be co-created by external companies. It increases the probability that, along with broadening employee knowledge and experience, owing to continuous improvement, the outsourcing process will mature, which in turn will be reflected in the acceleration of organizational renewal processes.

VI. CONCLUSION

The execution of the strategic renewal process initiated inside the organization and pursued based on the exclusive use of internal resources of the enterprise is an appropriate action. However, it is indicated that the quality and thoroughness of renewal can be considerably increased by the application of external resources. In order to obtain the enhancement effect of the discussed process, it is suggested to use an outsourcing tool which has been effective in practice for years. Outsourcing, like many other modern management concepts, is a response of enterprises to the dynamically changing conditions of the environment as well as the new management trends that are being formed. Outsourcing is a complex enterprise management tool and its impact might involve numerous aspects of the enterprise operation.

Outsourcing creates a new type of strong correlations between partners, which do not arise from legal provisions. A successful collaboration cannot be ensured exclusively by contracts. Various unpredictable events might occur during the implementation of the project and therefore it is good when collaboration with the external supplier(s) is based on trust, respect and informal business coexistence principles.
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Abstract—In this article we explore students’ experience with digital educational games. We analyze and discuss the factors which determine a student’s perception of the educational benefits of game-based learning. The organization of the research is structured by the main question – how do variables such as player satisfaction, game features (e.g. the perceived quality of the educational content, the design) and enhancement in the player’s educational process are interconnected. The study proves that games as an educational tool are assessed very favorably by undergraduate students of business and economics. Moreover game features are correlated with educational benefits and player satisfaction. A player satisfaction is also linked with enhanced learning.

I. INTRODUCTION

SERIOUS games – intended to improve players’ learning skills – are regarded to be a more effective educational tool than traditional lecturers when it comes to meeting the needs of the ‘digital millennium generation’. The ‘virtual generation’ (‘digital natives’) learns differently compared to previous less technologically immersed generations (Pasin & Giroux 2011), although it is arguable that ‘differently’ means ‘better’.

The number of publications referring to digital game-based learning has significantly increased in the first decade of the 21st century (Hwang & Wu 2012). Nowadays the body of literature empirically or theoretically embracing the problems and issues connected with game-based learning is quite significant. Publications which clearly show the direct comparison between the different studies (the aims, participants, main findings), such as Pasin & Giroux (2011) or Wu et al. (2012), are particularly insightful and useful for understanding the scope of research that has been conducted in this field.

Therefore, due to the wide variety of forms (strategic games, solitary games, social games, board games, computer games etc.) the conclusions from different studies about the educational effectiveness of the game are not easily comparable. Most studies argue for the educational effectiveness of games, although different authors set different approaches for conducting their studies. For example Tao et al. (2009) proposed a model developed from the technology acceptance model, the expectation confirmation theory, and the agency theory. Other authors, Lin & Tu (2012) implemented the concept of means-end chain (MEC) to explore the value sought by players. Also in the literature researchers refer to different learning theories (behaviorism, cognitivism, humanism, constructivism) or they do not refer to any theory of learning at all (see – Wu et al 2012). Analysis of game-based learning is even more difficult due to the lack of a clear definition of game features. Games have game mechanics (which includes such elements as points or virtual gifts), game dynamics (e.g. status, reward, individual achievement and self-expression), an immersive environment which includes the rules, the story which outline the theme of the game, the embedded risks and competition (Derryberry 2007, Simões et al. 2013). A game’s interactivity, which is the imminent aspect of a digital game (Rouse III 2005) is also difficult to assess and define. (Even as a website feature is difficult to measure due to the incongruence in the actual and the perceived interactivity of the website – Voorveld et al. 2011).

The study presented in this article is an exploratory study. So far business simulation games are not very popular in higher education in Poland and this presumption was confirmed by the empirical study presented below – only three participants of over 100 reported previous game-related experience. Do students perceive games as useful tools in formal education? Do educational games in higher education meet academic standards from the students’ point of view? Although we would point out that we do not focus on answering the question whether or not a university’s educational program can be substantially based on games, or if the games can replace the academic reading, class discussion and live lectures. We rather see that games can be useful tools for the purpose of introduction and invitation to more in-depth analysis.

II. RESEARCH DESIGN

This article presents part of data and analysis conducted as part of a wider research project “e-Education within the social Internet”. In the part of the project presented here two simulation games - Trade Ruler Game and Marketing Manager (connected with economic and managerial problems) - were tested for their educational benefits (see Table I).
We understand simulation games as to be games which have an embedded risk of losing or winning, are based on a backstory, and have game mechanics; on the other hand, they embed simulation (see Tao et al. 2012) One of the selected games – Marketing Manager - can be classified as a functional game around the specific topic of business. The other – Trade Ruler Game – can be classified as concept simulation in referring to a specific type of decision making (classification of the management simulation games - Pasin & Giroux 2011). We used games which are not time-consuming and can be completed within one-hour of play. This kind of game increases participants’ full attention and motivation for the whole duration of the study. (Very complex games, such as multi-module business simulation games, need much more time and effort to play and therefore bring different challenges for educators).

In the present study we measured the constructs – the navigation of the game, the design, the educational content – as the player’s perception-based construct. This means that the participants of the survey answered questions about their feelings and perceptions (e.g. they agree or disagree with the statement “I can easily find information which I need’). Most students played the games as an out of class task and then they filled out the questionnaires. We did not measure the progress which students made playing the games several times – instead we asked them to generally assess their feelings about using this new form of learning. We also did not include in the study data referring to the heterogeneity of the participants such as risk avoidance, general attitude to the university or interest in their studies.

We chose the constructs to measure arbitrarily, agreeing that they are under theorized and often have different meaning in the literature (with the concept of design as a prime example). In this study we wanted to ‘capture’ the students’ general feelings and experience regarding game-based education.

In this empirical study we assumed that the game features – the educational content, the ease of navigation and the design of the game - influence player satisfaction and that satisfaction is linked to the player’s enhanced learning (Fig. 1). Therefore the hypotheses are:

H1: The game features - the perceived value of the educational content, the perceived design of the game, and the ease of navigation and playing - enhance player satisfaction

H2: The features of a game and a player satisfaction are linked with the player’s educational benefits.

![Diagram](http://www.nobelprize.org/educational/economics/trade/index.html)

**Table I. Characteristics of the games**

<table>
<thead>
<tr>
<th>Game</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trade Ruler Game</td>
<td>Available: <a href="http://www.nobelprize.org/educational/economics/trade/index.html">http://www.nobelprize.org/educational/economics/trade/index.html</a></td>
</tr>
</tbody>
</table>

*Fig. 1 The framework for empirical research*

For this research, a questionnaire was developed to gain students’ feedback (see Table II–VIII). The study was conducted in April 2013. A total of 208 filled questionnaires were received, 99% of the respondents were under the age of 25. All of the participants are business and economics students at one of three different Polish universities. In the study:

- for the Trade Ruler Game 106 participants took part - 72% of which were women,
- for the game Marketing Manager – 102 participants took part with the same proportion of women – 72%.

Very few – only three participants stated that they had previous experience with the game-based learning connected with economics or management.

### III. RESULTS AND DISCUSSION

Tables II-VIII present the main results and the structure of the survey questionnaire. Summarizing the results we can point out that:

1. The students’ perception of the game Trade Ruler is affected by the language of the game which is not
their native language. Almost 40% of the students stated that the game’s language was a problem or a significant problem (table II).

2. Students assessed the educational content of the analyzed games very favorably (table III). The majority (over 80%) of the participants claimed that The Trade Ruler Game or Marketing Manager Game helped them to better understand the economic issue in focus (the trading between different countries or basic marketing strategic options).

3. The games analyzed were perceived by the players to be easy to navigate and easy to find the necessary information (table IV). In both games over 90% of the participants found the game easy to play, over 80% found information easily and the majority of the players found their score without problems.

4. The design for both games was also well received (table IV). Interactivity was positively assessed by over 80% of informants in both games, graphic design over 55%, with the general quality of The Trade Ruler Game received an average score of 2.8 (on a scale of 1-4) and Marketing Manager Game-3.1.

5. Player satisfaction is high for both games (table VI). The majority – nearly 80% of players ranked their satisfaction at a 3 or 4 in Trade Ruler game (the average being 3.0). In the case of Marketing Manager the percentage was 90% (the average being 3.3).

6. Players perceived the games to be very useful and effective educational tools (table VII). They claimed that the games triggered their interest in economical or marketing issues (over 80% of participants), made learning more effective (over 85% of participants), helped to increased engagement in the subject (over 80%) and linked the learning process to a positive emotion (over 85% of participants).

In order to test the hypotheses we looked for correlation between variables (table VIII) and a weak or moderately positive correlation between some of the variables were found. Below we emphasizes the findings for the moderate positive correlation (R Spearman above 0.33, p<0.05).

---

**Table II. The players’ assessment of how language affects playing the game**

<table>
<thead>
<tr>
<th>How much of a problem was the use of the English language in &quot;The Trade Ruler&quot; game in your playing of the game?</th>
<th>Not a problem at all</th>
<th>It was a problem</th>
<th>It was a significant problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>N=106</td>
<td>61%</td>
<td>30%</td>
<td>9%</td>
</tr>
</tbody>
</table>

---

**Table III. Educational content [Trade/Marketing Manager]**

<table>
<thead>
<tr>
<th>Code</th>
<th>Strongly disagree</th>
<th>Strongly agree</th>
<th>It’s difficult to say</th>
<th>Negative opinion</th>
<th>Positive opinion</th>
<th>Average (1-4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>QE1</td>
<td>Trade (N=106)</td>
<td>0.9%</td>
<td>9.4%</td>
<td>44.3%</td>
<td>38.7%</td>
<td>6.6%</td>
</tr>
<tr>
<td></td>
<td>Marketing Manager (N=102)</td>
<td>1.0%</td>
<td>5.9%</td>
<td>33.3%</td>
<td>56.9%</td>
<td>2.9%</td>
</tr>
<tr>
<td>QE2</td>
<td>Trade (N=106)</td>
<td>7.5%</td>
<td>14.2%</td>
<td>38.7%</td>
<td>24.5%</td>
<td>15.1%</td>
</tr>
<tr>
<td></td>
<td>Trade (without language barrier, n=65)</td>
<td>7.7%</td>
<td>9.2%</td>
<td>33.8%</td>
<td>29.2%</td>
<td>20.0%</td>
</tr>
<tr>
<td></td>
<td>Marketing Manager (N=102)</td>
<td>12.7%</td>
<td>42.2%</td>
<td>38.2%</td>
<td>6.9%</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

Note: students fills two different questionnaires about two games, but to make the presentation of the findings more clear, they are presented in one table. The average is only calculated for participants who ranked the game, and excluded the ‘It’s difficult to say’. Mark * means that there is a significant difference (p<0.05) between the percentage of Trade Ruler users and the percentage of Marketing Manager users in assessing the game positively or negatively.
1. Positive perception of the educational content is interlinked with the belief that introducing the games into the university curriculum increases the effectiveness and the engagement of the students.

2. Ease of playing the game is correlated with positive emotions during learning process.

3. The interactivity of the game is linked with the perceived effectiveness of game-based learning, the student’s engagement in learning, and positive emotions.

4. Graphic design is correlated with positive emotions during the learning process.

5. Player satisfaction is correlated with interactivity, the design, the perceived total quality of the game, the educational content of the game and the ease of navigation.

6. Player satisfaction is correlated with the perceived effectiveness of learning, the engagement in learning, and positive emotions connected with the learning process.

Therefore the general hypotheses were confirmed. Although there are variables within main constructs which were not interlinked as we presumed.

---

**TABLE IV. NAVIGATION AND EASE OF PLAYING**

<table>
<thead>
<tr>
<th>Code</th>
<th>Strongly disagree</th>
<th>Strongly agree</th>
<th>It’s difficult to say</th>
<th>Negative opinion (1-2)</th>
<th>Positive opinion (3-4)</th>
<th>Average (1-4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>QN1</td>
<td>I find this game simple to play</td>
<td>Trade (N=106)</td>
<td>0.9%</td>
<td>3.8%</td>
<td>22.6%</td>
<td>72.6%</td>
</tr>
<tr>
<td></td>
<td>Marketing Manager (N=102)</td>
<td>1.0%</td>
<td>1.0%</td>
<td>24.5%</td>
<td>71.6%</td>
<td>2.0%</td>
</tr>
<tr>
<td>QN2</td>
<td>I easily find information which I need</td>
<td>Trade (N=106)</td>
<td>1.9%</td>
<td>15.1%</td>
<td>46.2%</td>
<td>34.0%</td>
</tr>
<tr>
<td></td>
<td>Marketing Manager (n=102)</td>
<td>2.9%</td>
<td>12.7%</td>
<td>41.2%</td>
<td>41.2%</td>
<td>2.0%</td>
</tr>
<tr>
<td>QN3</td>
<td>Without any problems and I easily established my score in this game</td>
<td>Trade (N=106)</td>
<td>0.9%</td>
<td>9.4%</td>
<td>26.4%</td>
<td>63.2%</td>
</tr>
<tr>
<td></td>
<td>Trade (without language barrier, n=65)</td>
<td>0.0%</td>
<td>9.2%</td>
<td>23.1%</td>
<td>67.7%</td>
<td>0.0%</td>
</tr>
<tr>
<td></td>
<td>Marketing Manager (n=102)</td>
<td>1.0%</td>
<td>2.0%</td>
<td>32.4%</td>
<td>57.8%</td>
<td>6.9%</td>
</tr>
</tbody>
</table>

---

**TABLE V. DESIGN**

<table>
<thead>
<tr>
<th>Code</th>
<th>I asses …</th>
<th>Very low</th>
<th>Very high</th>
<th>Negative opinion</th>
<th>Positive opinion</th>
<th>Average (1-4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>QD1</td>
<td>Interactivity of the game</td>
<td>Trade (N=106)</td>
<td>2.8%</td>
<td>17.0%</td>
<td>59.4%</td>
<td>20.8%</td>
</tr>
<tr>
<td></td>
<td>Marketing Manager (N=102)</td>
<td>2.0%</td>
<td>9.8%</td>
<td>55.9%</td>
<td>32.4%</td>
<td>11.8%</td>
</tr>
<tr>
<td>QD2</td>
<td>Graphic design</td>
<td>Trade (N=106)</td>
<td>13.2%</td>
<td>31.1%</td>
<td>30.2%</td>
<td>25.5%</td>
</tr>
<tr>
<td></td>
<td>Marketing Manager (n=102)</td>
<td>4.9%</td>
<td>31.4%</td>
<td>40.2%</td>
<td>23.5%</td>
<td>36.3%</td>
</tr>
<tr>
<td>QD3</td>
<td>General quality of game design</td>
<td>Trade (N=106)</td>
<td>6.6%</td>
<td>27.4%</td>
<td>44.3%</td>
<td>21.7%</td>
</tr>
<tr>
<td></td>
<td>Trade (without language barrier, n=65)</td>
<td>7.7%</td>
<td>29.2%</td>
<td>44.8%</td>
<td>18.5%</td>
<td>36.9%</td>
</tr>
<tr>
<td></td>
<td>Marketing Manager (n=102)</td>
<td>1.0%</td>
<td>14.7%</td>
<td>52.9%</td>
<td>31.4%</td>
<td>15.7%*</td>
</tr>
</tbody>
</table>
### TABLE VI.
SATISFACTION FROM PLAYING THE EDUCATIONAL GAME

<table>
<thead>
<tr>
<th>Code</th>
<th>I assess …</th>
<th>Very low</th>
<th>Very high</th>
<th>Negative opinion</th>
<th>Positive opinion</th>
<th>Average (1-4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>QS</td>
<td>Satisfaction from playing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Trade (N=106)</td>
<td>3.8%</td>
<td>17.9%</td>
<td>50.9%</td>
<td>27.4%</td>
<td>21.7%*</td>
</tr>
<tr>
<td></td>
<td>Trade (without language barrier, n=65)</td>
<td>6.2%</td>
<td>13.8%</td>
<td>55.4%</td>
<td>24.6%</td>
<td>20.0%</td>
</tr>
<tr>
<td></td>
<td>Marketing Manager (n=102)</td>
<td>1.0%</td>
<td>7.8%</td>
<td>55.9%</td>
<td>35.3%</td>
<td>8.8%*</td>
</tr>
</tbody>
</table>

### TABLE VII.
ENHANCED LEARNING PROCESS [TRADE/MARKETING MANAGER]

<table>
<thead>
<tr>
<th>Code</th>
<th>Strongly disagree</th>
<th>Strongly agree</th>
<th>It's difficult to say</th>
<th>Negative opinion (1-2)</th>
<th>Positive opinion (3-4)</th>
<th>Average (1-4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>QL1</td>
<td>Trade (N=106)</td>
<td>2.8%</td>
<td>10.4%</td>
<td>33.0%</td>
<td>48.1%</td>
<td>5.7%</td>
</tr>
<tr>
<td></td>
<td>Marketing Manager (N=102)</td>
<td>0.0%</td>
<td>6.9%</td>
<td>30.4%</td>
<td>54.9%</td>
<td>7.8%</td>
</tr>
<tr>
<td>QL2</td>
<td>Implementing the games similar to Trade/Marketing Manager game to the university curriculum would enhance the effectiveness of the learning process</td>
<td>Trade (N=106)</td>
<td>2.8%</td>
<td>5.7%</td>
<td>22.6%</td>
<td>65.1%</td>
</tr>
<tr>
<td></td>
<td>Marketing Manager (N=102)</td>
<td>1.0%</td>
<td>8.8%</td>
<td>16.7%</td>
<td>69.6%</td>
<td>3.9%</td>
</tr>
<tr>
<td>QL3</td>
<td>Implementing the games to the university curriculum would enhance my engagement in learning process</td>
<td>Trade (N=106)</td>
<td>2.8%</td>
<td>10.4%</td>
<td>28.3%</td>
<td>53.8%</td>
</tr>
<tr>
<td></td>
<td>Marketing Manager (N=102)</td>
<td>2.0%</td>
<td>7.8%</td>
<td>24.5%</td>
<td>59.8%</td>
<td>5.9%</td>
</tr>
<tr>
<td>QL4</td>
<td>Implementing the games to the university curriculum would link learning to positive emotions</td>
<td>Trade (N=106)</td>
<td>1.9%</td>
<td>5.7%</td>
<td>19.8%</td>
<td>67.0%</td>
</tr>
<tr>
<td></td>
<td>Marketing Manager (N=102)</td>
<td>1.0%</td>
<td>5.9%</td>
<td>31.4%</td>
<td>57.8%</td>
<td>3.9%</td>
</tr>
</tbody>
</table>
IV. CONCLUSIONS

The main conclusions of the study:

- Introducing ‘one-hour-play’ simulation games into the university curriculum would be connected with positive educational outcomes such as increased student engagement in learning, positive emotions, and the perceived effectiveness of learning. This means that ‘one-hour play’ games (the games tested were assessed to be simple to play by over 95% of students) - which are more affordable and easier to prepare than very complex multi-modul simulations games - can be useful tools for introducing managerial or economic issues to students.

- Unfortunately – as our survey also showed – very few students have had previous experience in using the games as the part of their courses and games are a neglected educational tool in the Polish universities. Perhaps this is one of the reason why participants of our survey evaluated the games so favorably. Students were very enthusiastic about the games and they assessed them

### Table VIII.
The correlation between variables – R Spearman, p<0.05. Correlations of moderate strength are highlighted.

<table>
<thead>
<tr>
<th>Trade</th>
<th>Marketing Manager</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Correlation between educational content and enhanced learning</strong></td>
<td></td>
</tr>
<tr>
<td>QE1-QL2 0.33</td>
<td>QE1-QL2 0.36</td>
</tr>
<tr>
<td>QE1-QL3 0.30</td>
<td>QE1-QL3 0.34</td>
</tr>
<tr>
<td>QE1-QL4 0.35</td>
<td>QE2-QL1 0.28</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Correlation between navigation and enhanced learning</strong></td>
<td></td>
</tr>
<tr>
<td>QN3-QL1 0.21</td>
<td>QN1-QL1 0.25</td>
</tr>
<tr>
<td>QN2-QL2 0.26</td>
<td>QN1-QL2 0.24</td>
</tr>
<tr>
<td>QD2-QL2 0.21</td>
<td>QN1-QL3 0.27</td>
</tr>
<tr>
<td>QD3-QL2 0.29</td>
<td>QN1-QL4 0.33</td>
</tr>
<tr>
<td></td>
<td>QN2-QL4 0.25</td>
</tr>
<tr>
<td></td>
<td>QN3-QL4 0.26</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Correlation between design and enhanced learning</strong></td>
<td></td>
</tr>
<tr>
<td>QD2-QL3 0.28</td>
<td>QD2-QL1 0.29</td>
</tr>
<tr>
<td>QD3-QL3 0.24</td>
<td>QD3-QL1 0.27</td>
</tr>
<tr>
<td>QD2-QL4 0.34</td>
<td>QD1-QL2 0.30</td>
</tr>
<tr>
<td>QD3-QL4 0.28</td>
<td>QD1-QL3 0.41</td>
</tr>
<tr>
<td>QD1-QL1 0.33</td>
<td>QD1-QL4 0.43</td>
</tr>
<tr>
<td></td>
<td>QD2-QL4 0.29</td>
</tr>
<tr>
<td></td>
<td>QD3-QL4 0.23</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Correlation between educational content and player satisfaction</strong></td>
<td></td>
</tr>
<tr>
<td>QE1-QS 0.25</td>
<td>QE1-QS 0.36</td>
</tr>
<tr>
<td></td>
<td>QE2-QS 0.38</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Correlation between satisfaction and design</strong></td>
<td></td>
</tr>
<tr>
<td>QS-QD1 0.44</td>
<td>QS-QD1 0.48</td>
</tr>
<tr>
<td>QS-QD2 0.38</td>
<td>QS-QD2 0.40</td>
</tr>
<tr>
<td>QS-QD3 0.37</td>
<td>QS-QD3 0.44</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Correlation between satisfaction and navigation</strong></td>
<td></td>
</tr>
<tr>
<td>QS-QN1 0.31</td>
<td>QS-QN1 0.31</td>
</tr>
<tr>
<td>QS-QN2 0.27</td>
<td>QS-QN2 0.27</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Correlation between player’s satisfaction and enhanced learning</strong></td>
<td></td>
</tr>
<tr>
<td>QS-QL2 0.25</td>
<td>QS-QL2 0.24</td>
</tr>
<tr>
<td>QS-QL1 0.31</td>
<td>QS-QL1 0.35</td>
</tr>
<tr>
<td>QS-QL3 0.38</td>
<td>QS-QL3 0.38</td>
</tr>
<tr>
<td>QS-QL4 0.40</td>
<td>QS-QL4 0.40</td>
</tr>
</tbody>
</table>

Note: while both variables have the option ‘It’s difficult to say’ the correlation was calculated using the full scale. If only one variable had the option ‘It’s difficult to say’ the correlation was calculated with the exclusion of answers “It’s difficult to say”
very highly in different areas, especially their educational content, simplicity and interactivity.

- Our survey shows there is a positive link between the player satisfaction and perceived enhancement of the learning process. It suggests that when there are two or more different games for evaluation it may be worth focusing more on measuring general satisfaction than on a particular feature of the game.

- The finding emphasis the importance of game design. Interactivity, graphic design and general quality of the game design can influence the player satisfaction.

There are a few limitations for study presented. First of all, the size and the process of choosing the participant sample limit the way in which results of the study can be interpreted and generalized. Also the study did not include some variables which could influence the results including a student’s level of achievement at university and learning style. Future studies should extend the scope of analysis.
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Abstract—Most of the governments and civil society organizations work hardly to promote the disabled people especially blind and deaf persons to join the normal community and practice the regular daily life activities. Indeed, Information Technology with its modern methodologies such as mobile and Cloud computing has an impressive role in enhancing the intercommunication among the people with different disabilities and normal pupils from one side and among the disabled people themselves who have the same or different impairments. However, a few numbers of suggested systems are quite limited for the Arabic Region. Additionally, according to our knowledge, there is no proposed system for connecting the blind and deaf people within direct Arabic language-based conversations. In this paper, we propose a comprehensive framework constructed upon three main modern technologies: mobile devices, Cloud resources and social networks to provide a seamless communication between the blind and deaf people especially for those living in the Arabic countries. Moreover, it is designed to facilitate the communication with normal people through various directions by using recent methodologies such as time-of-flight camera and social networks. The main modules and components of the suggested framework and its possible scenarios are fully analyzed and described.

Keywords—Cloud, Mobile Devices, Social Networks and Blind/Dead people

I. INTRODUCTION

LACK of awareness of the blind/deaf needs could lead to discrimination in a single community. It could also leave many talented blind/deaf people out of productive members of society. In addition, it could have a substantial effect on the educational performance of children. Furthermore, children with hearing loss and deafness, specifically in developing countries, hardly receive any education. Moreover, adults with hearing loss suffer from a much higher unemployment rate [1].

As recently reported by the World Health Organization, 285 million people around the world are visually impaired (39 million are blind and 246 have low vision) [2]. About 80% of all visual impairment around the world could be cured or avoided [2]. However, this is unachievable due to the fact that 90% of the 285 million visually impaired people live in developing countries. It is also reported that, 360 million of the worldwide population have disabling hearing loss [1]. In addition, “current production of hearing aids meets less than 10% of global need” [1].

In Egypt, as an example of the developing countries, about 6% of the total Egyptian population is visually impaired [3] and nearly three million people in Egypt suffer from hearing impairment. Nonetheless, there is no a national project on how the government helps those people to be active members in the community. For example, according to the report in [4], the Egyptian government has provided sign language services for News Programs on Television (10 minutes to 7 hours a week). However, there are no current programs or plans to provide subtitles or captions. In addition, the government does not provide any access for Deaf people to get governmental documents in their sign language [4]. Indeed, the blind/deaf communities are still out of the government interests and future plans.

As a matter of fact, social interaction is a life-process and a crucial part of our success in life. It supports independent living, community experiences and relationships. However, social skills are learned by repeated visual observations (e.g. facial expressions, body language) that are translated to cues that help us to develop and understand concepts of social behavior. In other words, vision plays an important role in establishing and maintaining social interactions that is a great challenge for individuals who are visually impaired or blind.

To enrich the social interaction process, recent technologies such as social networking websites and mobile devices have been introduced and used in a wide scale as new means for social communication between people. These services are widely popular in Egypt – a February 2013 survey found that around 13 million out of 32.5 million online Egyptians use Facebook [5]. In addition, in January 2013, MCIT of Egypt [5] reported that the mobile subscribers are 96.11 million and 10.08 million of these subscribers are accessing the Internet through their mobile phones. Meanwhile, there are no real interests or efforts for helping disabled people to get benefit of these technologies to develop their social skills. The main goal of our work in this paper is to introduce a new framework that may help to shorten the distance between the blind/deaf people and the normal life. In other words, the proposed solution should support a seamless communication between blind, deaf and normal people from one side, and facilitate the interconnection between the blind/deaf and daily-based activities from the other side.

In this research paper, we propose an integrated framework to provide a Mobile-Cloud system to help blind and deaf people to gain better social skills for a more successful life. The main goals of the system are:
• Seamless communication between blind and deaf people. This includes ways to (a) detect the face to tell the blind about the identity of the conversation partner, (b) detect
emotion to tell the blind about his feelings, and (c) detect sign language and convert it to Arabic speech if it exists.

- Social network that can help blind and normal people to communicate with each other. Such network could help blind people to (a) detect certain objects or identify Arabic text, (b) use a social website to communicate with their friends while protecting their privacy, and (c) find and contact the nearest friend in case of critical situations.

The rest of this paper is organized as follows. The related work is discussed in Section 2. Section 3 presents the proposed framework and its involved modules. Section 4 describes the seamless communication between blind and deaf persons. Section 5 demonstrates the roles of social networks for connecting a disabled person to reality. Section 6 shows the possible challenges that may encounter the framework implementation. Finally, Section 6 concludes the presented solution and highlights the future work.

II. RELATED WORK

In this section, we will introduce all related research according to three main bases or technologies that may assist the blinds to have a normal life with regular activities which are: social network, mobile device and Cloud infrastructure. The social network is proposed as an electronic hand that would guide them to the right position or decision. The mobile device is the portable eye that might describe and recognize the objects or people who are naturally invisible for them. Finally, the Cloud infrastructure is the co-brain for processing the captured photos and associated data.

There are several innovative trials to build a particular social network for disabled people in general and for the blind community in particular such as [www.disabledcommunity.net, audioboofm/about/social_blind, and theblinduniverse.com] in which some special features have been added to facilitate the interaction and communication among the involved subscribers including the audio and media contents. These networks may give the disabled and blind people what they wish to connect them with their peers or friends; However, they may lead to (1) isolating the blind people from the normal world, (2) increasing the feeling by their hindrance, consequently fallen in more sociological and depression problems. On the other side, to the best of our knowledge, the popular social networks such as Facebook and Twitter do not provide any particular features for the blind/deaf people for attracting them to their community or helping them to easily participate in regular life with its different activities (e.g. searching jobs) as well as bringing them in a direct relationship with several parties including near friends and families members.

Some previous solutions have been accomplished for helping blinds to recognize the surroundings and figure out the objects they interact with such as the VizWiz [6] and VizWiz Social systems [7]. The VizWiz backbone is mainly based on two important concepts: crowdsourcing [8] and Mobile-Q&A [9] [10]. In the VizWiz system, the blind recruit a number of employees (i.e. crowdsourcing) to answer the audio questions related to a photo taken by their mobiles (i.e. Mobile Q&A).

The suggested VizWiz system gives them the full confidence that they are basically depending on their selves rather than asking for help from friends or family members through the traditional social networks (i.e. friendsourcing) [8]. However, it is not a free service and does not support any automated process for recognizing the captured photos that clarity degree basically depends on the mobile model that the blind regularly use. At the same time, it is difficult for blinds to correctly target their mobiles’ camera in order to capture clear and easily recognizable pictures.

The VizWiz Social is a free application installed on iPhone and has three separated distinguished features: (1) accessing the original VizWiz with photos, (2) manual photos online for analysing the taken photos from blinds phones by either Clouds, or friends subscribed in social networks who are sharing the same geographical locations in order to obtain quick and accurate answers.

Neither of the previous work is considered as a complete solution for the blind community. VizWiz [6] [7] does not support full automated answers and imposes a charge of the Q&A service. The VizWiz Social [7] [14] fails to address the accuracy and the users’ privacy while the remaining stated work [11] [12] [13] are only focused on the navigation problem. Moreover, neither of the described work discusses how the taken photos and sent data are proceed and stored. Furthermore, none of the explained work in this section is suitable for the Arabian region as English is the main language within all those applications/solutions. Additionally, the blinds are the main focus of the study of the listed work and nothing is there about deaf people and their own needs and language. Last but not the least, the interactions emotions and feelings of both the blinds and their peers (e.g. friends) have been neglected and should be studied properly due its gorgeous impact in improving the interconnectivity among them. By including these two features, the blinds would be able to feel like normal ones.
III. THE PROPOSED FRAMEWORK

The blind and visually impaired people, especially in Arabic countries, have limited opportunities for social interaction compared to those without visual impairments. At the same time, there is no much attention by assistive technology researchers for this topic. In this paper, we present SoNetDBlue (Social Network for Deaf and Blind users) framework that tries to help those people to improve their social life.

SoNetDBlue proposes a mobile-Cloud framework shown in Figure 1. In which a speech interface on the mobile is used to take commands in Arabic language from the user while visual data is captured by camera modules integrated into sunglasses and fed to the mobile device through the Bluetooth technology. Bluetooth has been chosen here due to its proven effectiveness and popularity. Machine instances in the Cloud are utilized for running complex and time-consuming tasks that cannot be achieved on the mobile device with its limited CPU power and memory capacity.

The proposed framework is based on a collaboration model between everyday mobile devices, and the computational power provided by the Cloud infrastructure. All required complex algorithms will run in the Cloud while the thin client on the mobile device is used to capture images or audio signals and send them to the Cloud for further processing. The proposed framework is based on three major subsystems:

- **Integrated Camera**: We consider here the time-of-flight camera, a new technology used in real-time three-dimensional imaging. This technology has produced promising results in many fields including face recognition [15], gesture recognition [16], and real time motion capture [17]. These cameras provide real-time depth information about pixels of a captured image and the camera modules are made available by manufacturers at decreasing prices with the advances in the underlying technology. Currently available time-of-flight cameras provide ranges of about 10 meters and high frame rates of about 100 frames/second making them even more attractive for dealing with dynamic environments with fast moving objects.

As opposed to using the camera of the mobile device, the time-of-flight camera module will be integrated into glasses to be worn by blind users (an eye-level placement) that will help them to easily capture context-relevant pictures.

- **Mobile Application**: We are planning to support iOS and Android mobile platforms due to their great popularity, support for multi-tasking and accessibility features. Android and iOS based devices come with integrated speech recognition and text-to-speech engines that will facilitate the design of an easy-to-use interface for disabled people. The application supports two basic functionality modes: blind and deaf. More details about these modes will be provided in the following sections.

- **Cloud Infrastructure**: The suggested framework is built upon the computational power of Cloud to overcome the shortage of available resources on mobile devices. The Cloud is settled to accomplish computationally-intensive algorithms including emotion detection, object and Arabic text recognition, and the conversion from Arabic language to sign language and vice versa.
Our initial prototype is deployed on a private Cloud built using the OpenStack Cloud operating system upon the infrastructure of the Suez Canal University, Egypt. OpenStack is open source software designed to provision and manage large networks of virtual machines, creating a redundant and scalable Cloud computing platform. It gives you the software, control panels, and APIs required orchestrating a Cloud, including running instances, managing networks, and controlling access through users and projects. OpenStack APIs are compatible with Amazon EC2 and Amazon S3 and thus client applications written for OpenStack can be used with Amazon Web Services with minimal porting effort.

This degree of compatibility will help us to port our final work to a commercial Cloud (e.g. Amazon EC2) to determine the overall cost expected by our system and to compare the system efficiency and reliability over different Cloud platforms.

SoNetDBlue focuses mainly on two basic scenarios: seamless communication with deaf people and social network for blind users. In the following sections, we are going to deliberate the two scenarios in detail and discuss the major challenges expected during the implementation of the system.

IV. SEAMLESS COMMUNICATION

In this section, we will concentrate on the first objective of the SoNetDBlue framework that is to provide an independent communication between blind and deaf people as depicted in the top portion of Figure 1. To achieve this objective, the thin client on the mobile phone should be configured to one of two available modes: blind and deaf modes. The thin client behavior is automatically adapted according to the selected mode. In the rest of this section, the functionalities of each mode are explained in more details.

The sequence diagram shown in Figure 2 concludes the flow of actions in case of the blind mode:

1) The time-of-flight camera integrated in the sunglasses records a video for the conversation’s partner (deaf user) and sends it to the thin client resident on the mobile device through a Bluetooth connection.
2) Depending on the CPU power of the mobile device, the thin client may decide to apply a preprocessing stage to filter the captured frames and to extract the key ones while the other frames will be regenerated on the Cloud. This step will reduce the amount of data transferred on the network and thus reduce the overall cost of the service.
3) The thin client submits the filtered frames to a machine instance on the Cloud responsible for running, controlling and synchronizing the required processing.
4) On the Cloud, a scientific workflow management system (e.g. SWIMS [18]) is used to process received frames in parallel over available computational nodes. Various algorithms, explained below, are applied to notify the blind user about the current feelings of the conversation’s partner and a translation of his sign language into Arabic text that is sent back to the thin client.
5) The received text is converted into speech using the text-to-speech engine assimilated in the mobile device.

In our work, we focus on facial expression recognition as a key index of human emotion based on the six basic emotion-specified facial expression (i.e. happiness, sadness, fear, disgust, surprise and anger) defined by Ekman [19]. Based on our architecture requirements (i.e. accuracy and response time), we will consider and evaluate the work by Mase and Pentland on advanced face detection and recognition using relatively low computational power [20] and the algorithm that classifies face emotions through eye and lip features using particle swarm optimization [21].
For the Arabic Sign Language (ArSL) recognition, we concentrate on testing two algorithms that achieve real time translation of dynamic gestures. The first algorithm involves two stages for automatic translation of dynamic gestures into the ArSL; in the first stage, it recognizes the group of the gesturer and the second stage interprets the gestures within the groups based on spatial domain analysis and hidden markov model [22]. The second interesting algorithm is a vision-based automatic sign language recognition system for Arabic letters with no need for any additional hardware such as gloves or sensors. The algorithm uses predefined Haar classifiers to track and detect the hand’s position, then it detects the skin color, transforms the images into frequency domain, and finally uses a simple classification technique (K nearest neighbor); this algorithm achieved up to 90.55% recognition accuracy at real time [23].

The deaf users should configure their mobile devices to the deaf mode in which the thin client records the Arabic speech and filters it to extract the signal of the conversation’s partner (blind), and submits it to the Cloud for processing as illustrated in Figure 3:

1) The speech is translated into Arabic text and segmented into separated words.
2) Each word is translated into its equivalent sign language in parallel on different available computational nodes to speed up the total response time. The outcome of this step is an animation sequence that represents the sign language of the word under processing.
3) Accumulated results of step 2 are synchronized and sent back to be displayed on the thin client through a digital avatar as shown in Figure 1.

Several research projects have made efforts in translating English text into sign language [24]. However, research work focusing on Arabic language is quite limited. An early work in the field of ArSL translation shows a poor consideration of the deaf community in the Arabic world, for example, the system build by Mohandes wrongly assumes that ArSL depends on the Arabic language and shares the same structure and grammar [25]. A more powerful work has been presented in [26]; in this work the authors considered the ArSL’s unique linguistic characteristics (e.g. its own grammar, structure, and idioms) and provided a full working prototype, ArSL translation system, for helping Arabic deaf community to access published Arabic text. Another interesting work that we have to consider is the translation tool introduced in [27] as a part of a full chat system for deaf people; it provides two different modes for translating from ArSL to Arabic language and vice versa; it is based on a word to word translation, and if a word does not exist in the system’s database, a letter by letter translation is encountered.

An important question that may jump to the mind is how can blind and deaf people initiate communication while the blind cannot see the deaf and the latter cannot hear the blind one? For sure the one with vision capability (the deaf) should start his program that broadcasts an audio message. This message will notify the blind to initialize his application and to target his eyes to the deaf person to be able to capture his signs.

The second major objective of the SoNetDBlue architecture is to connect deaf and blind people with their cycle of friends (with or without disabilities) anywhere and at any time. This will help them to integrate in the community and to gain better social skills for a more successful life. To hit this goal, SoNetDBlue framework embraces a social site connecting blind and deaf users with their cycle of friends including people with or without disabilities. Figure 4 presents a use case to show the various activities that can be accomplished in this scenario:

- **Post text / audio messages:** users can post messages either in text or audio. Text messages can be entered in ArSL using a special keyboard as the one designed for the chat system presented in [27]. The received message can be also translated into one of the available format (i.e. audio, text or sign language). The camera module integrated in the blind users’ sun glasses or the mobile’s camera can be exploited to capture an image or a video to be attached with the posted message.

V. SOCIAL NETWORK
• **Find/call nearest friends:** SoNetDBlue users can utilize the thin client installed on their mobile devices to locate their nearest friends, using the GPS module installed on the mobile device, and to contact them either through calls or SMS messages. This can be very helpful for disabled people, especially in case of emergency situations.

• **Identify objects / Arabic text:** The goal here is to help blind users to identify the class of objects (e.g., car, building) in front of them. In addition, the algorithm should search for a textual note in the image to give a more descriptive explanation about the detected object (e.g., a building of Suez Canal University). According to the evaluation in [28], the Lehigh Omnidirectional Tracking System [29] is one of the best algorithms for object detection in video streams. For detecting textual notes, we have to evaluate existing Arabic optical character recognition and natural language processing algorithms to select the best of them while considering that the textual notes may contain bilingual sentences (e.g., Arabic / English) and different number system (i.e., Arabic and Indian numbers).

![Diagram](image_url)

**Figure 4. Use Case of the Social Network Scenario**

### VI. ARCHITECTURE CHALLENGES

The major challenges of the SoNetDBlue framework are fourfold: data stored on the Cloud, user’s security (privacy and authentication), Arabic language recognition, and evaluation of the proposed solution. Data stored on SoNetDBlue Cloud infrastructure is enriched with semantic annotations to determine (a) the owner of the data (user) and (b) the context in which the data has been collected [30]. This may lead to data duplications to some extent, but it will have a great impact on the response time of available Cloud services as the search scope will be limited to a certain user at a certain context. At the same time, the Cloud infrastructure will utilize advanced frameworks to manage the replication of its services [31] and expected privacy issues [32]. SoNetDBlue could be used to help a blind user to get a specific location using Global Positioning System. However, this could put the user in risk while submitting his location information to the Cloud. This information could be used by a malicious party to locate the blind user and then exploit this user for his/her own benefit. Thus, unlink-ability techniques of the user identity should be used to overcome this problem. Another aspect of privacy concern is as follows. SoNetDBlue, using Time-of-Flight camera in the blind mode, requires continuous capturing of the surroundings around the user to be sent to a dedicated website. It is crucial that the user anonymity is preserved, i.e., providing unlink-ability to the recordings. This is because these videos would disclose lots of information about the places visited by the blind user.

Another security issue is the mobile authentication. A survey in [33] reported that 40% of mobile users used to enter a password on a daily basis. In addition, 56% of these users mistype a password at least once out of ten. Users find that entering password on Mobile Internet Devices (MIDs) is more frustrating than lack of coverage, small screen size, or poor voice quality. Surely, for blind users, these limitations of using traditional password as authentication make the situation frustrating. Therefore, especially for blind users, MIDs require another way for authentication such that the users' involvements are very limited or without any involvement. Furthermore, as reported in [34] after interviewing 13 blind users of smartphones, it has found that most them were not familiar with potential security threats of not using authentication methods such as a password-protected screen lock. Implicit authentication [33] [35] could be used to address these limitations. It could be used as a secondary factor for authentication to augment passwords, thus achieving a higher-assurance authentication. For blind users, this implicit authentication is very promising as they are not required to memorize how to enter a password.

The challenging bit of the ArSL is mainly concerning the accuracy of the obtained results. Comparing to the American Sign Language, the ArSL still requires more work to reach the same level of accuracy. As reported in [36], American Sign Language has achieved a word accuracy of 99.2% (users have to wear a special glove) whereas in [37] American Sign Language has accomplished an accuracy of 98%. On the other hand, the best result of the ArSL is 90.65%, as reported in [9]. The reasons of this problem are summarized as follows [12]. ArSL, like other natural language, is an independent language which has its own structure, grammar, and idioms. In addition, it is not hand/finger spelling of the Arabic alphabet. The finger spelling is only used for places or names which that do not exist in ArSL. Furthermore, ArSL does not have a documentation system which could be utilized while building a translation corpus. Therefore, deep research should be done to address this difficulties and to fill the gap of the accuracy between the ArSL and American Sign Language. It is believed that the high accuracy of ArSL, the high adoption of the proposed SoNetDBlue solution.

### VII. CONCLUSION AND FUTURE WORK

In this work, a Mobile-Cloud framework is presented to help blind and people with visual impairments to gain better access to the surrounding environment. Moreover, the introduced framework is structured to bridge the communication gap between the blind and deaf persons, particularly in the Arabic section. Finally, we showed how several technologies and methodologies including social networks can be integrated to recognize all possible obstacles and persons to assist the blind people to feeling and visualizing the surroundings.
Our future work involves two main steps: the first one, as mentioned above, we have started to implement the suggested architecture in an OpenStack Cloud environment, we aim to complete the entire architecture implementation and its interrelated components and testing its behavior in order to meet the analyzed requirements and estimated objectives. The second step includes moving the implemented system to a commercial Cloud and practicing the expected behavior with real pupils. Also, this stage will be concluded by a real-time survey to measure the blind/deaf people satisfaction about the produced system including the performance and accuracy.
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Abstract—This article provides an insight into the topic of ad-hoc protocols used for routing, namely proactive and reactive protocols. It depicts the general concept how these protocols can find a path in a network between two nodes and it also presents the evaluation of the methods of tracking the node path in a wireless ad-hoc network through investigating the available mobile routing protocols.

The main focus is on the throughput and the average end-to-end delay in a network, using for the simulation OMNeT++ environment. Three protocols were chosen for the final testing: Ad-hoc On-demand Distance Vector (AODV), Optimized Link State Routing (OLSR), and Dynamic Source Routing (DSR).

I. INTRODUCTION

A D-HOC networks originated in 1960s when the ALOHA project was emerging from the shadows. Even though the dynamically established network was not the first outcome of this project (it was based on fixed nodes with the single-hop option only), the idea of a shared medium for client transmissions remained. The earliest wireless ad-hoc networks were the “packet radio” networks (PR-NETs) already proposed in 1970. Since then, project and ad-hoc networks have been developed continuously.

In general, an ad-hoc network is a collection of wireless mobile nodes (e.g. smart phones, laptops, cameras etc.) that is formed only for a short period of time when wireless devices come within each other’s communication ranges. Nodes are the users or devices forming the network [1]. This set-up is created dynamically without using a preconfigured network infrastructure (a simple example of an ad-hoc network is shown in Fig. 1). If a network is set up for a longer period of time, it is just a plain old local area network (LAN). Finally, it is said that an ad-hoc network does not have any centralized architecture, what means that any node is a peer. In a peer network, each node is a client, a receiver (server), or a mediator of a packet that routes packets to other nodes that are out of range of the sender [2]. Moreover, an ad-hoc network can operate as a stand-alone, closed group as well as a network with a connection to the Internet.

This definition indicates that the mobility of the nodes leads to fast and sometimes enormous changes in the wireless network topology. In addition, other obvious attributes such as a large size of the network, bandwidth, large diversity of available devices, and their power consumption may cause large problems for today’s routing protocols. They may all be a huge challenge if ad-hoc network users want to receive a reliable and high quality service, not to mention other problems that can be enumerated: physical obstacles, indirect communication between two nodes, imperfections of network elements causing delays, battery constraints etc.

The first idea is based on fast routing protocols. User mobility influences the changing topology of an ad-hoc network, so it is possible that some old nodes are no longer available but new have just appeared. In theory, a routing protocol could still handle this change somehow in order to connect the required nodes, but there are some protocols that cannot do that. Therefore, it is necessary to use the protocols that are dedicated for ad-hoc networks and, providing they are fast enough, they can solve the mobility problem. Routing in ad-hoc networks is a combination of dealing with topology adjustments and minimizing the routing overhead. There are proactive and reactive protocols as well as the hybrid of those two solutions which tries to combine the best features of each protocol [1].

In networking, a hop represents one fragment of a path between the source and the destination. It is a well-known phenomenon that data passes through an unknown number of intermediate gateways until it reaches its destination. For example, on the Internet packages are routed between various sub-networks. Moreover, the definition of a hop distance should be useful. It is a unit of measurement used to express the number or routers that a packet must pass through on its way to its destination.

Therefore, in a wireless network, single-hop means that there is only one hop between the source station and the destined host. At the same time, multi-hop refers to a situation when the packet of data must travel through more than one hops. The hop count is important for the basic network operating principles. Fig. 1 clearly presents both expressions.

The perfect routing protocol has to combine the goal of dynamic adjustment to changing conditions in an ad-hoc network and of low overhead. Due to this combination, several different approaches were introduced in the field of routing protocols. Some of them will be presented and discussed in the following sections. Figure 2 shows a possible classification of routing protocols that is taken from Latiff et al. [3].
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II. FLOODING

According to Mohapatra and Krishnamurthy [4], flooding (network-wide broadcasting or pure flooding) is a way to deliver data from the source node to the destination node through every outgoing link. It means that every attached node will receive source data packets via a MAC layer broadcast mechanism and, finally, every node in the connected component of the network will deliver the data.

There is the basic rule that is followed in order to avoid looping in the network: “every node transmits only once”. If a node collects data for the first time, it re-broadcasts it. This algorithm guarantees the end of the procedure eventually and is easy to implement. Additionally, no prior knowledge about the network topology is required and, in some cases, when mobility of the nodes in the network is so high that even unicast protocols cannot handle it, the flooding may become the only reasonable alternative for routing data rationals [4].

This protocol technique can have a big contribution to an overall throughput in the network – the higher number of packets in a network means that there is a higher chance for a collision, what influences the success rate of the packet delivery directly.

III. PROACTIVE PROTOCOLS

The main operating principle of proactive routing protocols is that they maintain unicast paths between all pairs of nodes, even when routes are currently idle. They are also called “table-driven” routing protocols. A node can decide to update its routing table after either receiving an update message from a neighbor or detecting a change in the status of a link to a neighbor. Hence, when the source wants to start a connection with a remote destination node, the process can immediately begin because the path is ready and available at any time. No other request or path discovery is required and, therefore, the delay of such nature can be eliminated. It is assumed that the protocols are capable of finding the shortest and the most optimal route for a given model of link costs.

Optimized Link State Routing (OLSR) is a member of the proactive protocols group and, as such, it is also a table-driven protocol, which assumes that nodes in an ad-hoc network will update each other regularly and will cooperate in order to send data from the source to the destination using the most optimal path. This protocol uses the Mohapatra and Krishnamurthy [4] concept of Multipoint Relays (MPRs), mentioned in this paper before.

In a general operating mechanism, only the nodes that were selected as responsible for their area are allowed to generate link state updates. Additionally, these updates must include information about the links between MPR nodes only [2]. No other node has been granted the privilege to do so in order to keep the update size as small as possible. This way, even though there may be other routes available, only a part of the network topology is revealed to other nodes. This may seem dangerous for network routing; however, this partial information is fully sufficient in order to locally calculate the hop count to every node because it is certain that a path that consists only of MPRs exists.

One of basic principles of OLSR is that it uses only periodic updates in order to keep all nodes up-to-date with the link state. Whenever traffic in a network is dense, the protocol reduces the overhead as compared to the time when traffic is lower or the network is sparse. Additionally, the interval between subsequent updates is critical for reacting to topology changes and should be accurately considered.

What is really distinguished for OLSR is that it can minimize the overhead from flooding of control traffic effectively only by using carefully selected MPRs to retransmit control messages. This way, not all nodes have to be occupied with retransmission but messages still reach all nodes in an ad-hoc network [4]. Moreover, in order to find the most optimal route, the OLSR protocol needs only a partial link state to be sent through the whole network. This minimal information about link states includes the links to all nodes in the region under MPR responsibility (however, the redundancy is also possible).
The performance of the OLSR protocol was also tested in comparison to other various types of protocols. It was discovered that OLSR shows a good resilience to a suboptimal link state situation in a network where the routes are constantly changing (as nodes move in counter-rotating circles) and the network picture never converges permanently [5].

IV. REACTIVE PROTOCOLS

Reactive routing protocols, also called “on-demand” protocols, are quite different from the traditional proactive manner. The main difference lies in a route preservation mechanism – while proactive protocols keep all routes available for use at any time, reactive protocols maintain only the paths that are currently needed. The advantage of this technique is that a huge amount of routing data does not have to be stored and updated all the time. However, good algorithms are needed for instant path discovery that would not create too big delays and queues. Still, this kind of protocols should be perfect for networks where the traffic is small and sporadic.

Ad-hoc On-demand Distance Vector [6] belongs to the reactive protocols family and discovers a route from the source to the destination when it is needed. All possible routes are not maintained the whole time. Basically, AODV relies on the distance vector technique. This term refers to the method which uses the arrays of distances to other nodes in a network. Instead of saving knowledge about all routes in a network, it is enough to know the direction of forwarding the message (or the interface that should be used) or the distance from its destination (in reasonable units).

So, keeping those two basic rules in mind, AODV depends on dynamically established route table entries at nodes between the source and the destination. This means that AODV protocol requires a much larger overhead in order to piggyback source routes in each packet, what is unthinkable for proactive protocols. Each entry consists of the destination address, the next hop address, the destination sequence number, and the hop count.

Another characteristic of AODV protocol is the sequence number, which is incremented monotonically at each node of the network separately. The combination of above features results in an algorithm that can use an available bandwidth efficiently and can adapt to changes spotted in an ad-hoc network.

Each router based on the AODV protocol is more or less a state machine that works using a simple algorithm. If a route exists, then the message is forwarded. Otherwise, the message enters a queue and the router sends a route request in order to search for a possible path. According to received information, the router can update the table and even transmit the message if the path to the destination has built up.

The AODV protocol uses four types of messages that the nodes can distinguish [4]. The route discovery is handled by Route Request (RREQ) and Route Reply (RREP). The needed paths are maintained by Route Error (RERR) and HELLO messages.

Dynamic Source Routing is the reactive protocol that uses a source routing mechanism. The sender of the packet generates a header that can contain all addresses of the nodes in a network which a packet must be forwarded through in order to reach the destination node [7]. It means that the source needs to know the whole hop-by-hop path that can be stored in a route cache. This memory should be maintained by each node of an ad-hoc network which wants to participate in the traffic share. If this cache does not enclose the required path, the node simply needs to use the standard discovery process for the wanted route in order to dynamically determine the path to the destination node. It is accomplished by flooding the network with RREQ messages, also called queries [4].

The route discovery technique is based on route requests which are re-broadcasted by each intermediate node if it is not a destination node or if it does not know the path to the destination based on a route cache. Otherwise, the node answers with the PREP message and the packet with the entire route is sent back to the origination node. And finally, this path is, of course, saved for later in a route cache by each node which does not know it [4]. Like in the case of the AODV protocol, the RERR packet is generated if any node detects a broken link that cannot be longer used for the traffic. This kind of message triggers the removal of the given route from the route cache as well as all entries that are affected [4].

V. RUNNING SIMULATIONS

We have decided to use OMNeT++ [8] for the simulations library, which is rather a good provider of infrastructure and tools than a simple simulator of a network. The main advantages of this tool are as follows: free for academic use, the engine runs event-driven simulations of communicating nodes on a wide variety of platforms, support of graphical network creation, the framework is fully extensible and modular (based on C++ language), the documentation and the tutorials are properly maintained and developed by an increasing number of users, and there exists a great diversity of available libraries and featured projects compatible with the OMNeT++ platform.

We performed the tests only in a random grid, but we were aware of the disadvantages of the linear or grid topology that may cause problems in ad-hoc network routing. Nevertheless, we wanted to have a more realistic topology, so the random one was the most reasonable (Fig. 3). All the nodes in our simulations were moving all the time with variable speed and direction of movement without a pre-determined path.

All tests had the common goal of adjusting the final simulation parameters because the default ones are not always the most suitable for the wanted results. Table (Table I) presents the output of all testing and verification processes.

The preparation for simulation was not only focused on investigating the best parameter set but also on adjusting the behavior of a singular node. The inner construction of the mobile device was based on the TCP/IP model. It was decided that it would employ 802.11g technology for MAC layer, UDP was used in transport layer, and UDP APP for application layer.
VI. RESULTS

With all predefined parameters of the simulations, we were able to obtain the relevant output – the average end-to-end delay and the average throughput of the network. The average delay time involves all possible reasons, such as queuing time, packet transmission, and propagation time or retransmission time.

We think that the delay is important for a dynamic ad-hoc network and should be as small as possible but, at the same time, the successful rate must be tolerable. Please have a look at the results that we got separately for the AODV, OLSR and DSR protocols (the plots are presented in Fig. 4, 5 and 6, respectively).

With the increased number of nodes in a network, packet collisions may occur more often and this will lead to a higher number of retransmissions. This kind of situation would definitely influence the overall delay and it can be observed in all of these plots.

![Fig. 3 Snapshot of the random topology.](image)

### Table I. Simulation parameters chosen for the final tests.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation time</td>
<td>600 s</td>
</tr>
<tr>
<td>Topology</td>
<td>Random location of nodes (network of mobile devices)</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>50, 100, 150, 200</td>
</tr>
<tr>
<td>Ad-hoc protocols</td>
<td>OLSR, AODV, DSR</td>
</tr>
<tr>
<td>Transmission range</td>
<td>100 m</td>
</tr>
<tr>
<td>Mobility model</td>
<td>Random way-point</td>
</tr>
</tbody>
</table>

![Fig. 4 Average end-to-end delay for the OLSR protocol.](image)

![Fig. 5 Average end-to-end delay for the AODV protocol.](image)

![Fig. 6 Average end-to-end delay for the DSR protocol.](image)

However, the smallest delay can be noticed in case of the AODV protocol application.

The average throughput of all three protocols is compared by measuring the average rate of successful message delivery over a communication channel. This is calculated in bits per second, what emphasises the vitality for ad-hoc network operation. The higher this number is, the higher the throughput is.

When the number of nodes increases, more packets of data come to the network; it can be observed that the highest throughput of all three investigated protocols was reported in the AODV protocol (please compare the plots presented in Fig. 7, 8 and 9).
We have examined and analyzed three routing protocols from both proactive and reactive groups, namely Ad-hoc On-demand Distance Vector (AODV), Optimized Link State Routing (OLSR), and Dynamic Source Routing (DSR). The simulation tests involved measuring metrics such as throughput and end-to-end delay. The presented results indicate that the performance of the AODV protocol is superior as compared to the two other protocols that have been taken into account. It can be easily noticed that the AODV protocol handles the network traffic better when more and more nodes are added to an ad-hoc network. Still, according to the theoretical background, smaller networks (up to 10 nodes) might have been handled better by the DSR protocol.

Nevertheless, the DSR protocol was inferior in both end-to-end delay and throughput, even when there were only 50 nodes in the network. The poor performance of DSR with respect to time for packet delivery is mainly due to caching the routes and the lack of mechanism for deleting the stale paths. We think that it is the reason why DSR did not perform so well, even though it belongs to the same group of reactive protocols as the AODV protocol.

It was also observed that, for a relatively small number of nodes, all routing protocols are similar when throughput was under test. However, the average end-to-end delay could be easily compared for even the smallest number of nodes and the AODV protocol was incredibly fast in delivering packets. This is why we assume that the AODV protocol would be preferred for real time traffic over DSR or OLSR.

Whenever throughput is considered, results show that DSR does not handle it well because it consumes a considerable amount of power. If it was a real environment involving mobile devices, the batteries would run out of power pretty quickly.

During the testing process, some problems occurred and those influenced directly the developing and testing time. The parameters were difficult to adjust because the default ones did not give the wanted results and looking for better values consumed a lot of time. Additionally, testing the performance of the DSR protocol was difficult in terms of the processing power of computer (this protocol uses the caching routes technique, so the bigger the number of nodes was, the more resources it was consuming for the test). Finally, the OMNeT++ testing environment gives different debugging messages in each operating system, so we had difficulties solving, for example, Cygwin problems during the testing process.
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Abstract. In the recent years, the Global Positioning System (GPS) has become a standard for the location and navigation for a huge number of people all over the world. This system is unquestionably one of the most significant developments of the twentieth century. GPS employs a great variety of applications from car navigation and cellular phone emergency positioning even to aeronautic positioning. Despite the fact that it plays an essential role in today’s world, GPS has some limitations. The main disadvantage is the inability to operate inside the buildings because of the loss of signal from the satellites. During the last decade, the interest in location based services has significantly increased. It is related to the existence of ubiquitous computers and context awareness of mobile devices. Information about the position plays the great role in the field of security, logistics and convenience nowadays. Thus, it is necessary to fill the gap at the point where Global Positioning System does not perform satisfactorily.

I. INTRODUCTION

The idea is to design the system complementary to GPS which would be able to determine the location in the places where GPS is not. It is possible to use a wireless LAN system and its existing infrastructure to find the users location indoors. The wireless communication system was designed to provide users with a possibility to move around and still be connected to the local network or be able to use Internet access without cables. Nevertheless, it is possible to use some of the properties of wireless communication to determine the location. Analyzing the transmitted signal, a mobile device can estimate the distance between the access point and the terminal itself. Then, by combining the measurements from more than one access points, the mobile device can determine the exact location of the terminal.

II. WLAN POSITIONING PRINCIPLE

In recent years, the WLAN IEEE 802.11g standard has gained high popularity; the number of devices using wireless networks is still constantly increasing. Nowadays, WLAN infrastructure is maintained nearly everywhere where people appear frequently. This enables customers to connect to the Internet in public places such as airports, hospitals, universities, or shopping malls. The majority of modern mobile devices is equipped with a WLAN interface and that enables them to connect to wireless access points. In recent years, the position information as well as the WLAN standard IEEE 802.11g have become very common. This motivates developers to produce systems based on WLAN networks which are able to determine a user’s location.

To estimate the real-time location of a user, location systems have to perform a number of steps and various calculations [1],[3]. The estimation of the distance from the access point is the first phase needed to determine the exact location. It is the method of calculating the radius of a circle in two dimensional spaces or a sphere in three dimensional systems. The calculation of more than one distance from several Access Points (APs) could be used to estimate the exact location [2]. A location could be described as a set of coordinates pointing at a particular position in a space or on a map. The majority of the positioning applications require that the position of the user’s device be estimated with a good accuracy, but sometimes another criterion, such as no complexity or low costs, is more important. Positioning systems based on wireless networks use the properties of the access to a medium. They use various physical attributes to measure the distance between two terminals [4-5].

The main principle states that signal strength at the receiver is inversely proportional to the square of the distance that the signal travels. Based on that rule and the characteristics of a wireless signal in a researched environment, the distance between two terminals can be determined. In comparison to methods that are based on the time of flight technique, the Received Signal Strength (RSS) approach has a number of advantages. To apply the RSS method, no hardware changes are usually required. This method can be implemented in a customary wireless communication system such as the IEEE 802.11g standard with the facility to read a received signal strength indicator. The special synchronization and timing techniques are not relevant. Owing to the low costs of implementation and the simplicity, the RSS approach has a great chance to become the most popular technique used for indoor positioning systems. Nevertheless, there are some restrictions of the RSS location technique. The electromagnetic signal is very prone to interferences and the effect of multipath propagation. A position awareness system based on RSS method must use a specific database or increase a number of static base stations to achieve higher accuracy [6][8].
The RSS fingerprinting approach is based on sampling and recording of characteristic patterns of a radio signal in a specific environment and is called pattern recognition or fingerprinting. The location patterning technique is implemented in the software entirely. This reduces the complexity as well as the cost of performance and, at the same time, guarantees high positioning precision. However, a special database must be created for every single area and every change which effects radio propagation requires the re-creation of the whole database[7],[9].

The deployment of a location system based on the position patterning has two measurement phases. The first one, which is called the offline or the calibration phase, results in the creation of the database. The second phase, called the online or operational phase, takes place when the real time signal strength values are matched with the previously constructed database components associated with the reference points.

III. PROJECT IMPLEMENTATION

The created WLAN Positioning applies the position determining approach based on the received signal strength and access point information from the 802.11g wireless network. Tests were conducted in a three-storey building with the overall surface area of about 250 square meters using three access points which were distributed all over the building, each on a different floor.

The client-based approach is applied in the system that includes the offline phase as well as the online phase. The developed application could operate in both modes. The first one is a calibration mode and includes the construction of a radio map of an indoor area containing measurements of the received signal strength from access points in each reference point.

The localization system uses three access points that provide overlapping coverage area, with the strongest signal power in the calibrated arena. Another wireless networks detected by the system are not used by the application because they do not guarantee the sufficient coverage and the high enough signal strength value. The second mode of application is the operational mode and this mode includes the determination of position in real time. In this phase, the application receives a signal from fixed access points and performs the calculations on signal strength to obtain the current position of the device. The approach used to determine the device position is the nearest neighbor method based on the Euclidean distance.

The designed positioning system operates on mobile devices in conjunction with the 802.11g standard wireless access points. The calibration and the operational phase were conducted using already installed access points in the three storey building. The coverage region includes three floors with the surface area of about 250m2. This place consists of 15 different locations where 55 reference points were defined. The plan of each floor with the position of the reference points is presented in Fig 1.

The User Positioning System is a software-based project developed to work on the Sony Ericsson Xperia mobile device. The mobile phone operates using Android 2.1 and is equipped with WLAN card working with 802.11g technology.

Due to the fact that the project was designed to work on the mobile phone Sony Xperia, there were some specific hardware restrictions. The system uses the embedded wireless network card and its ability to deliver the received signal strength values. The positioning approach could be chosen from the set of methods that use the RSS approach to determine the location. The approach based on the angle or time of arrival may not operate on available mobile device. (In order to measure the angle, it is necessary to use a directional antenna or an antenna array, where each antenna is tuned to a different optimum frequency. Unfortunately, it is not possible to use this method on a mobile phone, which uses an antenna with properties similar to these of omnidirectional antennas. No possibility of tuning the frequency of the antenna makes it also impossible to construct a suitable antenna array).

Due to the fact that the system was created to operate in a very complex environment where the propagated signal was prone to various distortions caused by multipath phenomena, the propagation model method could not be applied in the described system. The approach which could give the satisfactory results in that complex environment and which was applied in the project was the received signal strength fingerprinting approach that is based on the nearest neighbor algorithm.

The User Positioning System could operate in two modes. The first mode uses the offline phase which contains a collection of reference points, what results in the creation of the database. This phase is performed before the real-time operational phase and provides references for the localization algorithms used in the actual position localization. The constructed database consists of reference points at a specific location and three median values of RSS that correspond to the fixed access points. The main database is associated with the described environment – the three-storey building. This database is used in the real-time operational mode as a reference databank for the application to find the most accurate position of the device.

The second mode of the program is called the positioning phase. In that mode the application matches real time measurements with the database that was already created in the
previous phase. The mobile application in the positioning mode measures the real time RSS values from three access points. Due to hardware limitations, the program could obtain only one sample per two seconds. During this phase, the analysis including a number of sample values resulting from the calibration process was compared with the systems accuracy. The application depending on user preferences could operate in three different modes that vary in the number of samples. The first one uses instantaneous measurements of the RSS value to determine the best reference point, while the other two use three and nine samples to localize the device. The corresponding time of the calibration is two, six, and eighteen seconds. The received RSS values from more than one sample are translated into their analogue median values in order to create a single vector of signal strength values.

The constructed real time vector of measurements is compared with the already created database, using the nearest neighbor algorithm which was already described in detail in the previous section. Each value of received signal strength in the vector is compared with the corresponding values with each reference point from the database, using Euclidean distance. The reference point with the smallest distance is considered the best position by the program. The application displays the determined position at the screen.

IV. TEST MEASUREMENTS

The tests of the project were carried out with various parameters. The actual accuracy of the system varies in the number of samples obtained in real time measurements. The results presented below are divided into three parts as three different approaches have been considered.

The first part includes only real time RSS values from all access points. This leads to a very quick determination of the position; however, this approach cannot provide the efficient accuracy. The next approach compromises on the time of calculations and the accuracy and uses the measurements of three samples which require six seconds for locating the position. The last approach uses measurements of nine samples which give the best accuracy; however, this method takes eighteen seconds to determine the current position.

The first approach, which measures one instantaneous RSS value, does not provide the satisfactory accuracy (Fig 3.). The analyses have shown that only in 17% of the tested positions the location was determined correctly. Only in 36% of the cases, the position was estimated correctly as being located within a room.

The second approach, which measures three instantaneous RSS values, provides better accuracy (Fig 4). The analyses have shown that in 32% of the tested positions the location was determined correctly and in 53% of cases the position was estimated correctly as being located within a room.

The last approach, which measures nine instantaneous RSS values, provides the best accuracy. The analyses have shown that in 48% of the tested positions the location was determined correctly and in 81% of cases the position was estimated correctly as being located within a room.

V. CONCLUSIONS AND FUTURE WORK

The system tests were performed with three different approaches. They vary in the amount of samples in real time measurements, what results in the difference of position estimation time as well.
Undoubtedly, the approach that measures 9 samples provides the best accuracy. However, 18 seconds to obtain the position is too long (during this time the real positioning can change). The compromise might be the three samples approach that has the satisfactory accuracy and does not take too long to calculate the location.

The goal of the project was to design the positioning system for mobile devices that would perform satisfactorily in an environment where the Global Positioning System could not operate effectively. The project was successfully implemented using the already existing infrastructure of WLAN networks in a three-storey building. The most suitable approach for WLAN positioning was chosen after a careful literature review. The method implemented in the localization system is the RSS fingerprinting technique based on the nearest neighbor algorithm.

The User Positioning System for Mobile Devices that works on mobile phones with the Android operating system has been successfully implemented. The designed application could work in two modes. The program working in the first mode constructs the database with access points and RSS values corresponding to them. The result of the calibration mode is the database that is a reference map for the operational mode. The second mode operates in the localization mode and compares real time measurements with the database in order to point the current position. The system has been tested in a three-storey building and has achieved the accuracy of about 80% for the localization within 20 seconds with the accuracy to one area of one room (about 15 square meters). The User Positioning System belongs to a minor group of applications which were developed to operate on mobile devices. The implemented system is not expensive and it can become very popular for handheld indoor positioning because nowadays a lot of people have Android mobile phones and the wireless local area networks are becoming more and more common.

Nevertheless, the system implementation could be improved in some steps in order to increase accuracy and effectiveness. Firstly, the accuracy could be improved by implementing more access points in the building. The number of access points will not prolong the time of calibration dramatically but the higher number of access points is, the better quality of signal strength is and, as a result, the better accuracy of the system is. Moreover, the implemented system is not resistant to environmental changes. Each little change in an environment such people moving, doors closing or opening or even furniture moving could dramatically increase the position inaccuracy. The solution could be the creation of a flexible database that would be able to adapt to environmental changes.
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Abstract—Smartphone technology has recently gained attention in the field of E-Mental Health research and mobile applications for measuring health-related aspects as well as mobile mental health interventions have emerged. However, little work has been done on leveraging mobile technology in combination with internet-based interventions. We argue, that mobile applications can not only enrich mental health treatments but also foster the commercial success of E-Mental Health applications. To this end, we have developed GET.ON PAPP, a mobile application for panic disorder that integrates an internet-based treatment into daily life. In this work, we present the development and structure of GET.ON PAPP and a perspective for its evaluation.

I. INTRODUCTION

E-Mental Health, the use of information and communication technology to “support and improve mental health conditions and mental health care” [1], has been and still is a growing field in research and practice [2]. One of the most prominent forms of an E-Mental Health application is the internet-based intervention (IBI), the use of web-sites to deliver self- or low-guided psychological treatments over the internet. With the advent of smartphones in the past years, however, researchers recently started to explore the potential of this technology for E-Mental Health [3, 4].

The ubiquitous nature of smartphones makes them ideal for measuring data on health conditions in daily life. To this end, a number of applications have been developed and evaluated. Examples are the MONARCA self-assessment system [5, 6] and the work of Morris et al. on emotional self-awareness [7]. Furthermore, smartphone sensors have been used in order to amend or replace self-reported data with more objective measures [8, 9].

Self-contained interventions are another area where mobile technology is used in E-Mental Health [3]. Examples include mobile interventions for bipolar disorder, schizophrenia and depression [10, 8]. However, to our knowledge, little work has been done on using smartphones in combination with IBIs.

We argue that by combining mobile applications with IBIs, smartphones can be leveraged to overcome limitations of the internet-only approach, thereby integrating the treatment more closely into daily life. This is important not only from a psychological point of view but also from a commercial perspective. In Europe and in particular, in the Netherlands, UK and scandinavian countries, IBIs are currently being integrated into the routine healthcare system. In recent years, vendors have emerged that specialize in development and distribution of E-Mental Health systems. The use of new technologies together with established approaches can make systems more attractive for both, customers who offer mental health services and end-users.

To explore the potential of a mobile application in combination with an IBI, we developed the GET.ON Panik program, a treatment for people with panic disorder with and without agoraphobia. The treatment consists of two parts, an online training that is delivered via the internet-browser and the mobile application GET.ON PAPP that amends the training. In this paper, we present GET.ON PAPP and discuss its foundation, structure, development process and perspective.

The GET.ON project is an international and interdisciplinary cooperation of researchers and practitioners from the Leuphana University Lueneburg, Phillips University of Marburg, VU University Amsterdam and Minddistrict, a Dutch company specialized in the development and distribution of IBIs. The goal of the EU-founded project is to develop, evaluate and disseminate interventions for common mental disorders, including depression, insomnia and panic disorder.

This paper is structured as follows. First, a brief introduction is given into the background of panic disorder and its treatment as well as IBIs and their limitations. After that, the development process and structure of GET.ON PAPP are presented. Following this, we discuss the evaluation perspective of the mobile application and finally, a conclusion is drawn.

II. BACKGROUND

Panic disorder (PD) is a common and severe mental disorder that belongs to the category of anxiety disorders. People suffering from PD experience recurrent panic attacks, which happen in an unpredictable manner. A panic attack involves heavy body-symptoms such as palpitations, breathing difficulties and dizziness. Because of this, people often fear that they will die which further exacerbates the symptoms. Panic disorder often occurs in combination with agoraphobia, the anxiety about being in places or situations in which help might not be available or from which escape might be difficult. Examples include driving a car, shopping in a supermarket and going to

²cp. Diagnostic and Statistical Manual of Mental Disorders (DSM-IV) for diagnose criteria.
to the cinema or theater. As a consequence, people tend to avoid such situations and over time, the fear of panic attacks often becomes a central problem because it severely limits their lives. This leads to a high level of distress as well as social and job-related disabilities [11].

Panic disorders are one of the most prevalent anxiety disorders. Goodwin et al. reported (12-month) prevalences between 0.3% and 3.1% for PD with and without agoraphobia in Europe [12]. For 2010, the total economic cost for Europe was estimated to 11,894 million EUR PPP for PD and to 9,634 million EUR PPP for agoraphobia [13].

A. Treatment of panic disorder

Cognitive behavior therapy (CBT) is a commonly used and effective method for treatment of panic disorder [14] that is adapted by the majority of contemporary computer-based treatment programs, not only for PD but also for other mental disorders [15]. In CBT, “...” patients are trained to collect information in a systematic fashion to offset the influence of maladaptive information-processing strategies and to conduct behavioral experiments to test the accuracy of their negative beliefs” [16].

CBT for panic disorder typically incorporates two central components: cognitive restructuring and exposure exercises. Cognitive restructuring teaches strategies on how to identify and change negative thoughts. Exposure is a technique where people with PD and agoraphobia expose themselves to situations where they fear to have a panic attack. For people with PD without agoraphobia, a method is used where specific exercises such as hyperventilation are carried out in order to trigger body symptoms similar to those that occur during a panic attack. In both cases, it is vital to the success of the treatment that exposures are done frequently and properly.

In addition to these core components, clients are usually encouraged to keep a self-monitoring diary. This not only helps the therapist to give feedback but also increases the client’s awareness for panic symptoms and disorder patterns. Furthermore, self-monitoring accounts for the natural human drive for self-understanding [17] and can thereby reinforce a client’s involvement with the treatment.

B. Internet-based interventions

An internet-based intervention for a mental disorder is a variant of computer-based psychotherapy [15] that is provided over the internet. In a nutshell, an IBI is similar to a self-help textbook with the content being delivered over the web-browser, usually in an interactive form and enriched with multimedia elements. Participants work through the intervention either completely independent or guided by a coach who gives feedback and motivation [18].

Compared to traditional face-to-face therapy, IBIs are a low-threshold form of intervention that offer high availability at any time as well as anonymity and thus less stigma. Protection of privacy is another commonly noted strength of IBIs [2, 15]. Psychological research has shown effectiveness of IBIs for several mental disorders, including PD with and without agoraphobia [18, 19]. A couple of online-programs for PD were developed and evaluated in the past years, such as, for example FearFighter [3] in the UK and Panikprojektet [5] in Sweden. Furthermore, IBIs are now gradually implemented in practice as part of the routine healthcare system in Europe. The leading countries in this development are the Netherlands and Sweden but others start to catch up.

C. Limitations of IBIs

IBIs commonly make use of an internet-browser that is running on a stationary computer or laptop to deliver the treatment. This approach is advantageous to serve larger blocks of information as well as for exercises or quizzes where users fill in (textual) answers. The timeframe of a single interaction between an user and an IBI is typically rather long, ranging up to several hours.

While mobile devices can be used to access an IBI on the go, screen size and unstable internet-connections often impose problems. In addition, entering text on a mobile device can be cumbersome as most of them do not have a dedicated keyboard [20]. As a result, IBIs are limited when it comes to supporting clients in their daily life.

While the above can be said for IBIs in general, we identified the following two key problems with respect to panic disorder.

1) In-situ support: Exposure is a notoriously difficult task to perform. Clients not only need to overcome their inner resistance but also carry out the exercises in a specific and prescribed way while at the same time experiencing high levels of anxiety. Although principles and procedures can be described in an IBI, exposure usually happens far away from the computer. As a consequence clients need to memorize and recall what they have to do. In addition, they can not easily verify that the exposure was performed correctly.

2) Self-monitoring: Diaries are already an inherent part of many contemporary IBIs. However, the limited accessibility of these programs requires clients to recall and sum up their panic attacks and anxiety feelings, typically on a day-to-day basis. As a result, a retrospective bias is introduced, which reduces the ecological validity of the diary data [3]. This is not only unfavorable for clients and therapists but also for the researcher who wants to analyze the data.

III. A MOBILE APPLICATION FOR PANIC DISORDER

Smartphones have become increasingly powerful and almost ubiquitously available in the past years. Consequently, they “play a vital role in the practice of medicine today” [21]. In a review on mobile technology in psychological treatments, Heron and Smyth argued that mobile technology is in particular suitable to bring interventions closer to people’s daily

---

3 Purchasing power parity

4 In a psychotherapeutic context, people who seek the help of a psychotherapist are commonly referred to as “clients”.

5 http://www.fearfighter.com/

6 http://www.kbt.info/behandling/
life [3]. To this end, we have built the mobile application “GET.ON PAPP”7 for people with PD (with and without agoraphobia) to overcome the limitations we identified above by providing a tool that integrates the treatment in their daily life, where panic actually happens. GET.ON PAPP is not designed to be used stand-alone but as an extension to an IBI that structures the treatment and offers information as well as instructions. In doing so, we strive to use both technologies to their potential. For the remainder of this paper, however, we will concentrate on the mobile part only.

GET.ON PAPP is structured into a diary that covers the self-monitoring aspect and an exposure-guide that supports people in performing exposure-exercises. In the following, we describe and discuss the development process, the different parts of the application and the technologies we used for its implementation.

A. Development

GET.ON PAPP was developed in an iterative process, incorporating experts from various disciplines. Each iteration started by creating a paper mockup for a specific function together with psychologists. The mockup was then refined until it represented the functionality to our satisfaction. In the next step, we created a functional prototype that could be executed on a smartphone. After that, the prototype was tested and gradually improved.

Researchers have mentioned the importance of credibility for the adoption of IBIs [22, 23]. While it is unclear if these findings can be generalized to mobile interventions, Fogg argued that credibility is crucial to facilitate behavioral change in general [24]. He defines credibility has the combination of perceived trustworthiness and perceived expertise and highlights the importance of a product's visual appearance for the perceived first-hand and long-term experience [25, 24]. For that reason, we included visual and interaction designers in the team from the early project stages on.

While it was originally planned to also incorporate potential end-users early in the process, it turned out to be difficult to find people who were willing to talk about their experiences with the disorder. Instead, we decided to employ psychotherapists and researchers with experience in the treatment of PD. Furthermore, we conducted regular but informal tests with team members who were not directly involved with the development.

B. Documentation of panic-related events

As mentioned before, self-monitoring is an important aspect in CBT based treatment of PD. To this end, a diary has been created that enables clients to document and view their panic events. This is not only helpful to increase awareness for how, when and where panic attacks develop but also as an introduction to the treatment that encourages people to reflect on their disorder.

The frequency of panic attacks varies greatly between individuals, ranging from few attacks a week to several attacks a day. Some clients do not even have panic attacks but live in a more or less constant fear of an attack. Therefore, we opted for an event-based design for the documentation of panic-related events [26].

We define a panic-related event as either a full-blown panic attack or the feeling of fear that a panic attack may happen in an ongoing situation. To reduce the retrospective bias, clients are encouraged to document these events immediately after their occurrence. Smartphones are ideal for this task because they are accessible most of the time.

Because panic-related events are documented “on the go”, an efficient and unobtrusive user interface is required. For this reason, we tried to reduce the information that a user has to enter to a minimum. We discussed the attributes that are required to accurately describe a panic-event with scientists from the field and psychotherapists. As a result, a set of four mandatory items has been developed, which are answered on a Likert-like scale from 1 to 10.

A goal was to make the rather boring task of entering a number more interesting and engaging yet efficient. Based on the single-dimension mood-scale presented by Morris et al. [7], we created a novel input component for entering data on a numeric scale (fig. 1). Users select a value by moving a finger up and down on the display. The number moves with the finger and the intensity of the background color changes in order to provide an additional visual feedback (high values have a high intensity and vice-versa).

To facilitate learning and recognition throughout the interface, we assigned a dedicated color to each question, or more precisely to the concept that underlies a question. For example, the question “How strong was your anxiety during the panic attack?” relates to the concept of anxiety, which is represented in red color. Moreover, the use of colors is not restricted to the diary. Wherever a particular concept appears in the application, the same color is used for it’s representation.

We did not do any formal usability testing of the input component so far. However, we conducted a couple of informal tests with PhD-students, asking them to document a panic-event. There was no further information provided on how to

7A supercool acronym for GET.ON Panik App
use the component. We observed that when the interface was first presented to the students, it was not immediately clear how to operate it. However, most of them immediately realized the principle when touching the screen and reported that they liked the use of colors. To overcome the initial barrier, we added instructions to the screen which disappear when the user moves the finger. That said, formal usability testing is needed to validate if the design actually works as intended and how it compares to alternative approaches.

Finally, we wanted users to be able to give individual meaning to a panic-related event in a non-prescribed way. We anticipated that some users are more visually oriented while others tend to prefer text. Therefore, we included two additional options in the documentation of events. First, we encourage users to take a photo of either the situation where the event occurred or something that is related to the situation. Second, they may enter textual notes in order to remember feelings or specific aspects of the situation.

C. Visualization of events

To make sense of the past, the diary allows users to browse through panic-related events. For the visualization, we developed a non-technical but more casual approach that is shown in figure 2. Pousman, Stasko and Mateas have discussed the need of casual information visualization for non-work related tasks and populations that are not experts in a domain [27]. To this end, we build on the work of Ljungblad, Skog and Holmquist on ambient information displays [28, 29] and developed a Mondrian-style approach to visualize the four questions that are used to document a panic-related event.

Fig. 2. Mondrian-style visualization of a panic-related event

Four colored rectangles are used to display the information. Each rectangle corresponds to a specific question which is represented by the color and an additional icon. The size of the square as well as the intensity of the color is used to visualize the value between 1 and 10. Apart from aesthetic aspects, this type of display has the additional advantage that users can see the values in relation to each other and thereby identify patterns such as the relationship between anxiety and avoidance. Furthermore, if a photo has been taken, it is displayed as background image to facility fast recognition of the documented event.

In their work on informative art, Ljungblad, Skog and Holmquist reported that their Mondrian-style display created an aesthetic experience for viewers [28]. However, they also noted that, without further information, no one was able to understand how the display actually worked. Some did not even recognize the artifact as an information display at all. That said, with a brief introduction, most people quickly grasped the underlying concepts. We got similar results when presenting our display to students, although at least some candidates interpreted it correctly without any help. This might be tributed to the fact that the context of the display was clear and that the amount of visualized information is rather small in comparison to the work of Ljungblad, Skog and Holmquist. However, in order to ensure that people understand the display properly, we give them a brief introduction.

D. Daily summaries

Fogg notes that giving users ongoing information about their state and progress on a task can help to stimulate their intrinsic motivation [24]. Therefore, we wanted to give clients the ability to document their progress and to be able to track their personal development over the course of the treatment. Furthermore, the development of a client is important not only from a client’s perspective but also from a researcher’s as well as from a therapist’s point of view.

Panic-related events are not suitable to document progress because frequency as well as severity of attacks varies over time, even for a single person. Apart from this, it may be the case that a client has more frequent and more heavy panic attacks at the beginning of the treatment. From a therapeutic point of view, however, it is important how much the PD limits a client’s life. To this end, the general level of anxiety as well as the degree of avoidance \(^5\) are relevant variables. Building on this idea, daily summaries have been added to GET.ON PAPP in order to measure these variables not at the event but at a daily level.

A fixed-schedule diary was used to implement daily summaries [26]. Clients are asked to choose a fixed time each day, preferably in the evening, where they reflect on the past day and fill in a daily summary. In order to visualize a client’s development and progress, the application can plot the daily summaries over time. Furthermore, the plot illustrates how exercising can reduce panic symptoms by depicting for each day how many exposure exercises have been performed.

E. Guiding exposures

When technology is used as a tool that leads people through a process which would otherwise be difficult or impossible to perform, it can support the change or adoption of a desired behavior [24]. As mentioned above, exposure exercises are the most difficult part of a treatment. Motivating people to confront themselves with a threatening situation or body

\(^5\)Avoidance refers to the fact that people with PD and agoraphobia often avoid situations in which they fear to have a panic attack.
symptoms is difficult. We argue that by creating a tool that guides users and offers feedback, we can lower the barrier, thereby making it easier to persuade people to actually face exposure tasks. Therefore, we integrated an exposure guide into GET.ON PAPP.

The exposure guide supports a) in-vivo exposures, where people approach a situation in which they fear to have a panic attack and b) interoceptive exposures, where body symptoms are triggered by carrying out body-exercises. The guide is constructed as a wizard which leads the user through a sequence of steps while at the same time offering instructions and orientation. In addition, at certain points, the user is asked to answer questions in order to measure if the exposure has been performed correctly (for example the level of anxiety, the degree of avoidance and the severity of body-symptoms). For the sake of consistency, the same input component as in the diary is used to answer those questions.

Therapists noted that when they perform exposures together with clients in a face-to-face setting, people are sometimes so proud of what they achieved that they ask for a photo of the situation. Consequently, we added the ability to take a photo with the smartphone after an in-vivo exposure is completed. Users can view these photos in a gallery together with the feedback and a description of the situation. We hypothesize that taking photos and looking at them retrospectively can act as a self-rewarding mechanism and hence increase motivation for the treatment.

F. Cross platform development

A common setting for the evaluation of mobile applications in the field of e(Mental)Health is to conduct a study and hand out mobile devices with the pre-installed application to the participants. Examples for this approach are the work of Morris et al. [7] and Cafasso et al. [30]. On the contrary, we want to reach people who are experienced with smartphones and thus most likely already own such a device. We argue that giving them a second phone is likely to harm the adoption of GET.ON PAPP because carrying around a second smartphone for a sole application is not very convenient. As a result, the ecological validity of the evaluation could be reduced. Consequently, we decided that people will use their own smartphones to execute GET.ON PAPP. To reach a larger population, the application has been developed for the two currently most widespread mobile operating systems, Google Android and Apple iOS.

Developing a mobile application for multiple platforms is challenging because each vendor has its own, very specific, development kit and environment [31]. As a consequence, development expertise for each platform is needed and implementation time is effectively doubled. Recently, practitioners as well as researchers have advocated the use of web technology as an alternative for the development of cross-platform mobile applications [31, 32]. Frameworks such as PhoneGap9 carry this method even further by providing a runtime environment in which a web application is hosted inside a native app and thus pave the way for an almost native user experience.

Despite known performance issues [33], we employed the PhoneGap framework for the development of GET.ON PAPP. The use of web technologies not only enabled almost trouble free deployment on both platforms but also supported the rapid prototyping approach we used for development. That said, we experienced indeed a number of performance-related problems, for example when displaying photos that have been taken with the smartphone camera or transferring data to the server. However, we were able to solve these problems by implementing native plugins for each platform. The PhoneGap framework offers a dedicated API for this purpose and we consider the combination of a shared, web technology-based codebase with a few, specialized native plugins as ideal.

A major problem was, however, not related to performance but to the user experience. Creating a true mobile feeling with web technologies can be cumbersome, especially when it comes to gesture detection. For example, the swipe detection mechanism implemented in frameworks such as jQuery Mobile 10 turned out not be very robust. As a result, swipes where not properly detected on some devices or versions of the operating system. Another example is a delay between the user tapping on the screen and the “click”-event being fired, which resulted in a rather sluggish interface feeling. To work around these problems, we had to implement our own event handling system. Nevertheless, we would still recommend the web-based approach if the performance issues reported by Corall, Sillitti and Succi [33] are taken into account.

9http://phonegap.com
10http://jquerymobile.com
**G. System structure**

Figure 4 gives an informal overview over the system structure of the GET.ON Panik program. As mentioned above, the program is structured into an IBI and GET.ON PAPP, the mobile application which is presented in this paper. During the treatment, a client is guided by a coach who gives feedback and offers help with problems. For the feedback, the coach uses data from both, the IBI and the mobile application.

The IBI is developed and hosted inside a commercial content-management system that is provided by Minddistrict. Apart from serving the intervention content, it also offers facilities for secure conversations between coach and client.

The mobile application periodically uploads the data entered by clients to the Mobigate backend through a REST interface which is implemented in Python using the flask micro framework. The Data is stored using MongoDB, a document-oriented database from which it is accessed by a component that generates reports for the coach.

We intentionally kept the system structure simple, especially with respect to the integration of the mobile system with the CMS. In the context of this project, it was not feasible to implement an interface between the two systems for both, organizational and security reasons. However, for the system to be used in practice, closer integration would be necessary.

**IV. PERSPECTIVE EVALUATION**

We currently undertake a feasibility and acceptance study (n=10) of the GET.ON Panik program that covers the IBI as well as GET.ON PAPP. Apart from getting first insights into the clinical effectiveness, at the end of the study, we will carry out a semi-structured interview with participants about their usage of GET.ON PAPP. Our goal is to investigate how the mobile application is accepted as well as potential technical problems and opportunities for improving the application. While the study did start only recently, first comments from participants on GET.ON PAPP have been positive. However, at the time of this writing, we cannot make any substantial statement about how the application is received.

After incorporating feedback from the feasibility study, a randomized controlled trial (RCT) will be conducted (n=90). The primary outcome of this RCT is the clinical effectiveness of the GET.ON Panik program. However, in the course of the trial, we plan to perform an in-depth evaluation of the usability of GET.ON PAPP. To this end, the System Usability Scale [34] will be used as well as usability data collected from the mobile application [35]. In addition, we strive to carry out a systematic investigation of the acceptance of GET.ON PAPP using the Technology Acceptance Model in a longitudinal study [36].

Finally, we plan to conduct a formal usability test for the Likert-like scale input component, in particular, to evaluate its efficiency and engagement potential. Therefore, we will carry out an experiment to compare our input component with more traditional approaches. In addition, we want to know if and how the use of colors influences a user’s input.

**V. CONCLUSION**

The ubiquitous nature and extended capabilities of contemporary smartphones have made them attractive for researches from the field of E-Mental Health, not only to measure health behavior but also to integrate interventions into the daily life. Furthermore, the use of mobile technology can make E-Mental Health more attractive for end-users, thereby fostering its dissemination and implementation in practice.

To combine the potential of mobile applications with the advantages of traditional internet-based interventions, we developed the GET.ON Panik program which integrates an IBI with a mobile application. The program can be used by people with panic disorder with and without agoraphobia.

In this paper, we presented the mobile application of the GET.ON Panik program, GET.ON PAPP. The application was developed in an iterative process, incorporating experts from psychology, computer scientists and visual designers. In order to target Android and iOS systems, a cross-platform approach based on web-technology was used. We outlined how the application was designed to integrate the treatment into daily life while at the same time striving to engage and motivate users.

Future research will show if GET.ON PAPP is accepted by its users and if the approach is as beneficial for the treatment as we believe. To this end, a feasibility study has been started and a randomized controlled trial will follow. We hope that systematic studies on usability and technology acceptance will contribute to our understanding on the potential of mobile technology in E-Mental Health.
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Abstract—This paper presents the design, implementation and user study of Vertoid — a mobile system for providing context-aware cues that help users limit domestic greenhouse-gas emissions. We have designed an Android-based mobile application that provides user with tips on simple eco-friendly actions in relevant locations. We then conducted a medium-term field study to evaluate the system. Our study shows that while context-aware cues have the potential to be a useful way to deliver customised content, they may as well provide unnecessary distractions. Based on the results of our study, we discuss how location awareness can be used to support persuasive systems and outline several design considerations for providing context-aware cues.

I. INTRODUCTION

MANY researchers share the belief that technology can be effectively used as means to persuade users to change their habits and alter current behaviours [1]. Emerging technologies will try to persuade us to enjoy a healthier lifestyle and buy products from preferred suppliers. In our work, we aimed to investigate if this kind of potential can be used to support a more social cause where direct impact is harder to observe. Inspired by many social campaigns by those battling for reducing greenhouse gas emissions, we investigated that problem in detail. A unique feature of this particular case is the fact that only a large collective of users over a long period of time may make an impact. We have decided to explore possible answers to that challenge by designing a mobile system that provides information on how to limit greenhouse gas emissions only in locations where users can affect the emission levels.

In the remainder of this paper, we discuss related research and describe Vertoid’s design process. We then provide details on how the system was implemented and evaluated in a user study. The main contributions of our work include: the design and implementation of a persuasive mobile application for limiting greenhouse gas emissions, an exploratory user study of the application and a set of design notes that can be used with future systems.

II. RELATED WORK

Several past projects have explored the use of mobile devices in persuasive systems. Consolvo et al. [2] pointed to the unexplored potential of mobile phone displays for persuasive use. They investigated a system called UbiFit that facilitated physical activity self-monitoring. Their results show that a personal mobile display can increase awareness and support positive lifestyle changes. Contrary to UbiFit, in Vertoid we aim to avoid introducing additional devices to be carried, but try to cater to users already carrying a smart phone on a daily basis. In a similar vein, Gasser et al. [3] compared mobile and web-based activity and nutrition monitoring systems. While the study found no significant differences in the effectiveness of the systems, a significant advantage of an enhanced user experience was observed in favour of the mobile application. We aim to build on that potential and explore the mobile setting as a change enabler.

A critical design perspective on designing for self-reflection on the go was presented in Fit4Life by Purpura et al. [4]. Similarly to Vertoid, this project aims at promoting social change through small, individual steps. Fit4Life aims at supporting individual healthy behaviours to stop the spreading of obesity in the population. Similarly, Vertoid employs a system of persuasive messages to stimulate the user and provide guidelines on proper behaviours. As Fit4Life is mostly a conceptual prototype it uses a wide range of sensing technologies to provide context-aware cues. As Vertoid uses everyday smart phones, its sensing capabilities are limited, but it follows a similar design pattern. However, it is significantly different from Fit4Life as it addresses a problem where positive actions are harder to observe. An analysis of the literature available shows that most persuasive mobile applications have focused on improving health and fitness. Several other examples worth noting include: Exergaming [5] where a mobile app encouraged youngsters to exercise; MONARCA [6] which was used for helping patients with bipolar disorder; and CAMMInA [7] which promoted physical activity among elders.

Gabrielli et al. [8] conducted design studies for a mobile application aimed at supporting sustainable transportation solutions. Their investigation included users that are not motivated by environmental factors. Vertoid is aimed at users that are aware of the global warming problem and attempts to improve overall attitudes and promote principles rather than focusing on specific point-to-point transport tasks.

Creating user engagement is also an emerging theme in recent research. As Rogers [9] suggests, sometimes designers should sacrifice seamless usage to create excitement and cause
change. In Vertoid, we try to build on that notion and determine if messages provided in between everyday actions can be an effective persuading factor and, potentially, produce a long-term effect. This is also in line with an emerging trend for promoting engagement through mass-scale easy prototyping with high participation of the user base [10].

III. DESIGN

We have endeavoured to design a system that would help the users make environmentally-conscious decisions when performing everyday tasks. We have decided to utilise the smart phone as the tool to achieve our goal as many users already carry these devices at all times. Recent analyses have proven that smart phones have the potential to create new habits consisting of brief usage sessions [11]. In principle, our goal was to capitalise on that potential by establishing a set of triggering contexts (in our case driven mainly by location) that would promote the desired behaviours. We have conducted semi-structured interviews with potential users and constructed several user journeys and personas to aid the design.

To engage the user in environmental activities, Vertoid uses a set of environmental challenges that suggest possible actions that might help reduce greenhouse-gas emissions. Location tagging assures the challenges are posted at appropriate locations. The tasks may range from simple ones, like replacing a light bulb, to more complicated, like replacing the furnace filter. Whenever possible, a specific amount of carbon dioxide that can be saved by completing the challenge is indicated. Some challenges concern changing habits and others are designed to incline the user to make a single contribution. Each task is associated with a specific location type. Our aim was to increase the chances for an immediate completion of the tasks by asking the user to manipulate objects in their direct physical proximity.

The application keeps track of the declared contributions and can always provide an overview of the current progress of the user. The users can also use the phone to track the carbon dioxide produced during car travel by activating Vertoid while driving. The personal statistics are also easy to share on social networks.

IV. IMPLEMENTATION

In order to evaluate the Vertoid concept, a high-fidelity prototype was implemented on the Android mobile platform. Here, we present the key features of Vertoid.

The tag list (Figure 1(a)) — Technical limitations require the users to declare their home and work locations as well as public places they frequent. This is needed only once. The main purpose of the list is to enable the user to verify which locations have already been tagged. There is a possibility to delete a given tag by using the context menu.

The map view (Figure 1(b)) — this screen enables recording carbon dioxide emissions while driving. The current position of the user is displayed on a map and tracking can be toggled on and off.

The statistics screen (Figure 1(c)) contains a visualisation of all the data accumulated during the usage of Vertoid. The user’s status as to saving and generating carbon dioxide is presented as progress bars and waning pictures of a factory and a tree. A Facebook share button is provided.

Environmental challenges are Vertoid’s core feature. Whenever a user enters a location defined previously, a Vertoid notification appears in the Android notification panel. When reviewed, the notification scales up to a challenge prompt (an example is provided in Figure 2). The user can accept or reject a given challenge. The appearance of a new challenge is signalled by a vibration and challenges appear only once per visit to a location.

V. EVALUATION

A. Methodology

We have conducted a limited-scope field study with 16 (9 male and 7 female) participants who were asked to try using the application in their everyday lives. Study subjects were recruited on a voluntary basis and consisted mainly of students. We looked for regular smart phone users already familiar with the Android operating system who expressed interest in actions against global warming. A detailed demographic profile of the participants is presented in Table I. The first user evaluation activity was conducting semi-structured interviews with all the participants to ensure their prior familiarity with smart phones and the intent to pursue environmental activities to some extent. The interviews included a section where we discussed everyday actions and their impact on global warming. While the participants were quite enthusiastic about helping the
TABLE I
BASIC INFORMATION ON THE PARTICIPANTS AND THE STUDY. WE ASKED
THE PARTICIPANTS TO SUBJECTIVELY RATE THEIR SMART PHONE USAGE
FROM 1 — VERY SELDOM TO 5 — MORE THAN 10 TIMES PER DAY

<table>
<thead>
<tr>
<th>Property</th>
<th>max</th>
<th>min</th>
<th>mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age [years]</td>
<td>33</td>
<td>19</td>
<td>24.75</td>
</tr>
<tr>
<td>Usage duration [weeks]</td>
<td>8</td>
<td>4</td>
<td>5.27</td>
</tr>
<tr>
<td>Smartphone usage [see caption]</td>
<td>5</td>
<td>3</td>
<td>4.10</td>
</tr>
</tbody>
</table>

common cause of reducing greenhouse gas emissions, their awareness to what one can do to help was rather limited. This created an opportunity for exploring Vertoid. We also recorded basic demographic data on the participants. We have then installed the application on the users’ personal Android phones and provided a brief overview of the functionality with a practical walk through. Our initial concern was that the usability of the program might have affected its persuasive potential. We used expert evaluation from the start of the development, but a simple user test was required. Consequently, each user was asked to complete a simple questionnaire based on Nielsen’s usability heuristics [12] after two weeks of use. We asked the users to rank the qualities of the application on a 1 to 5 scale. Short descriptions of the qualities were provided. We concluded that the usability of the application did not affect its possible impact as the users rated Vertoid (on average) 4.10 for clarity, 3.82 for appearance and 4.28 for error handling. We believe that these ratings are satisfactory for a prototype application. The participants had the opportunity to use Vertoid on their phones for periods from 4 to 8 weeks (the varying period lengths are a result of limiting the intrusiveness of the study by avoiding scheduling conflicts).

After the unsupervised usage period, the participants were invited for an interview once again. As our investigation was largely exploratory, we looked mainly for qualitative feedback. However, we gathered input on the frequency of use. In our preliminary talks, we have determined that some of the participants were reluctant to share their logged data as it created an opportunity for exploring Vertoid. Two participants did not tag their frequented locations citing privacy issues, so they only received notifications in a predefined set of locations shipped with the installation. Even though 7 (33%) of the users explicitly stated that they did not use the application more than once a week, they still claimed that they wanted to improve their daily routines to make their lives more sustainable. On the other hand, those who reported using Vertoid regularly noted that the number of challenges was quite high (“I never realised you could have so many tips on green living”). All of the users who read at least one of the challenges (95%) reported learning new facts through the challenges. Those who used location tagging reported that it worked properly and the triggered challenges were relevant to the space. Accounts of the shopping experience with Vertoid provided us with additional insights. It surfaced that the coarse positioning was inadequate in the shopping areas while it worked at home and at work. For example, users were annoyed to receive suggestions about buying local produce once they have passed the vegetable section, but they did not mind being reminded to change to fluorescent light bulbs while not within reach of a lamp. Generally, we can conclude that the cues were quite successful when they concerned short, immediate actions performed with objects close to the user, e.g. choosing nationally locally meat.

We have observed a difference between declared environmental engagement and real actions taken everyday. Users often overestimated their efforts in living a green lifestyle despite being unaware of the simple actions that help. In the post-usage interview, we noted a slight increase in the knowledge of easy ways to reduce greenhouse gas consumptions. Figure 4 illustrates the subjective and objective pre-study awareness level as measured by our questionnaires and the results of a similar objective test after using Vertoid. We believe that the observed increase in awareness may suggest that mobile contextualised cues have cause a long-term effect.

B. Results

Overall usage frequency varied significantly among participants. On average participants reported using Vertoid $\mu = 4.18$ times in a week with $SD = 2.36$. Such a discrepancy prompted us to investigate why some of the users refused to use Vertoid regularly. In Figure 3 we show usage frequency distribution among the participants.

Those of the participants who reported using the application only sporadically described the experience as interesting, but lacking the impact potential. “A few lines of text cannot convince me to do additional housework.” remarked one participant. Two participants did not tag their frequented locations citing privacy issues, so they only received notifications in a predefined set of locations shipped with the installation. Even though 7 (33%) of the users explicitly stated that they did not use the application more than once a week, they still claimed that they wanted to improve their daily routines to make their lives more sustainable. On the other hand, those who reported using Vertoid regularly noted that the number of challenges was quite high (“I never realised you could have so many tips on green living”). All of the users who read at least one of the challenges (95%) reported learning new facts through the challenges. Those who used location tagging reported that it worked properly and the triggered challenges were relevant to the space. Accounts of the shopping experience with Vertoid provided us with additional insights. It surfaced that the coarse positioning was inadequate in the shopping areas while it worked at home and at work. For example, users were annoyed to receive suggestions about buying local produce once they have passed the vegetable section, but they did not mind being reminded to change to fluorescent light bulbs while not within reach of a lamp. Generally, we can conclude that the cues were quite successful when they concerned short, immediate actions performed with objects close to the user, e.g. choosing nationally locally meat.

We have observed a difference between declared environmental engagement and real actions taken everyday. Users often overestimated their efforts in living a green lifestyle despite being unaware of the simple actions that help. In the post-usage interview, we noted a slight increase in the knowledge of easy ways to reduce greenhouse gas consumptions. Figure 4 illustrates the subjective and objective pre-study awareness level as measured by our questionnaires and the results of a similar objective test after using Vertoid. We believe that the observed increase in awareness may suggest that mobile contextualised cues have cause a long-term effect.

VI. DISCUSSION

Overall, we believe that our exploratory field study confirmed the persuasive potential of location-aware mobile cues
for stimulating environmental awareness. Those of the participants who decided to use Vertoid regularly reported positive experiences and were inclined to put some of the suggestions into practice. This was not the case for those using the application only sporadically. We can attribute this difference to the fact that Vertoid may constitute a significant intrusion to everyday life that must be consciously accepted by the user. As a consequence, we may speculate that context-aware mobile cues may affect everyday action to a degree that requires conscious acceptance of the intrusion prior to delivering the cues, i.e., they are effective for users who want to change, but seek the means to achieve the goal. In a way, the field study differentiated between those who spoke of environmental matters as this was “a good thing to say” and those who were ready to take action.

We have consciously employed a user-driven design approach in creating Vertoid in order to embrace the practicality of everyday lives and focus on user accounts. This is supported by the fact that most known theory-driven methods revolve around health and well-being (discussed to a large extent in [13]). Using a design-oriented approach affects our insights as to the long-term effect of the application. The long-term experience of using Vertoid is a complex research question due to the mobile field setting and we cannot use theoretical means for modelling the answer. We have completed an exploratory study that clearly confirms the potential of mobile cues to become an effective behavioural change technology. Qualitative feedback from the participants seems to confirm that some of them learnt new ways to lead a more environmentally-friendly life and integrate some of the suggestions into everyday habits. Thus, we see an emerging need for studying this research context further to clearly determine if providing contextualised suggestion can lead to real changes in patterns of daily life. Long-term field studies are required, but these will only be possible if sensing techniques that will enable more accurate context recognition are made available. Recent advances in embedding information in physical objects like near field communication can be explored for opportunities to provide more relevant suggestions.

VII. CONCLUSIONS

In this paper we have presented the design, implementation and an exploratory field study of a mobile application that investigates the potential of contextualised mobile cues for persuading users to lead a more environmentally-friendly lifestyle. We have implemented a high-fidelity prototype and ran a field study that resulted in a better understanding of the persuasive effect of the application. Vertoid received positive feedback from most of the 16 study participants. Usage intensity varied significantly, but those participants who reported using the application on a everyday basis concluded that it was a useful addition to their everyday routines and created new opportunities for a greener lifestyle. We have observed that the location-based challenges functioned satisfactorily at home and at work. We see new potential emerging from increased accuracy at shopping places for an enhanced experience. We hope to explore the potential of context-awareness for persuasion further by employing more advanced sensing methods and long-term studies.
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Abstract—Developing, for example, a simple booking web service with modern tools can be a matter of a few weeks work. Testing such a system should not need to take more time than that. Automatically generating tests from specified properties of the system using the tool QuickCheck provides professional developers with the required test efficiency. But how good is the quality of these automatically generated tests? Do they cover the cases that one would have written in manual tests? The quality depends on the specified properties and data generators and so far there has not been an objective way to evaluate the quality of these QuickCheck generators. In this paper we present a method to assess the quality of QuickCheck test data generators by formulating requirements on them. Using this method we can give feedback to developers of such data generators in an early stage. The method supports developers in improving data generators, which may lead to an increase of the effectiveness in testing while maintaining the same efficiency.

I. INTRODUCTION

This paper provides a solution to a problem originating from the use of property-based testing of a simple, but realistic web service developed and used by a telecommunication company. Property-based testing [1] is a technique with which one describes properties of a software system using QuickCheck. QuickCheck has many implementations, for example [2], [3]. The general methodology is that one writes properties of the software under test, from which QuickCheck automatically generates test cases to validate these specified properties.

It has been shown that property-based testing increases efficiency and effectiveness of software testing [4], Prowess [5], a recent EU STREP project, addresses the challenge to reduce time spent on testing, whilst increasing software quality, in order to quickly launch new, or enhancements of existing, web services and internet applications. In this paper we do not evaluate property-based testing, but focus on one particular challenge in using this technique. The use of property-based testing requires the definition of data generators that control QuickCheck’s random data generation. There are many ways to define such data generators, and it requires some skills and experience to define a data generator with good data distribution. We explore how we can help developers to measure the quality of their data generators.

A danger in using QuickCheck is that we no longer see the generated test data. In fact, we would not want to see it, because QuickCheck can generate many test cases. As a result, we may be tricked into a false sense of security by a large number of passing tests, but fail to notice that the distribution is badly skewed. Even if we observe it by using QuickCheck’s possibility to collect statistics on the test data, we would need an expert to judge whether the provided data is good test data.

We address the manual interaction of judging test data by capturing the expert knowledge in formal requirements. These requirements are used to automatically assess the quality of the test data generators. In this way, the generators can be developed with limited involvement of experts.

A clear example of the problem of judging the quality of data generators came to our attention when testing a web service created by a telecommunication company. Telecommunication systems often use special purpose hardware, which is rather expensive to build. This raises a cost issue for testing such systems; unlike commodity PCs, one cannot simply put as many machines in a test lab as one would like to. Hardware becomes a resource and more efficient use of this resource lowers the total production cost. When sharing resources, one needs a booking system. In our case, the interoperability requirements were to fit the already in-house built continuous integration and other test and deployment tools. Based on these specific requirements and experience with purchasing this kind of heavily integrated software in the past, this booking system was decided to be build in-house by spending a few weeks of effort. This resulted in a simple web service used by several sites in the world described in more detail in Sect. III.

Unit level testing of this system was performed following the existing literature [6], [7] and revealed that it is hard to judge the quality of the generated test cases. One can be mislead in believing that the system is well tested, although the randomly generated test cases do not cover the interesting test cases. We identified the need for assessing the quality of the generated test cases. In Sect. V we describe how we can express requirements on QuickCheck generators that we use to assess the quality of the generated test data.

After successfully using our method in this proprietary first application, we have evaluated the method in a different context. We have used the method to assess the data generators that we use to test our second application: the open source scheduling web application Dudle[8]. In Sect. VI we describe the requirements with which we validated the data generators for testing Dudle.

Although this paper describes the application of our method for two particular applications, the techniques we describe for
formulating requirements on generated test cases are generally applicable to many applications of this kind.

II. QUICKCHECK

QuickCheck [2] is a tool that tests universally quantified properties, instead of single test cases. QuickCheck generates random test cases from each property, tests whether the property is true in that case, and reports test cases for which the property fails. QuickCheck also “shrinks” failing test cases automatically, by searching for similar, but smaller test cases that fail as well. The result of shrinking is a “minimal” failing test case, which often makes the root cause of the problem easy to find.

The original Haskell QuickCheck has inspired a number of different versions for a wide range of programming languages such as C++ [9], Java [10], or ML [11]. The work in this paper is based on the use of QuviQ QuickCheck. QuviQ QuickCheck2 [3] is a commercial application that includes many advanced features, such as model-based testing using a state machine model [12]. State machine models are tested using a QuickCheck library, which invokes call-backs supplied by the user to generate and test random, well-formed sequences of API calls to the software under test.

An example of a QuickCheck property is shown below. This property is used to test a timeline datatype. A timeline is considered an ordered list of intervals and an interval is an ordered pair of dates. The property uses data generators for an interval (\{interval()\}) and for a timeline (\{timeline()\}). The software under test provides a function add that, given an interval and a timeline, should add this interval to the timeline, provided the interval does not overlap with an already existing interval. After successfully adding the interval, it should be a member of the newly created timeline.

```
prop_add() ->
  \forall (I, T),
  \{\text{interval()}, \text{timeline()}\},
  \begin{aligned}
    \text{case catch add(I, T) of}
    \{\text{\'EXIT\', \{overlap,\}_}\} \rightarrow
    \text{is_overlap(I, T)};
    \text{NewT} \rightarrow
    \text{member(I, NewT)}
  \end{aligned}.
```

The functions is_overlap and member are provided by the software under test as well.

At a unit testing level, one could express a number of such general properties for API functions. This would already be effective in finding a number of defects, but the problem is that it is hard to know when one has provided enough properties to cover the implementation. This problem has been addressed in literature [6] for datatypes. Based on this approach, the solution for the timeline example would be: create a model implementation, a generator for a timeline in which all possible constructors are used in the generation, and one property per operation. This solution, however, does not address the problem of generating data with a good distribution.

Let us consider how to write data generators for an interval and a timeline, which are used in the property above. A simple way to construct a timeline would be to generate a random number of intervals and put those in a timeline. If an interval consists of two completely random dates, the first less or equal to the second, then the size of the interval may be huge and the possibility to get overlapping dates in a timeline increases quickly. In this case, generating a timeline becomes problematic, since it must not contain overlapping intervals. We therefore should put the generation of intervals and dates under control and steer it in the right direction. For example, if we only randomly pick the first date and then add a random (small) number of days to this date to generate an interval, then we may end up with timelines that contain far more intervals. But the possibility of negative testing, i.e., testing that overlapping intervals are rejected, decreases.

Using QuickCheck, one needs to control the randomness in the generators. The problem we address in this paper is not to come up with different generators that are better or worse for certain kind of testing, the problem is to know whether the generated test cases provide a good coverage of the things you want to test.

III. APPLICATION 1: BOOKING WEB SERVICE

The booking web service is a tool used internally within a testing organisation at a telecommunication company to manage and enable efficient sharing of hardware equipment. Specialised hardware in the telecommunication industry is usually associated with profound costs, and efficient sharing of those resources is fundamental to achieve a cost-effective environment. It is also becoming more commonplace to configure larger networks of nodes. Those are setups that take longer time to install and configure, and re-using them between teams saves a considerable amount of time for testers.

The web service serves two main use cases with different needs: manual use of the test equipment and automatic use of the test equipment. In the first use case, engineers want to search the labs for hardware that they need for their tests. When they find what they need, they reserve the hardware for some days or a couple of weeks. Engineers can return to the service for additional information or to extend their bookings. The second use case is a fully automatic use of the test equipment during the continuous integration process. Every time a new software package is delivered, a few different sets of suites are run, organised as short, medium, and long term, each suite defined to run on a specific network setup. Every time this activity starts, the web service will be queried for available hardware of the proposed topology. Any network that contains this topology is accepted, and that network will be configured to disconnect the unwanted hardware. All networks not containing the proposed topology will not be considered. If there are no networks available that satisfy the request, then
continuous integration will pause for some time and retry again some time later.

The web service is built in Erlang [13], based on a Mnesia database, and a YAWS front-end [14]. At the core of the application it uses a timeline data structure to manage bookings. This data structure represents a calendar in which certain intervals are blocked (the days that equipment is booked).

Keeping an efficient regression suite is important. Implementing a small booking system is a relatively small task compared to implementing other telecommunication software. It took less than five weeks to implement the first version of the functionality. However, as the system evolved over time, as is common in industry, it had to be adapted to new and changing requirements many times over. The first implementation, for example, was used with a single lab only, having users all at the same location. The system today has evolved and users can now be found in a handful of locations around the world. The software has had to retain its integrity over several adaptations like this.

Even though these small scale tools are not business critical, the consequences for an organisation can still be severe when they malfunction. In the case of the booking web service, it would have only modest effects on the engineers since their sole use of it is to find and book new equipment. The already booked nodes will not be affected, and thus tests can be carried on as normal. However, the global usage puts stress on the availability, and small errors at any time will most likely create annoyances or delays for someone, somewhere.

The effects are more severe for the automatic testing since it is continuously dependent on up to date information of hardware availability. It was decided that it should not occupy any resources when not running because the total number of hardware that would idle between runs would have an unacceptable impact on the lab size.

The web service shows a small and limited, but practical example of a software entity ubiquitously found in industry. These kind of systems are not business critical in themselves, but their cumulative effect on the business process as a whole is. Testing them sufficiently to ensure their quality will therefore be important to keep the bigger machinery running smoothly.

IV. TESTING DATATYPES

The booking web application consists of a number of components, of which the implementation of the timeline datatype is central. This datatype is used to store, compare and remove time intervals for bookings. Since testing datatypes with QuickCheck is well documented [6], [7], we just need to follow the methodology described: create a generator using the constructors of the data type, create a model implementation of the datatype, and write one property for each operation on the datatype.

The timeline datatype represents a calendar in which certain intervals are blocked (the days that equipment is booked). A timeline can be constructed and manipulated using the following functions:

new  create an empty timeline,
add  add an interval to a timeline,
delete delete a specific interval from a timeline,
after_ remove all intervals before a certain date from the timeline; used to prune old bookings,
tail remove the first interval of a timeline.

According to [6] we should use all these operations in the timeline generator.

In addition to these operations, we also define functions to compare timelines, extract elements from a timeline, such as an particular interval, and to check whether two intervals overlap:

equals  check whether two timelines are equal,
empty  check whether a timeline is empty, i.e., does not contain any interval,
member  check whether a particular interval is already in the timeline,
overlap  check whether a given interval overlaps with any of the intervals in the timeline,
valid  check whether the intervals in a timeline are chronologically ordered and do not overlap,
get_overlap  return the first interval in the timeline that overlaps with a given interval,
head  return the first interval in a timeline,
nth  return the \( n \)th interval in a timeline,
overlap  check whether two given intervals overlap.

Following the method mentioned earlier, we now need to create a generator for timeline data structures, and a model of a timeline that can be constructed with corresponding operations. We can then define a QuickCheck property for each operation, which applies the operation to a timeline and the corresponding operation to a model of that timeline, and validates if the resulting timeline conforms to the resulting model. For example, we define the following property for the add operation:

\[
\text{prop_add()} \Rightarrow
\forall \{I, \text{SymT}\}, \{\text{interval}(), \text{timeline}()\}, \begin{array}{l}
\text{T} = \text{eval(SymT)}, \\
\text{case catch add(I, T) of} \\
\mathbf{‘EXIT’}, \{\text{overlap, (\_)}\} \rightarrow \\
\text{is_overlap(I, model(T))} \\
\text{NewT} \rightarrow \\
\quad \text{equals(model(NewT),} \\
\quad \text{model_add(I, model(T)))} \\
\quad \text{end} \\
\text{end})
\]

A random interval \( I \) and a timeline \( \text{SymT} \) are generated by the generators \text{interval()} and \text{timeline()} respectively. The timeline generator generates a symbolic timeline, that is, a value generated by this generator is a list of symbolic calls to constructor operations. Symbolic values allow us to inspect how an actual value is constructed. Whenever we need the actual value, we evaluate the symbolic value using the eval function. We also want to perform negative tests and check if a proper error message is produced. When an exception is
raised, we validate if it is raised for the right for the right reason, in this case if the generated interval overlaps with the generated timeline. If no exception is raised, the model of the newly obtained timeline should be equal to the model of the generated timeline to which we add the interval via the corresponding model operation.

The model and properties are easy to come up with following the aforementioned method, but the tricky parts are the generators for intervals and timelines. Decimal numbers [6] and ordered sets [7] can be generated from a simple recursive generator or grammar description, since there is little dependency between values generated in different recursive calls. However, in our case we have an invariant on the generated timeline, namely that intervals should be non-overlapping. This makes the data generation severely more difficult. The first contribution of this paper is a method to evaluate the data distribution for datatype generators that need to meet some requirements. The second contribution is a timeline generator that performs well with this evaluation.

A. Interval generator

We want to test the timeline functions on random input and need data generators for the arguments of those functions. Many functions take an interval as argument. We represent an interval as a pair of two triples: year, month and day. A naive approach would be to construct an interval using two (ordered) random generated dates. Using QuickCheck one would generate such a triple with the \texttt{choose} macro to filter dates that the Erlang calendar module rejects as valid date.

\begin{verbatim}
 ymd() ->
   (choose(2012, 2013),
    choose(1, 12),
    choose(1, 31)).

 date() ->
   ?SUCHTHAT(Date, ymd(),
    calendar:valid_date(Date)).
\end{verbatim}

A tuple of two such dates, however, does not provide good test data. We want the test data to typically be a few days, preferably around week, and containing month and year transitions. For example, 2012-12-28 to 2013-1-1 would make for a nice test case. We should create a generator that chooses such intervals with reasonable likelihood. As noted before, an interval generator that picks the date purely randomly would create intervals that are very large. Limiting the year to be either 2012 or 2013 reduces the number of extremely large intervals, but at the same time, choosing more than 4 non-overlapping random intervals in that domain is unlikely to happen with the uniform distribution of \texttt{choose}. We therefore steer the generation to make it more likely to select intervals that we are interested in by adding a few days to the date and discard dates that therewith become invalid.

\begin{verbatim}
 interval() ->
   \text{LET}(D1, date(),
     \text{LET}(D2, larger_date(D1),
       \{D1, D2\})).
\end{verbatim}

After picking the first random date, the second date is constructed by adding an arbitrary number of days to the date. Alternatively, in 10 percent of the cases we also allow a completely random date as second alternative, provided it is larger than the first date.

This is one attempt to get a good distribution of intervals in a timeline. The question is, how good? And are there any obvious cases that we do not test with such a distribution or cases that are unlikely to be generated in a run of hundred tests?

V. Testing Generator Requirements

We would like to be able to assess the quality of a test data, in order to convince ourselves that a generator is good enough. To assess the quality of a test data we propose to define requirements on values produced by such a generator. A requirement for a generator is a property that should hold for a certain percentage (or maximum) number of generated test values. So, we can specify that a minimum (or maximum) number of generated test values should adhere to a given property. We have extended QuickCheck with the possibility to define such requirements on generators in a convenient way. For example, a requirement on a generator for natural numbers between 1 and 10, may be that it should generate a 1 within say 12 tests. We can express such a requirement as follows:

\begin{verbatim}
 req_has_one() ->
   Gen = eqc_gen:choose(1, 10),
   \text{REQ_EXISTS}(1, Gen, 12).
\end{verbatim}

The \texttt{req_has_one} function returns a QuickCheck property that we can test, just as any other ‘normal’ property, with the \texttt{quickcheck} function:

\begin{verbatim}
 1> eqc:quickcheck(req_has_one()).
OK, passed
true
\end{verbatim}

Not surprisingly the generator meets this requirement. In case a generator meets a requirement, QuickCheck prints an acknowledgement and returns the value \texttt{true}.

A slightly larger example is the following requirement:

\begin{verbatim}
 req_half_is_larger_than_five() ->
   Gen = eqc_gen:choose(1, 10),
   \text{REQ_MIN}(X, Gen, X >= 5, 50.0, 100).
\end{verbatim}

This requirement demands from the generator that at least 50% of the generated values are equal or larger than 5. Running \texttt{quickcheck} on this requirement results in the following output:

\begin{verbatim}
 2> eqc:quickcheck(req_half_is_larger_than_five()).
Failed! Only 46 percent meets the condition.
\end{verbatim}
QuickCheck reports that the generator \texttt{choose(1, 10)} did not meet the \texttt{req_half_is_larger_than_five} requirement. It shows the generated test data, which can be regarded as a counterexample, and the percentage of the data that did meet the requirement. Since the \texttt{choose} generator has a linear distribution, it is possible that we generate 50 numbers that are smaller than 5. The counterexample allows us to inspect the generated data. Using this information we can improve the generator, or, if we are satisfied with the data distribution, we could weaken the requirement.

We offer the following macros to construct requirements on QuickCheck test data generators:

\begin{verbatim}
?REQ_EXISTS(X, Gen, N),
  check if a generator Gen will at least generate a value equal to X within N number of tests,
?REQ_EXISTS_FOR(X, Gen, P, N),
  check if a value for which predicate P (that takes a value as argument and returns a Boolean value) holds, is generated within N tests,
?REQ_BETWEEN(X, Gen, P, Min, Max, N),
  check if the percentage of the values for which P holds lies between Min and Max within N tests,
?REQ_MIN(X, Gen, P, Min, Max, N),
  same as ?REQ_BETWEEN but only with a lower bound,
?REQ_MAX(X, Gen, P, Max, N),
  same as ?REQ_BETWEEN but only with an upper bound,
?REQ(X, Gen, P, C, N),
  the above requirement macros are expressed in terms of this is general macro, which generalises the condition check (which takes a percentage as argument and returns a Boolean value).
\end{verbatim}

The last argument, which specifies the number of tests, of all macros can be left out. If the number of test is not specified we use the default of a hundred tests. We can check individual requirements with the \texttt{quickcheck} function. In addition, we provide a function, named \texttt{req_module}, which checks all requirements defined in a module. The name of a requirement needs to be prefixed with \texttt{req_}.

QuickCheck already offers the possibility to \texttt{measure} the probabilities of different kinds of test data. This can be done by instrumenting a QuickCheck property to collect statistics during testing. For example, we might instrument a property as follows, to measure how often a one is generated by the \texttt{choose(1,10)} generator:

\begin{verbatim}
prop_has_one() ->
  ?FORALL(N, eqc_gen:choose(1,10),
    collect(N == 1, ...)).
\end{verbatim}

The effect of the line \texttt{collect(N == 1, ...)} is to collect the value of \texttt{N} in each test, and after testing is complete, to display the distribution of the values collected. In this case, testing the instrumented property yields:

\begin{verbatim}
3> eqc:quickcheck(prop_has_one()).
  ................................................
OK, passed 100 tests
89% false
11% true
ture
\end{verbatim}

The collected statistics show that \texttt{N} was 1 in 11\% of the generated tests. This is already valuable information. However, we cannot use the collected data to give a judgement, nor can we let the property succeed or fail based on these statistics. As a consequence, an expert must (re)examine the result in order to check if a generator meets its requirements. Using the requirement macros defined above, we can. Note that the requirement functionality is not meant to replace the statistics collection functionality. Both are useful in their own right.

\textbf{Interval generator:} Let us now return to our running example. Using the above macros we can introduce some requirements on the interval generator, which we introduced in the previous section. For example, we can state that an arbitrarily generated list of intervals should consist of non-overlapping intervals in 75\% of the cases:

\begin{verbatim}
?REQ_MIN(Is, eqc_gen:list(interval()),
  non_overlapping_pair(Is), 75.0).
\end{verbatim}

The \texttt{non_overlapping_pair} function checks whether or not there is an overlap between one of the elements of \texttt{Is} with any of the other elements. When we check the requirement for the generator of intervals with two arbitrary dates (first smaller than the second), we get a requirement success rate of around 30\%, thus in 70\% of the generated lists of intervals, the lists contains overlapping intervals. Moreover, when we only generate lists containing five intervals, we seem to be unable to create any of these without an overlapping interval. However, for the smarter generator for intervals described above, we come close to a success rate of 80\%.

\section{A. Timeline generator}

The problem of bad data distribution gets even more obvious if we follow the generator construction explained in literature, where we build a data structure by using the constructors defined by the datatype.

\begin{verbatim}
timelines() ->
  ?SIZED(Size, well_defined(timeline(Size))).
timeline(0) ->
  (call, ?API, new, []).
timeline(N) ->
  ?LAZY(oneof(
    [timeline(N),
    (call, ?API, add, [interval(),
      (call, ?API, tail, [timeline(N-1)]),
    (call, ?API, delete, [timeline(N)]
      )])].
\end{verbatim}
This generator creates an arbitrary timeline by recursively adding and deleting intervals from a previously defined timeline. We do this symbolically, which means that we build a data structure containing the calls to the API instead of calling the API directly. But this timeline generator does a very poor job. By deleting an arbitrary interval from the timeline it is most often the case that this interval is not present in this timeline. The software under test will in such case raise an exception. Exceptions are handled in the function well_defined, which takes a generator as input, and recomputes it if exceptions are raised under evaluation. When sampling this data generator, about 70% of all values created is the empty timeline, followed by timelines with one or at most two intervals in it. That does not make for good test data.

Let's improve the timeline generator. However, before doing so, we want to formulate requirements on the timeline generator we are trying to construct. A requirement that 2% of the test cases should have a symbolic timeline that after evaluation contains more than 10 intervals would be specified as follows:

```erlang
req_length() ->
 ?REQ_MIN(SymT, timeline()),
 length(eval(SymT)) > 10, 2.0).
```

A requirement that any set of generated values should have at least one timeline with an interval that spans over a year border is specified as follows:

```erlang
req_year_span() ->
 ?REQ_EXISTS_FOR(SymT, timeline()),
 lists:any(fun({[Y1, _, _], [Y2, _, _]}) ->
 Y1 < Y2
 end, eval(SymT)).
```

Similarly, a requirement that checks if an interval is present that spans over a month, is defined as follows:

```erlang
req_month_span() ->
 ?REQ_EXISTS_FOR(SymT, timeline()),
 [1 || [{M1, _, _}, {M2, _, _}] <- eval(SymT),
  M1 < M2] =/= []).
```

We have specified additional requirements on the timeline generator, but we omit the definition.

The symbolic representation of calls helps us to define requirements on the construction of timelines. Since the data generator has a structure in which we save which calls we apply instead of the final result, we can express a requirement that 10% of the generates timelines should have been build with both a delete and a tail in its construction. With those requirements and the above generator for timelines, we get the following result:

```
4> eqc_requirements:req_module(booking_eqc).
Failed! After 1 tests.
Requirement req_length failed:
 only 0.00% meets the condition.

Failed! After 1 tests.
Requirement req_consecutive failed:
 only 0.00% meets the condition.

Failed! After 1 tests.
Requirement req_year_span failed:
 only 0.00% meets the condition.

OK, passed 1 tests
false
```

The failure rate is 100% for all but the requirement that we should have an interval over the month border. This means that none of the generated values fulfils any of the other requirements.

By selecting existing intervals from the earlier generated timeline and only taking the tail from a timeline that contains at least one interval we can do much better. The improved generator is defined as follows:

```erlang
timeline() ->
 ?SIZED(Size, well_defined(timeline(Size))).
timeline(0) ->
 [call, ?API, new, []];
timeline(N) ->
 ?LAZY(
 ?LETSHRINK{
 [SymT],
 [well_defined(timeline(N-1))],
 begin
 T = eval(SymT),
 frequency(
 [{50, [call, ?API, add, [interval(), SymT]]},
 {1, [call, ?API, after, [date(), SymT]]}]
 ++
 [{5, [call, ?API, tail, [SymT]]}
 || T =/= []]
 ++
 [{5, [call, ?API, delete, 
 [elements(T), SymT]]} || T =/= []])
 end).
```

This generator performs much better and passes all requirements with good margins.

Specifying requirements provides the developers the tools needed to ensure that data generators meet the expectations on test cases that they would use in manually written unit tests. In a similar way as deciding which unit tests one should write, we now decide which particular data distributions provide valuable test data. After that, we specify one property per operation and check the result against a model. In this way, we do get the complete testing as described in literature plus an additional quality assurance on the generated test data. In practice, this has helped us to motivate the designers of the generators to realise the short-comings of early versions of the generators and to improve them iteratively.

**VI. APPLICATION 2: DUDLE**

Dudle is an open source web service, which can be used to schedule a meeting or poll people for an opinion. It is a relatively small web service with a simple and well defined interface. In case of a schedule, users can vote for one or more time slots, and in case of a poll, users can choose several
options. Dudle has functionality for creating, deleting, editing a schedule or a poll. Participants can be invited via Dudle to take part in a schedule or a poll. And finally, the administrator of a schedule or poll can review the status in order to see which alternatives are preferred by the participants. Dudle is written in the programming language Ruby and can be deployed using a web server, such as Apache, via a common gateway interface (CGI).

We have tested the Dudle web service with QuickCheck, using the abstract state machine functionality. We maintain a model of the Dudle system while executing test commands, which are mapped to CGI-calls, and checking pre- and postconditions. We have developed a number of test data generators for this test, such as generators for a poll name, or a time slot. In this section we focus on a test data generator for a user name. We started out with a textbook case of a generator for random user names:

```erlang
name() ->
  ?SUCHTHAT{Name,
    eqc_gen:non_empty(eqc_gen:list(eqc_gen:char())),
    not lists:member($\r, Name)}.
```

We have constructed this generator in terms of standard QuickCheck generators. The `name()` generator produces a non-empty list of characters. We use the `?SUCHTHAT` macro to exclude user names containing carriage returns. To ensure that we pick equal names now and again we do not use this generator directly, but we use it to create a pool of names from which we choose.

We had to improve the user name generator, such that it generates more realistic user names. Dudle was not always able to handle peculiar user names, for example names containing newlines and spaces. We do not blame Dudle for this, instead, we blame our slightly naive generator. The improved version of the user name generator is defined as follows (where Erlang’s notation for a character is preceded by a dollar sign):

```erlang
name2() ->
  Gen = frequency([[100, choose($a, $z)],[25, choose($A, $Z)],[25, choose($0, $9)],[5, $ ],
                   [1, $-],[1, $_]],[
    ?LET(Name,
      eqc_gen:non_empty(eqc_gen:list(Gen)),
      string:strip(Name)).
```

This generator also produces a non-empty list of characters, but the characters are selected more carefully. Instead of choosing random characters we now choose alpha-numeric characters and occasionally a slightly unusual character, such as a space or a dash.

We have used the above generator in testing Dudle and are quite satisfied with it. But does it actually produce the user names that we expect? That is, does it meet our implicit requirements? Let’s find out and make these requirements explicit, and specify them using the macros from Sect. V.

We had the following implicit requirements in mind when we defined the user name generator:

1) at least 10% of the generated user names should contain an unusual characters, such as a dash,
2) we should not generate names with more than four spaces,
3) a quarter of the generated user names should be longer than 8 characters,
4) we want to generate user names containing both upper and lower case characters.

These implicit requirements can be translated to formal requirement using the requirement macros as follows:

```erlang
1> req_unusual() ->
  Intersect =
    fun(Xs, Ys) ->
      [X || X <- Xs, lists:member(X, Ys)]
    end,
    ?REQ_MIN(Name, name2(),
      length(Intersect(Name, "- ")) > 0, 10.0).

2> req_spaces() ->
  Spaces =
    fun(Xs) ->
      lists:filter(fun(X) -> X == 32 end, Xs)
    end,
    ?REQ_EXISTS_FOR(Name, name2(),
      length(Spaces(Name)) < 4).

3> req_name_length() ->
  ?REQ_MIN(Name, name2(),
    length(Name) > 8, 25.0).

4> req_upper_lower_case() ->
  ?REQ_EXISTS_FOR(Name, name2(),
    HasUpperAndLower(Name)).
```

We have defined these requirements in the Dudle test module named dudle_eqc. We use the `req_module` function to test all requirements defined in the Dudle test module, which generates the following output:

```
5> eqc_requirements:req_module(dudle_eqc).
OK, passed 1 tests.
Failed! After 1 tests.
Requirement req_unusual failed:
  only 7.00% meets the condition.

OK, passed 1 tests.
Failed! After 1 tests.
Requirement req_name_length failed:
  only 8.00% meets the condition.
false
```
These results show that the name2 generator does not meet two of the four requirements, namely req_unusual and req_name_length. The latter suggests that the length of the generated user names are too short. This may explain why the requirement req_unusual fails as well, since the unusual characters have a low probability of being generated. We adapt the user name generator such that it generates longer names:

```prolog
name3() ->
    Gen = frequency([{100, choose($a, $z)},
                     {25, choose($A, $Z)},
                     {25, choose($0, $9)},
                     {5, $ },
                     {1, $-}, {1, $_.}]),
    ?LET(Name,
         eqc_gen:non_empty(eqc_gen:longlist(Gen)),
         string:strip(Name)).
longlist(Gen) -> ?SIZED(Size,
                     resize(Size*2, list(resize(Size, Gen)))).
```

Most of the generator is left as is, but we have replaced the standard list generator with our own longlist generator. The longlist generator produces lists that are double the size of lists generated by the list generator. Let’s check the requirements again:

```prolog
6> eqc_requirements:req_module(dudle_eqc).
OK, passed 1 tests
OK, passed 1 tests
OK, passed 1 tests
OK, passed 1 tests
true
```

The name3 generator meets all the requirements. This example shows that testing requirements supports the development of good test data generators. Not only does testing requirements have added value for validating large complex generators, but also for simple straightforward generators, such as the user name generator. It is all too easy to overlook something, such as generating list of the proper length.

VII. CONCLUSIONS

From experience, strengthened by a scientific experiment [15], we know that it is difficult to write test cases that cover a good set of input data, both positive and negative data. Random generation of data makes testing immune to specific choices, but also introduces the possibility to generate data that does not cover border cases or specific inputs.

When QuickCheck data generators get more complicated to write and their distributions harder to grasp, one can get a false sense of trust by seeing many test cases pass. The actual generated data can be collected by built-in QuickCheck functions and printed as side-effect of testing. However, only presenting the data requires either domain experts to assess the statistics or forces engineers to subjectively judge whether the collected values are satisfactory.

In this article we contribute by showing how one can express and verify requirements on generators to convince oneself that the performed testing is sufficient. Interaction with domain experts is needed at the beginning of the test design, when the requirements on test data are stated. With data from testing two different web services, we have shown that with a naive approach to random data generation, we can easily produce test cases without the required quality. We have shown how we can make the quality requirements explicit and automatically verifiable. And finally, we have shown how to control the randomness so that the test cases we produce are of the required quality.

Mutation testing is a different way of judging the quality of a test suite. This is based upon introducing errors in the software under test and trying to find them by running the test suite. Mutation testing is a fundamentally different technique and requires code instrumentation with good mutants. It is further research how these techniques complement each other.

With the techniques presented in this paper, domain and test experts are able to write requirements to ensure that the tests they perform are of high quality. It allows for a high degree of automation by minimal intervention of domain experts and automatic feedback on the quality of the generated data.
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Abstract—Modern software is developed to work with multiple software and hardware architectures, to cooperate with various peer components and can be installed in many different configurations. In order to test it, all possible working environments needs to be created. This requires software and hardware resources like servers, networks and software licenses and most important: man-hours of qualified engineers that will have to configure and maintain them. Because resources are usually limited we have to choose a set of configurations with highest impact on quality of software under test. In this paper we present a method of measuring effectiveness of given software environment for discovering defects in software by introducing environment sensitivity measure. We also show how it can be used in simple algorithm used to select best configurations by using only a selected subset of them and progressively modifying it throughout software development process.

I. INTRODUCTION AND PROBLEM DESCRIPTION

SOFTWARE usually does not work alone. It must have an environment that it works in. This environment can be composed from many components like: servers, operating systems, databases, remote services etc. Those components can also have other components that they rely on. Eg. database might need an operating system to work on. Those dependencies create a Component Dependency Graph (CDG) that describes an environment for Software under Test (SUT). Example of such graph is given on Figure 1. This graph shows only general structure of environment. Each component may also have a set of properties like type, version number, architecture type, permissions, locales etc.

![Diagram of Component Dependency Graph (CDG)](image_url)

Fig. 1: Example of Component Dependency Graph (CDG) that shows dependencies between resources. Tree A represents environment for server application. Tree B is environment for client application.

Let's take a simple use case: an application working on two operating systems, with three database servers and two application servers. It will give about $2 \times 3 \times 2 = 12$ different environments to test. If we add another variable: 32-bit or 64-bit architecture, it will double possible environment configurations to at most 24. Adding new configurable element to environment tends to increase the number of possible setups exponentially. Not all configurations may be possible to create (for example some middle-ware may not be available for all operating systems), but it still is significant number of variants to test. Problems of generating test environments and possible solutions were mentioned in our other article [1].

There has been efforts to automate the process of creating those environments based on semantic description of CDG in [2] and [3]. Authors of those articles proposed to use virtualization to construct environments and then use snapshots to clone and then modify them to build other environments. This technique and additional simplifications allowed to reduce number of separate configurations from about 1200 to 160. However this is still to many environments to be build and maintained for everyday regressions tests or continuous builds.

In dissertation [4] same author came also to this conclusion and proposed a manual way to select subset of configurations based on testers’ preferences. Decision on which configurations test software is in that case solely based on testers expert knowledge, without support of any analytical tools. In our research we tried to establish a method to measure how good is given configuration for testing and an algorithm to choose the best of them.

II. SELECTING BEST ENVIRONMENTS FOR TESTING

As shown above number of possible environments can be quite high. This means that with limited resources we can only choose subset of them. One of the most popular methods is to use configurations that are most widely used by customers. However when number of software users is high, diversity of configurations may also be too high on and must also be limited.

We have to define what means that one configuration is better for testing purposes than the other and then create an algorithm for choosing the best of them. In our research we followed a common phenomena observed by testers: some of the software environments are causing more problems than the others - basically they fail more tests (or fail them more often). If configuration A is more problematic than configuration B that usually means that if we run tests on configuration A and
they will pass, so they will pass also on configuration B (with high probability). This means that we do not need to conducts tests on configuration B so frequently as on configuration A. Conclusion is that configuration A is better for testing than configuration B, because it allows to detect more environment related defects. In order to compare environments it is good to have a numerical metric that will allow to evaluate effectiveness of given configuration. It is also a requirement for many optimizing algorithms (especially evolutionary) to provide a fitness function to compare solutions.

A. Measure of environment sensitivity

In order to compare two environments for software testing we need to establish metric that would tell which configuration is better. Let a T be a set of n tests (test suite) consisting single tests \( t_i \). Let \( T_k \) be a vector of test results executed in k iteration. Test can be either 1 (pass) or 0 (fail).

\[
T_k = (t_1, t_2, t_3, ... , t_n), t_i = 1 \lor 0
\]

(1)

\( E_j \) is an environment j. Testing function \( F_T \) is a function that assigns for each k iteration a vector of tests results \( T_k \) to environment \( C_j \).

\[
F_T(k, E_j) = (t_1, t_2, t_3, ..., t_n)
\]

(2)

We can describe \( F_n \) for single iteration \( k \) in more convenient way as a matrix, where columns are tests and rows are environments (let note number of configurations as \( m \)). \( t_{ji} \) is a result of test \( t_i \) on environment \( C_j \).

\[
F_T(k) = \begin{bmatrix}
t_{11} & t_{12} & t_{13} \\
t_{21} & t_{22} & t_{23} \\
t_{31} & t_{32} & t_{33}
\end{bmatrix}
\]

(3)

First step in calculating sensitivity is to remove those tests that does not bring any information about environment differences. We remove those columns that satisfy condition:

\[
\exists p \in [1, m]\forall x \in [1, n]\forall y \in [1, n]: t_{xp} = t_{yp}
\]

(4)

This means that removed are only those tests that passed or failed in all configurations (remove columns of all 1 or all 0).

Then for each row vector we calculate how many times given test failed and normalize it by number of tests in vector (after removing some of them in first step).

\[
Sens(C_j) = \frac{\sum_{i=1}^{n} (1 - t_{ij})}{n}
\]

(5)

\[
Sens(C_j) \in [0,1]
\]

(6)

Sensitivity value close to 0 means that given environment is not good for finding defects because all tests here pass. When sensitivity is 1 means that configuration is a good candidate for finding software errors because all tests fail on it whereas on at least one other configuration they pass. Of course, if all tests fail on given configuration we have to check if the problem is not with tests itself - for example there is a defect in testing code.

B. Properties of environment sensitivity

Let’s define environment domination: environment A dominates environment B if:

\[
\exists x : t_{Ax} < t_{Bx} \land \forall y \neq x : t_{Ay} \leq t_{By}
\]

(7)

In other word: there is at least one test that failed on configuration A but passed on configuration B. This would mean that configuration A found a defect that was not discovered by configuration B.

Environment sensitivity has this property that:

\[
A \text{ dominates } B \Rightarrow Sens(C_A) > Sens(C_B)
\]

(8)

This property is result of environment sensitivity definition. Let sum inequalities in second part of domination definition:

\[
\sum_{k=1}^{n} t_{Ak} \leq \sum_{k=1}^{n} t_{Bk}
\]

(9)

If we add \( t_{Ai} < t_{Bi} \), weak inequality will become strong inequality:

\[
\sum_{k=1}^{n} t_{Ak} < \sum_{k=1}^{n} t_{Bk}
\]

(10)

Note that sensitivity calculation requires removing tests that in every configuration failed or passed. This will also convert weak inequality into strong one. If we multiply both sides by \(-1\) and add \( n\):

\[
n - \sum_{k=1}^{n} t_{Ak} > n - \sum_{k=1}^{n} t_{Bk}
\]

(11)

Because \( n = \sum_{k=1}^{n} 1 \) then we can rewrite equation as:

\[
\sum_{k=1}^{n} 1 - \sum_{k=1}^{n} t_{Ak} > \sum_{k=1}^{n} 1 - \sum_{k=1}^{n} t_{Bk}
\]

(12)

Now divide both sides by \( n\):

\[
\sum_{k=1}^{n} (1 - t_{Ak}) > \sum_{k=1}^{n} (1 - t_{Bk})
\]

(13)

And now using environment sensitivity definition:

\[
Sens(C_A) > Sens(C_B)
\]

(15)

Introduction of environment domination allows to us to use existing multi-criteria optimization techniques to find Pareto-efficient solutions. This proof can also be used to quickly compare results of tests run on two configurations without calculating sensitivity itself. Of course it will only introduce order to the set of configurations but would not give any idea how much they differ.
C. Algorithm to generate configurations

Algorithm that will generate and evaluate environments must have several important properties:

1) Works on discrete solution spaces.
2) An ability to search unknown solution space (we have no additional information about local optima).
3) Iterative schema of work, similar to iterative test execution.

Generating new environment and maintaining it is a costly operation. This means that algorithm must work with small data sets - typically 8-12 configurations. Tests should be run frequently, every code change or at least daily. This means that we may have enough iterations until we reach optimal solution. However we have to remember that each iteration means adding new configuration and this is a costly operation.

Algorithm 1 Simple algorithm for selecting most sensitive environments.

\[
\begin{align*}
E & \leftarrow \text{GenerateAvailableEnvironments()} \quad \text{(initial configuration pool)} \\
P & \leftarrow \text{RandomSubset}(E, n) \quad \{P \text{ represents current working set} \} \\
P' & \leftarrow \emptyset \quad \{P' \text{ represents next set} \} \\
\text{repeat} & \\
P'' & \leftarrow P' \quad \{P'' \text{ is set from previous iteration} \} \\
E & \leftarrow E - P \\
R & \leftarrow \text{RunTests}(P) \\
S & \leftarrow \text{CalculateSensitivity}(R) \\
S & \leftarrow \text{SortBySensitivity}(S) \\
P' & \leftarrow \emptyset \\
\text{for } i = 0 \text{ to } k \text{ do} & \\
P' & \leftarrow P' \cup S[i] \\
\text{end for} & \\
P & \leftarrow P' \cup \text{RandomSubset}(E, n - k) \\
\text{until } E \text{ not empty and } P' \neq P'' & 
\end{align*}
\]

GenerateAvailableEnvironments() creates a set of all possible environments we want to execute tests on. Function RandomSubset(X, n) generates a random subset from set X of size n. Summarizing algorithm above: in each iteration we run test suite on n selected environments (working set). Using test results we summarize sensitivity for each of them. After that we select k best of them. From initial pool of environments we choose random ones to fill up working set so it will have n configurations again. Procedure is repeated until all configurations are used (initial pool is empty) or in next two consecutive iterations k best configurations is the same.

This algorithm tends to go through different solutions until it converge to optimal one. For environment compatibility testing this means that before we reach optimal set of configurations we will test much more of them and there is a possibility that we will find even more software defects, than using optimal set from the beginning.

III. Experiments

A. Direct application of environment sensitivity measure

To verify properties of environment sensitivity an experiment was conducted. We used a simple configuration with one operating system and a web browser installed on it. Operating systems used were Linux, Windows and Mac OS X. Browsers under test were Internet Explorer, Firefox, Chrome, Safari, Opera. Each browser was available in several different versions (depending on browser type). System used for experiment was built using small web server (Jetty) that was running a static web page. This web page was based on a popular HTML5 compatibility test site (www.html5test.com) and server both as test suite and application under test. Existing scripts were modified to send test results to data collection servlet running on the same web server (originally they were displayed on the screen). Schematic diagram of system used for experiment is shown on Figure 2.

When the test page was loaded it executed 242 true/false tests and sent results using JSON format back to server where they were stored in file along with information about browser and operating system type. The same page was run on each environment and test results were sent using separate script back to server that stored them for further analysis. Different configurations were provided by web browser compatibility testing cloud service (browsershots.org). We collected results for 46 different configurations. Expected number of environments should be higher, because some of the configurations has been not executed at all by the cloud (which is a defect in cloud service). However number of collected data is enough for analysis. In real life testing setups there are usually no more than several environments in constant use.

Sensitivity measure by definition is calculated relatively to other environments in tested configuration set. In most cases there is not enough resources (computing power, time, machines) to perform tests (and calculate sensitivity) for every environment in given configuration space. We wanted to check how much sensitivity measure will differ when it is calculated for small subset of configuration space against full configuration space. From all 46 environments we chose randomly subsets of 5, 8 and 10 environments and calculated sensitivity for each configuration in it. We observed that sensitivity measure does not change more than 12 percent when it is calculated for a reasonable subset of initial test results (see Table I). If we use more than 8 environments it seems that average difference is less than 10 percent. We suppose that this behavior of measure is possible because the way environment reacts to tests is not dependent on other environments. This makes this sensitivity measure good candidate for fitness function in evolutionary programming.

B. Sensitivity measure as a fitness function

As stated before sensitivity measure can be used as fitness function so the next step was to check if proposed algorithm allows to quickly find best environments. Populations of sizes 8, 10 and 12 were tested. Each time algorithm was run 1000
times and results were averaged. They are presented in Table II. For population size of 10 algorithm delivered a stable set of environments in less than 5 iterations.

In Table III we can see browsers selected by algorithm in more than 10% of cases along with their average sensitivity. Columns Operating system, Browser type and Browser Version define environment. Frequency shows percentage of times given configuration was chosen in top \( k \) results in 1000 runs of algorithm (eg. 75% means that is was chosen in 750 times). Average sensitivity is arithmetic mean of sensitivity value calculated for environment in all runs. If we compare this table with sensitivity calculated for all environments in Appendix A Table IV they basically match each other.

### C. Strategies for selecting environments for tests

Results also proved common sense that better to test on older versions of software because newer versions have lot of compatibility problems already fixed. This can be seen on Figure 3 and 4 where sensitivity of environment is presented versus browser version. We had to normalize version numbering to \([0, 1]\) because of different numbering schemes used by browser vendors. We can consider several strategies to reduce number of environments used for tests. Simplest one is to establish a cut off point below that every environment is discarded. On Figure 3 we see that good cut off point will be sensitivity with value 0.5 because it clearly separates set. However other good strategy will be to discard those some environments that have similar sensitivity value. From Figure 3 and Table IV we see that Firefox from version 6 to 15 have sensitivity between 0.3 and 0.4. This means that we can choose one or several of them based on own preference (or random choice) because they behave more or less similarly during tests.

Other important aspect is that environment sensitivity can provide an order of tests. If we start with environments with highest sensitivity and some tests will fail, we can stop, fix defect and start over again. In our test case, testing complicated web pages on latest browser versions will likely be successful,

---

**Table I:** Standard deviation of environment sensitivity calculated from random subsets from initial data.

<table>
<thead>
<tr>
<th></th>
<th>5 environments</th>
<th>8 environments</th>
<th>10 environments</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 random subsets</td>
<td>0.077</td>
<td>0.045</td>
<td>0.04</td>
</tr>
<tr>
<td>1000 random subsets</td>
<td>0.10</td>
<td>0.075</td>
<td>0.06</td>
</tr>
<tr>
<td>10000 random subsets</td>
<td>0.12</td>
<td>0.09</td>
<td>0.08</td>
</tr>
</tbody>
</table>

**Table II:** Averaged results after 1000 execution of environment selection algorithm. Difference is calculated against sensitivity calculated for all configurations together.

<table>
<thead>
<tr>
<th>Population size</th>
<th>Max difference</th>
<th>Max iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 8, k = 4</td>
<td>15%</td>
<td>4.32 iterations</td>
</tr>
<tr>
<td>n = 10, k = 5</td>
<td>4.5%</td>
<td>4.09 iterations</td>
</tr>
<tr>
<td>n = 12, k = 6</td>
<td>3.8%</td>
<td>3.3 iterations</td>
</tr>
</tbody>
</table>

Fig. 3: Sensitivity of environment by browser version for Mozilla Firefox. Version numbers were normalized to be from 0 (oldest) to 1 (latest). You can see sudden improvement in HTML5 compatibility after third consecutive version.
TABLE III: Average sensitivity for environments using proposed algorithm (averaged after 1000 runs) for configuration set of size 10. Frequency show how many times given environment was chosen by algorithm in top k best. Only those configurations with frequency more than 10% are shown.

<table>
<thead>
<tr>
<th>Operating system</th>
<th>Browser type</th>
<th>Browser version</th>
<th>Frequency</th>
<th>Average sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>LINUX</td>
<td>FIREFOX</td>
<td>2.0.0.17</td>
<td>77%</td>
<td>0.960</td>
</tr>
<tr>
<td>LINUX</td>
<td>KONQUEROR</td>
<td>4.8</td>
<td>77%</td>
<td>0.889</td>
</tr>
<tr>
<td>MAC OS X</td>
<td>CAMINO2</td>
<td>2.1.2</td>
<td>76%</td>
<td>0.802</td>
</tr>
<tr>
<td>LINUX</td>
<td>FIREFOX</td>
<td>1.5.0.12</td>
<td>76%</td>
<td>0.983</td>
</tr>
<tr>
<td>WINDOWS</td>
<td>FIREFOX</td>
<td>2.0.0.12</td>
<td>74%</td>
<td>0.963</td>
</tr>
<tr>
<td>MAC OS X</td>
<td>SAFARI</td>
<td>4.0.5</td>
<td>50%</td>
<td>0.766</td>
</tr>
<tr>
<td>WINDOWS</td>
<td>CHROME</td>
<td>3.0.182.2</td>
<td>31%</td>
<td>0.777</td>
</tr>
<tr>
<td>WINDOWS</td>
<td>CHROME</td>
<td>4.0.223.11</td>
<td>24%</td>
<td>0.609</td>
</tr>
<tr>
<td>WINDOWS</td>
<td>OPERA</td>
<td>10.00</td>
<td>16%</td>
<td>0.388</td>
</tr>
<tr>
<td>LINUX</td>
<td>FIREFOX</td>
<td>7.0.1</td>
<td>12%</td>
<td>0.323</td>
</tr>
<tr>
<td>LINUX</td>
<td>FIREFOX</td>
<td>6.0.1</td>
<td>10%</td>
<td>0.326</td>
</tr>
</tbody>
</table>

Fig. 4: Sensitivity of environment by browser version for Chrome. Version numbers were normalized to be from 0 (oldest) to 1 (latest). You can see improvement in HTML5 compatibility in latest versions. However it is not as steep as in Firefox browser.

because they are more HTML5 compatible. So better strategy will be to test on older versions and if they pass tests, then check on latest versions.

IV. CONCLUSIONS AND FUTURE WORK

It seems that introduced environment sensitivity measure is a good way of measuring usefulness of environment for testing purposes. It provides analytical way to compare configurations and allows to use existing optimization techniques. For more complicated environments (that have several nodes in their CDG) we plan to use evolutionary algorithms. For presented browser testing case, cross-over and mutation operations were not feasible because they produced configurations that were not available in testing cloud. Introduction of environment domination (in Pareto sense) will allow to use existing methods used in multi-criteria optimization. Automated tests are usually run frequently in order to find out regression defects introduced during development. This causes tests to repeatedly oscillate between pass and fail states. We are now extending sensitivity model by introducing time line to take those changes into consideration and utilize historical information for more precise results.

We are also investigating possibility of using machine learning to correlate changes in application code base with historical test results to predict the best configuration and tests order to test on. This way when a new change is being introduced to software we can decide in which environment it should be tested in first place.

In our research we are planning to used multi-agent systems (See [5] and [6]) that will automatically deploy environments and optimize them for most efficient testing in terms of quality and resource consumption. Sensitivity is a useful measure to be used in algorithms that detect unusual behaviors like those mentioned in [7] and [8].

We are also considering introducing second measure based on probability that will cooperate with environment sensitivity that will allow us to better describe environment behavior and compare them in more than one category.
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In this section we present a table with sensitivity values calculated for different versions of popular browsers running on various operating systems. Sensitivity was calculated at once based on all test results from all available configurations. In production it is usually not possible to keep so many testing environments, so only a small subset of them is used for daily testing and more of them are added when needed (for example before product release). You can compare results from this table with values from Table III.

<table>
<thead>
<tr>
<th>System</th>
<th>Browser</th>
<th>Browser version</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>LINUX</td>
<td>FIREFOX</td>
<td>1.5.0.12</td>
<td>1.000</td>
</tr>
<tr>
<td>LINUX</td>
<td>FIREFOX</td>
<td>2.0.0.17</td>
<td>0.971</td>
</tr>
<tr>
<td>WINDOWS</td>
<td>FIREFOX</td>
<td>2.0.0.12</td>
<td>0.971</td>
</tr>
<tr>
<td>LINUX</td>
<td>KONQUEROR</td>
<td>4.8</td>
<td>0.902</td>
</tr>
<tr>
<td>MAC OS X</td>
<td>CAMINO2</td>
<td>2.1.2</td>
<td>0.821</td>
</tr>
<tr>
<td>MAC OS X</td>
<td>SAFARI</td>
<td>4.0</td>
<td>0.202</td>
</tr>
<tr>
<td>WINDOWS</td>
<td>CHROME</td>
<td>3.0.182.2</td>
<td>0.798</td>
</tr>
<tr>
<td>WINDOWS</td>
<td>CHROME</td>
<td>4.0.223.11</td>
<td>0.659</td>
</tr>
<tr>
<td>WINDOWS</td>
<td>OPERA</td>
<td>10.00</td>
<td>0.445</td>
</tr>
<tr>
<td>LINUX</td>
<td>FIREFOX</td>
<td>7.0.1</td>
<td>0.405</td>
</tr>
<tr>
<td>LINUX</td>
<td>FIREFOX</td>
<td>6.0.1</td>
<td>0.405</td>
</tr>
<tr>
<td>MAC OS X</td>
<td>FIREFOX</td>
<td>11.0</td>
<td>0.364</td>
</tr>
<tr>
<td>MAC OS X</td>
<td>FIREFOX</td>
<td>12.0</td>
<td>0.364</td>
</tr>
<tr>
<td>MAC OS X</td>
<td>FIREFOX</td>
<td>13.0.1</td>
<td>0.364</td>
</tr>
<tr>
<td>MAC OS X</td>
<td>FIREFOX</td>
<td>14.0.1</td>
<td>0.364</td>
</tr>
<tr>
<td>MAC OS X</td>
<td>FIREFOX</td>
<td>15.0.1</td>
<td>0.358</td>
</tr>
<tr>
<td>WINDOWS</td>
<td>FIREFOX</td>
<td>11.0</td>
<td>0.358</td>
</tr>
<tr>
<td>WINDOWS</td>
<td>FIREFOX</td>
<td>16.0</td>
<td>0.341</td>
</tr>
<tr>
<td>LINUX</td>
<td>SAFARI</td>
<td>5.0</td>
<td>0.312</td>
</tr>
<tr>
<td>WINDOWS</td>
<td>CHROME</td>
<td>5.0.375.125</td>
<td>0.306</td>
</tr>
<tr>
<td>WINDOWS</td>
<td>CHROME</td>
<td>6.0.453.1</td>
<td>0.243</td>
</tr>
<tr>
<td>LINUX</td>
<td>CHROME</td>
<td>6.0.472.63</td>
<td>0.214</td>
</tr>
<tr>
<td>MAC OS X</td>
<td>SAFARI</td>
<td>6.0.1</td>
<td>0.208</td>
</tr>
<tr>
<td>WINDOWS</td>
<td>CHROME</td>
<td>7.0.517.44</td>
<td>0.173</td>
</tr>
<tr>
<td>LINUX</td>
<td>CHROME</td>
<td>20.0.1132.47</td>
<td>0.075</td>
</tr>
<tr>
<td>LINUX</td>
<td>CHROME</td>
<td>22.0.1229.94</td>
<td>0.052</td>
</tr>
<tr>
<td>MAC OS X</td>
<td>CHROME</td>
<td>22.0.1229.94</td>
<td>0.046</td>
</tr>
<tr>
<td>WINDOWS</td>
<td>SAFARI</td>
<td>5.0</td>
<td>0.046</td>
</tr>
<tr>
<td>WINDOWS</td>
<td>OPERA</td>
<td>11.64</td>
<td>0.017</td>
</tr>
</tbody>
</table>
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Abstract—Multithreaded software is subject to data races. A large number of data race detectors exists, but they are mainly evaluated in academic examples. In this paper we present a study in which we applied data race detectors to real applications. In particular, we want to show, if these tools can be used to locate data races effectively at an early stage in software development. We therefore tracked 25 data races in bug repositories back to their roots, created parallel unit tests and executed 4 different data race detectors on these tests. We show, that with a combination of all detectors 92% of the contained data races can be found, whereas the best data race detector only finds about 50%.
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I. INTRODUCTION

ALMOST all race detection approaches are evaluated in source code, that is freely available or in productive use. But can these detectors also be effectively used during software development before delivery and prevent shipping errors? We conducted an empirical study to answer this question. For our experimental setup we browsed bug repositories of open source applications for reports of data races. For each report we tracked back the revision history to the point, at which the defect has been checked into the code repository for the first time. We used this revision to evaluate which of the data race detectors would have been able to find the race at the distinct moment when it was unintentionally inserted.

A first key finding was, that it was almost impossible to simply apply a race detector on our evaluation programs. The application of most race detectors was impractical and the true data races were outbalanced by the huge number of false positives. Furthermore, most data race detectors available consume too much memory and computation time. Results tend to be impressive when applied to small programs, but with increasing sizes of real world applications, race detection approaches become increasingly impractical. Our solution to this problem was to create parallel unit tests[1] for all programs: A parallel unit test calls two (or more) methods under test in parallel within separate threads. In contrast to regular unit tests, they do not contain assertions. A data race detector decides on the test result. It executes parallel test cases rather than the program itself. By writing such parallel unit tests, we divided the programs into smaller fractions and focused error detection on the relevant portions, that were small enough to be handled by the race detectors. As a consequence, we could successfully apply all four race detectors to the bug repositories and locate 92% of the data races.

This paper is structured as follows: In section II, we introduce the sample applications we used as benchmark for the data race detectors and present the bugs we found in the respective repositories. Section III presents the four data race detectors we evaluate. We discuss the results of our study in section IV and detail on parallel unit tests in section V. The paper concludes with related studies in section VI and a conclusion of the key findings.

II. SAMPLE APPLICATIONS AND BUG REPOSITORIES

Apache Tomcat is a web server written in Java and uses Bugzilla as bug tracking system. In Tomcat, each web request is handled by a separate thread and all of them access common data. No or incorrect synchronization of the common data leads to program stalls or incorrect data. In Bugzilla we tracked down 23 reports of data races in Tomcat due to synchronization errors.

Spring is an application development framework library for Java and uses Jira to track bugs. Spring contains framework classes, that can be executed both sequentially or in parallel. We tracked 24 data race reports in the bug database caused by altered program semantics when executing the parallel versions of the framework classes.

Eclipse is an integrated development environment for Java and other programming languages and tracks bugs using Bugzilla. Eclipse executes long-running computations in background threads to keep the user interface responsive. We tracked 18 synchronisation errors in Bugzilla concering long-running background threads.

Defect Classification: We categorize the defects according to their root into four different error patterns: (1) Atomicity violation, (2) wrong usage of Java library, (3) if-race and (4) bad optimization. A data race may account to more than one of the four error patterns. However, some of the defects we found are specific and do not apply to any of these categories.

Atomicity violations are data races caused by incorrect granularity of synchronization. Here, different memory location have data- or control flow dependencies. They form a logical unit and may only be changed atomically or in a transaction. Even if each location might be synchronized separately, the access to the whole unit is not.

The Java library contains thread-safe classes, i.e. they can be used in multithreaded applications without additional locks.
### TABLE I

<table>
<thead>
<tr>
<th>Program Details</th>
<th>Bug Details</th>
<th>MTRAT</th>
<th>ConTest</th>
<th>Jinx</th>
<th>Achored</th>
<th>Enriched PUT</th>
</tr>
</thead>
<tbody>
<tr>
<td>4418</td>
<td>Tomcat</td>
<td>1</td>
<td>Crash</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>74018</td>
<td>Tomcat</td>
<td>1</td>
<td>Crash</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>48790</td>
<td>Tomcat</td>
<td>1</td>
<td>Wrong Results</td>
<td>x</td>
<td>x</td>
<td>0</td>
</tr>
<tr>
<td>728</td>
<td>Tomcat</td>
<td>2</td>
<td>Crash</td>
<td>x</td>
<td>x</td>
<td>80</td>
</tr>
<tr>
<td>48177</td>
<td>Tomcat</td>
<td>1</td>
<td>Crash</td>
<td>x</td>
<td>100</td>
<td>90</td>
</tr>
<tr>
<td>46085</td>
<td>Tomcat</td>
<td>2</td>
<td>Deadlock</td>
<td>x</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>48172</td>
<td>Tomcat</td>
<td>2</td>
<td>Wrong Results</td>
<td>x</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>36173</td>
<td>Tomcat</td>
<td>2</td>
<td>Crash</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>SPR-5038</td>
<td>Spring</td>
<td>1</td>
<td>Crash</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>SPR-66522</td>
<td>Spring</td>
<td>1</td>
<td>Crash</td>
<td>x</td>
<td>x</td>
<td>20</td>
</tr>
<tr>
<td>SPR-9938</td>
<td>Spring</td>
<td>1</td>
<td>Deadlock</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>INT-748</td>
<td>Spring</td>
<td>2</td>
<td>Crash</td>
<td>x</td>
<td>90</td>
<td>0</td>
</tr>
<tr>
<td>SPR-3228</td>
<td>Spring</td>
<td>2</td>
<td>Crash</td>
<td>x</td>
<td>70</td>
<td>100</td>
</tr>
<tr>
<td>SPR-4672</td>
<td>Spring</td>
<td>1</td>
<td>Crash</td>
<td>x</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SPR-2000</td>
<td>Spring</td>
<td>2</td>
<td>Crash</td>
<td>x</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>SPR-6432</td>
<td>Spring</td>
<td>1</td>
<td>Crash</td>
<td>x</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>INT-10724</td>
<td>Spring</td>
<td>2</td>
<td>Crash</td>
<td>x</td>
<td>80</td>
<td>90</td>
</tr>
<tr>
<td>44809</td>
<td>Eclipse</td>
<td>2</td>
<td>Crash</td>
<td>x</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>102942</td>
<td>Eclipse</td>
<td>1</td>
<td>Crash</td>
<td>x</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>165085</td>
<td>Eclipse</td>
<td>2</td>
<td>Crash</td>
<td>x</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>298922</td>
<td>Eclipse</td>
<td>2</td>
<td>Wrong Results</td>
<td>x</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>31139</td>
<td>Eclipse</td>
<td>1</td>
<td>Wrong Results</td>
<td>x</td>
<td>x</td>
<td>0</td>
</tr>
<tr>
<td>272742</td>
<td>Eclipse</td>
<td>1</td>
<td>Crash</td>
<td>x</td>
<td>30</td>
<td>0</td>
</tr>
<tr>
<td>289048</td>
<td>Eclipse</td>
<td>1</td>
<td>Wrong Results</td>
<td>x</td>
<td>x</td>
<td>90</td>
</tr>
<tr>
<td>36659</td>
<td>Eclipse</td>
<td>1</td>
<td>Crash</td>
<td>x</td>
<td>60</td>
<td>100</td>
</tr>
</tbody>
</table>

Σ: 245 total: 14 / 2: 11

The second error-pattern we define classifies code locations as defect in which classes are treated as thread-safe but that are not designed to be used like this.

Almost half of all errors we found are if-races: An if-race occurs, when a variable is checked for a certain value inside a conditional expression leading to a branch. In there, the variable is updated to a new value. For correct program semantics, both statements must be within the same lock because the thread could otherwise be interrupted in between and the variable is changed by another parallel operation.

The bad optimization pattern does not reflect a certain code design pattern, but rather describes different kinds of errors which come from the intention to improve program runtime but not its code behaviour. In fact, these code changes have unintended side effects. We could only identify these errors because of comments we found in the bug repositories.

We summarize our results in table I. One central finding is, that practically all data races can already be reproduced by a twofold parallel execution, although the programs may execute the parallel regions at a higher degree of parallelism. If the parallel regions execute in the wrong order at runtime, the defect manifests. 76% of all defects belong to this category. 20% require three or four operations, while only 4% require at least five operations in an unexpected order. With just one exception, we could successfully reproduce the defects using two threads. The column Method sum under Program Details shows, that roughly half of the data races are caused by a parallel execution of two different methods, whereas the other half is caused by parallel execution of the same method. This relates to the key finding by Shan Lu et al. [2], according to which most data races can be reproduced with only two methods. According to our finding, we can generalize the term of two methods to either depict the parallel execution of two separate methods as in task parallelism or to depict the parallel execution of the same method as in data parallelism.

### III. DATA RACE DETECTORS

We present the four data race detectors used in our study. The selected detectors had to be freely available and were required to support Java code natively for comparability reasons. We included three dynamic and one static tool. Further studies should also include other prominent tools available such as Helgrind+ [3] or Racer-X [4].

**MTRAT:** Multi-Thread Run-time Analysis Tool for Java (MTRAT) is a dynamic detection tool for data races and deadlocks developed by IBM [5]. MTRAT uses a combination of the happens-before and lockset race detection algorithms. For this work, we used its Eclipse plugin for Windows in order to define which classes of an application to instrument. MTRAT can also instrument libraries at bytecode level, except for Java core libraries. For self-written code, MTRAT returns the line numbers where the error occurred; for errors in libraries, only the class name is returned. MTRAT captures the execution path and makes the data race reproducible. Unlike other race detectors, it is unable to identify alternative control flows. For us to work with MTRAT, we manually wrote test cases, that induced the problematic control flow. Thus, the investigation of complex programs such as Eclipse is not feasible due to slowdown limitations.

**ConTest** is another dynamic tool developed at IBM laboratories [5]. ConTest inserts sleep and yield instructions heuristically into Java bytecode to create different thread interleavings. When re-executing an application, ConTest varies the thread
scheduling to provoke data races and deadlocks. ConTest is available as an Eclipse plugin. It offers numerous options to adjust the interleaving heuristics. In contrast to other race detection tools, ConTest does not identify data races, it only provokes different interleavings, so ConTest raises the chance for a data race to occur. The developer finally has to identify the race by invalid program behavior using assertions.

Jinx is a commercial tool to find errors in multithreaded applications [6]. It supports programs in Java, C/C++ and .NET-languages. Jinx is a dynamic race detector and executes a program several times, altering thread schedules. When a race is detected, Jinx can replay the problematic schedule. Like ConTest, Jinx relies on programs throwing exceptions as soon as a data race occurs.

Jchord is an open source static data race detector [7]. Jchord is a command line tool which expects the Java classes under test as input; it will also detect errors within compiled Java libraries, such as the Java core libraries.

IV. RESULTS

Table I summarizes all 25 bugs and the data race detection results of all 4 evaluated tools. The column Bug-ID references the respective bug tracking system. We evaluated each of the race detectors with the same unit tests as program input. For ConTest and Jinx we had to extend the parallel test cases to include exceptions and assertions. We found, that by executing 9 defects could even be found without any data race detector. We call this extension enriched parallel unit tests. The results are shown in column enriched PUT.

MTRAT is unaware of atomicity violations and cannot find defects due to wrong library usage, as it does not check the Java core libraries. To verify the library limitation, we used an open source implementation of the Java library. With this change MTRAT would have found all 9 library defects. MTRAT exhibited false positives on one occasion only. According to its heuristics, MTRAT could have found 15 data races, 13 were in fact found.

ConTest alternates thread interleavings, so its results are not reliable. ConTest can only find data races, when they actually occur. We therefore executed ConTest 10 times and measured if the race was reported at least once. Another weakness is, that ConTest reports races on the basis of hand-written exceptions or assertions that fail, so we extended our benchmark to use enriched PUTs. With this, ConTest could identify 9 additional defects. A third drawback of ConTest is the lack of information to resolve the defect: It only executes the test case. It does not provide any information about what caused the data race or at which code line.

As Jinx is also unreliable we used the same reproduction logic and used our enriched PUTs as input. Jinx offers several intensity levels to improve defect detection, that showed no noticeable difference in our experiments. Jinx is able to detect errors due to wrong library usage, atomicity violations and did not produce false positives, but found only 36% of the errors. With 9 defects, the enriched PUTs found as many errors as Jinx, but 2 of them were only found by Jinx. The slowdown of Jinx is within a few seconds, so it may be used as a supportive tool.

Jchord is a static race detector. It can be applied to the regular evaluation applications, but we used it on our test cases for comparability reasons. Also, this extension reduced the execution time drastically: With the regular test cases Jchord required 4 minutes on average and in 4 cases it crashed with out of memory exceptions. With enriched PUTs each test case executes within a few seconds; From the remaining 21 bugs, 13 were found. Jchord is unable to find atomicity violations and was the only tool to produce a significant number of false positives. For 6 test cases it reported more than 10 false positives. This severely lowers its benefit for real-life scenarios.

V. PARALLEL UNIT TESTS

Our evaluation shows the efficiency of data race detection supported by parallel unit tests. If parallel unit tests are available, they can be used as input for different race detectors. Combining all 4 detectors, we could identify 92% of the bugs. A combination of the two best race detectors MTRAT and ConTest still found 84%. This shows that parallel unit tests may be a veritable approach to ease data race detection. Some race detectors like CHESS [8] are specifically designed for parallel unit tests. However, writing sound parallel unit tests is hard. Therefore, the exploration of automatic generation of parallel unit tests is an active research topic [9, 10]. The parallel test cases we wrote for this study conform to this research: A parallel test case is a test method calling at least two program methods in separate threads; the test method exits as soon as the threads have returned. A parallel test method does not alter the thread schedule or influence the program execution in any way - this is left to the data race detector that executes the parallel test method. Parallel unit tests do not contain assertions or throw exceptions deliberately, the decision whether a race is found or not is completely left to the detector. As we showed, some race detectors break with this definition of a parallel unit test, as they require assertions in the test case. If a parallel test case contains assertions to detect the presence or negative effects of data races, we call it enriched.

Figure 1 shows a sample with a parallel test case and an enriched version. The test case executes inc() concurrently in two threads. After they return, the test exits. The results and side effects of the test are not evaluated, this is left to the execution environment, i.e. the race detector. In the second case, the enriched test case waits for both methods and will report an error if the value of val is not 2. This test is able to detect malicious race behavior, but it depends on the concrete thread schedule and the race detector influences the probability to provoke unintended behavior. Using enriched PUTs, complexity is transferred from detector design to test development; this may be a good approach for bugs that are hard to detect, like atomicity violations. Here, semantic information on the programmer’s intention is required to identify an error. Even in our small sample, we show that MTRAT cannot find them, whereas detectors using enriched tests such
class CInc {
private int val;
public void inc() {
val++;
}
public int getVal() {
return val;
}
}

class IncrementTest {
static CInc inc = new CInc();
public static void Main() {
Thread t1 = new Thread(
new Runnable() {
public void run() {
inc.inc().increment();
}
});
Thread t2 = new Thread(
new Runnable() {
public void run() {
inc.inc().increment();
}
});
t1.start(); t2.start();
}
}

(a) The sample class CInc. (b) A parallel test case for CInc.

(c) Enriched parallel test case for CInc.

Fig. 1. Code excerpt of the Bank Account Sample with its instrumented versions.

as Jinx can. Nevertheless, developing enriched, sound parallel test cases is harder than usual parallel test cases and to our current knowledge, no automatic generation approaches exist.

VI. RELATED WORK

Bug evaluation has been performed before: Shan Lu et al. [2] evaluate 105 synchronisation bugs from large applications for bug patterns. In contrast to our work, no data race detectors have been evaluated. In [11] and [12], different Java race detectors are evaluated. However, the used defects are from artificial sample applications, not from real bug repositories. They indicate that static race detectors produce too much false positives and are hard to use. In [13], programs written in C/C++ are evaluated.

VII. CONCLUSION

In this work, we searched bug repositories of four large Java applications for historic data races reported by users. We then tested 4 well-known data race detectors with the program revisions which contained the bugs for the first time. Seen individually, each of the four data race detectors found about 50% of the bugs. Together, the detectors found 92% of these bugs. In order to efficiently use the detectors, it is necessary to write specific test cases for data race detection. Our results indicate that a good, test based detection infrastructure combining different race detection approaches may help to find most data races early. However, writing good parallel test cases is hard and time-consuming. We therefore see our results as a motivation to automatically generate parallel unit tests. Different works heading in this direction have been mentioned. For future work, we plan to extend this study to more evaluation programs and other race detectors. As a combination of different tools seems promising, it would be interesting to know if a certain combination of detection strategies leads to optimal results. Furthermore, we want to search for data races using generated test cases from the works presented above.
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Abstract—the majority of formal description for software testing in the industry is conducted at the system or acceptance level, however most formal research has been focused on the unit level. This paper shows formal test selection and analyzes criteria for system or integration test based on visualization analysis for low level test cases. Visual analysis for low level test case selection is to be based on inputs from available Test Management system. The paper presents a use case for visual metaphor as a base for analysis testware for a test project in the industry.

I. INTRODUCTION

Software development is dealing with growing complexity, shorter delivery times and current progress made in the hardware technology. Within the software lifecycle the biggest, however not directly seen part, is the maintenance. Number of used systems in the corporation is continuously increasing. During time progression users get trusted to the used software, so tolerated number of deviations is decreasing. As soon as software is put in the production environment, every big change or even small adaption of the source code can cause potential danger in the best case monetary in the worst case image or even human being losses. Nevertheless the maintenance is very often provided during the whole period through different groups of technicians or business partners. This makes the task of programming, understanding and maintaining of the source code for the system and its testware more complex and difficult. Testware management, especially for the high (HLTC) and low level test cases (LLTC) [8], which are focusing on old but still valid functionality keeps going to be not affordable, or omitted on purpose. This causes increasing maintenance costs to the limit, when new development can produce less cost and even be easier to implement than creation of the new functionality within the old system.

Required quality of the software is very often to be reached through quality assurance activities on several levels, starting from unit test, through system, integration and ending on acceptance tests. Artifacts produced during the test process required to plan, design, and execute tests, such as documentation, scripts, inputs, expected out-comes, set-up and clear-up procedures, files, databases, environment, and any additional software or utilities used in testing are named, according to ISTQB, testware [8]. Detection of the problems within a testware can save much effort and reduce necessary maintenance costs. Number of executed tests in the first or second year of software maintenance is not being a disruptive factor for the test projects. As soon as software is coming into the last phase, associated teams are very often moved to the other development projects or taken out of the company (e.g. consultants are being moved from customer to customer). To prove necessary quality after performed adaptations, growing complexity of the system is demanding high professional skills and understanding from people and organizations taken over the responsibility for the system.

Software quality is according to definition:

1. The degree to which a system, component or process meets specified requirements [21].
2. Ability of a product, service, system, component, or process to meet customer or user needs, expectations, or requirements [22].
3. Degree to which the system satisfies the stated and implied needs of its various stakeholders, and thus provides value [23].
4. Degree to which a system, component, or process meets customer or user needs or expectations [21].
5. The degree to which a set of inherent characteristics fulfills requirements [24].

Above given definition is obligating quality assurance teams to perform planned and systematic pattern of actions to provide adequate confidence to the product or item that it conforms to established technical requirements [2]. Execution of needed actions to provide at least same quality during the whole maintenance phase is a big cost factor. According to survey-analysis presented during the ignite 2011 conference in Düsseldorf [19], almost 60% of the software projects are spending between 20 and 30% of its budget on Quality Management (QM) and testing activities.

Especially big and complex systems are providing large number of functions and demanding even larger number of objects within the testware. To provide 100% fulfillment the test team has to ensure that each function is not affected through the code adaptation and its site effects. Adaptation of the system demands adaptation of testware to fulfill quality requirement for the current system.

Even best managed testware, after few years of usage, is not free of objects which are old, obsolete, duplicated or
there are no HLTCs or LLTCs covering demanded functionality. Those objects are causing additional management effort and its existence does not increase expected quality needs.

Often developers and managers believe that a required change is minor and attempt to accomplish it as a quick fix. Insufficient planning, design, impact analysis and testing may lead to increased costs in the future. Over time successive quick fixes may degrade or obscure the original design, making modifications more difficult [7] and finishing in not acceptable, low quality of the system.

As long as we are accepting loose of the software and testware quality, its transparency, increasing maintenance costs, decreasing test efficiency, and continuous testware erosion is not a subject. However, in time of financial crisis and decreasing IT budgets, there is none of the project which can come over this dilemma. In the next chapters we would like to show results from pilot project which has been executed in the industry in order to prove usefulness for the approach of the visualization metaphor for testware reorganization.

II. RELATED WORK

Since the early days of software visualization, software has been visualized at various levels of detail, from the module granularity seen in Rigi [13] to the individual lines of code depicted in SeeSoft [3].

The increase in computing power over the last 2 decades enabled the use of 3D metric-based visualizations, which provides the means to explore more realistic metaphors for software representation. One such approach is poly cylinders [20], which makes use of the third dimension to map more metrics. As opposed to this approach in which the representations of the software artifacts can be manipulated (i.e., moved around), our test cities imply a clear sense of locality which helps in viewer orientation. Moreover, our approach provides an overview of the hierarchical (i.e., package, test object) structure of the systems.

The value of a city metaphor for information visualization is proven by papers which proposed the idea, even without having an implementation. [15] Proposed this idea for visualizing information for network monitoring and later [14] proposed a similar idea for software production. Among the researchers who actually implemented the city metaphor, ([9]; [1]; [18]) represented classes are districts and the methods are buildings. Apart from the loss of package information (i.e., the big picture), this approach does not scale to the magnitude of today’s software systems, because of its granularity.

The 3D visual approach closest in focus to ours is [10], which uses boxes to depict classes and maps software metrics on their height, color and twist. The classes’ box representations are laid out using either a modified tree map layout or a sunburst layout, which split the space according to the package structure of the system. The authors address the detection of design principles violations or anti-patterns by visually correlating outlying properties of the representations, e.g., a twisted and tall box represents a class for which the two mapped metrics have an extremely high value. Besides false positives and negatives, the drawbacks of this approach is that one needs different sets of metrics for each design anomaly and the number of metrics needed for the detection oftentimes exceeds the mapping limit of the representation (i.e., 3). The detection strategies [12] were introduced as a mechanism to formulate complex rules using the composition of metrics-based filters, and extended later [11] by formalizing the detection strategies and providing aid in recovering from detected problems.

III. VISUALIZATION METAPHOR

A visualization metaphor is defined as a map establishing the correspondence between concepts and objects of the application under test and a system of some similarities and analogies. This map generates a set of views and a set of methods for communication with visual objects in our case - test cases [6].

Lev Manovich has said: “an important innovation of computers is that they can transform any media into another”. This gives us possibility to create a new world of data art that the viewer will find as interesting. It does not matter if the detail is important to the author, the translation of raw data into visual form gives a viewer possibility to get information which is the most important just for him. Hence, any type of visualization has specific connotations, which may become metaphoric when seen in context of a specific data source. Metaphor in visualization works at the level of structure, it compares the composition of a dataset to a particular conceptual construct, and the choice of any visualization is always a matter of interpretation.

Numerous currently existing visualization systems are divided into three main classes:

- Scientific visualization systems [4];
- Information visualization systems [5];
- Software visualization systems [16]

Although all visualization systems differ in purposes and implementation details, they do have something common; they manipulate some visual model of the abstract data and are translating this into a concrete graphical representation.

In this paper we are not aiming to present all possible visualization metaphors, as this is not the focus for our research. We would like to show basic and easy to understand “City metaphor” which is helpful for representation specific test data and allow easier test reorganization. After some of the previous research work which is however not in focus of this paper we settled our first attempt to the metaphor which is very widely presented in [17] and is a part of his PhD [17]. In its research and implementation for software source code classes are represented as buildings located in city districts which in turn represent packages, because of the following reasons:

- A city, with its downtown area and its suburbs is a familiar notion with a clear concept of orientation.
- A city, especially a large one, is still an intrinsically, complex construct and can only be incrementally explored, in the same way that the understanding of a complex system increases step by step. Using an all too simple visual
metaphor (such as a large cube or sphere) does not do justice to the complexity of a software system, and leads to incorrect oversimplifications: Software is complex; there is no way around this.

→ Classes are the cornerstone of the object-oriented paradigm, and together with the packages they reside in, the primary orientation point for developers.

Fig. 1 Example of “Software City” representation of JBoss application server.

In our attempt we perform mapping between available LLTC and its basic metrics, perform testware reorganization and at the end provide easy to understand and manage overview about the current state of testware.

A. Test metrics

To be able to perform data visualization, defined set of the static and dynamic data has to be prepared. Based on the available information’s for LLTC we are extracting following basic metrics, which we use for later mapping:

→ Amount of LLTC
→ Execution status for available LLTC
→ Last modification date/age
→ Number of executions

Dependent on the metrics type, those are to be taken as a data export through the available API from the test management tool or statistical data taken from the support or test organization.

Fetched metric can be mapped into the chosen visualization metaphor as:

→ Data physical properties (color, geometry, height mapping, abstract shapes)
→ Data granularity (unit cubes, building border or urban block related)
→ Effect of Z axis mappings on the image of the city
→ Abstraction of data and LOD are key issues
→ Resulting "data compatible" urban models are much larger than the original VR urban models.

IV. TEST REORGANIZATION

In this paper we would like to show how useful can be usage of visualization based on the “Test City” metaphor. We would like to show how to perform test reorganization based on the very basic set of metrics available in the test project.

For our experimental work we have established a new system interacting with several Test Management applica-

tions placed on the market. The base idea of the system is an automation extraction and pre-evaluation of several different test metrics. Those metric are imported via available API connections from the Test Management tool and evaluated to get required set of metrics. The test metrics are provided as a text file, e.g. CSV (Comma Separated Values), and imported into visualization framework. Used visualization framework is based on the existing solution presented in [17] and allows us perform necessary analysis. The analysis result is taken as an input to the Test Management tool for Test-Set creation and evaluation.

Fig. 2 - Block Structure created analysis system.

Within our research for one test project that contains over 4000 LLTC, we have performed analysis for basic and extended test metrics.

Visualization results for this test project with testware structure shown in the tables 1 and 2 are shown in the Figure 3, 4, 5 and 6. Parameters have been based on following test metrics:

1. Test execution age → mapped to the color.
2. Number of executions → mapped to the height.
3. Modification age → mapped to size.

Fig. 3 Test-City based on LLTC for Test Project

To provide real reference to the analysed testware, the districts (as a square group) of the Test City are mapped to the structure created by test teams and managed with help of the Test Management system (e.g. Test folder or Test object).

Looking at the possible analysis for testware visualization according to the Figure 3 we can provide following input for the improvements:
1. There is a large number of old LLTC which has been executed later than threshold set to 370 days (e.g. red buildings – left site in the Figure 3). Most of them had a small height which gives as an information about low number of executions. Those LLTC shall be either archived, or completely removed from the Testware. LLTC not modified for longer than 1 year and rarely executed is with very high probability obsolete.

2. There are other areas in the middle and the top, which has to be taken as well under investigation (red buildings). Based on the height we can assume, most of them are obsolete; however moving to the archive is better option than leaving them within the testware.

3. Each green building is representing LLTC been most likely commonly used in the last 370 days. Large number of high and green buildings allows us to assume area of regression tests. Those LLTC has been used in the last period to assure certain quality of the product and shall not be moved to the archive or adapted within the first phase for testware reorganization.

Below, the tables shows the visualized artifacts in numbers.

Using a visualization we are able to show up hotspots within the testware domain. In order to localize objects within the testware we are focusing the interesting area with help of built in zoom function. Please see Figure 4 for an example

- **Fig. 4 Zoom on interested LLTC for Test Project**

**TABLE I.**

| Execution Age | LLTC (% | |
|---------------|---------|
| 0             | 11519   | 62.36 |
| 1-370         | 6526    | 35.33 |
| >370          | 428     | 2.32  |

**A. Reorganization results part 1**

Based on the given output testware reorganization has been performed. After finishing the first part we have executed testware domain processing and present the results. As an outcome for our work we have presented new Test-City shown in the Figure 5.

**Fig. 5 Test City after first reorganization**

There is a marked area where big part of obsolete LLTC has been moved. Most of the buildings are small and red colored, which shows correctness for our attempt.

Below the area we can see large district with several parcels of building which are green colored and relatively high. This allows us to assume commonly used regression tests.

Recursive execution our analysis has gave as result Test-City presented in Figure 6.

**Fig. 6. Final structure for LLTCs within Test Project**

There is visible well organized structure within the domain. Current analyze state has been taken as end Phase with used metrics. Deeper analysis can be performed based on other set of metrics which will allow even smaller size of testware database afterwards.

**TABLE II.**

<table>
<thead>
<tr>
<th>Object type</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>LLTC</td>
<td>18473</td>
</tr>
<tr>
<td>Executions</td>
<td>38182</td>
</tr>
</tbody>
</table>
V. FEEDBACK FROM TEST MANAGERS

Created results have been presented to the involved experienced Test managers within the organization and their feedback has been checked. Following results has been achieved:

- There is no false positives, all ugly layouts represents real problems
- No false negatives, no beauty layout should be ugly
- Unique global overview on the testware landscape
- Identify of hotspots (“there was always a question”)
- Identify cluster of issues (e.g. regression test)
- Identify cluster of stagnation

The feedback has proven our first impression we got by looking at the testware visual representation. Even if the system looks well-organized, in spite of the numerous disharmonious artifacts: we see a districts, where the test which were executed more than 365 days ago are localized and districts of increased number of high building, even skyscrapers, in which several very important and common tests are defined.

The skyscrapers are giving us the impression how many of existing LLTC have been executed very often. Their color shows execution age as an important factor for testware reorganization.

Within very short time we were able to locate and show large number of obsolete and suspicious LLTCs. Identified hotspots and pain points based on very basic test metrics has been confirmed by the personal working for longer time with the testware, even without our deeper knowledge for the system itself. Necessary data for LLTC adaptation and/or reorganization has been exported based on zooming information at interesting areas/districts given to the test managers and used for next iteration.

Testware reorganization has been done within integration test domain and has brought minimization of used LLTC within a database. This saves in long term necessary maintenance costs and gives well overview about the current testware status.

VI. CONCLUSION

Test case management, test analysis and test creation are the most important tasks within the whole test management process. It is very hard to concentrate the analysis on small set of the LLTC as it is not getting potential win against the requirement spectrum. Possible loss of testware quality can be threatened only as additional cost factor and each activity steering against is helping to keep those on expected level. Performed visualization has shown, how easy in use and efficient can be presented method for testware analysis. Finding an obsolete LLTC based on available metrics is very comfortable and does not require deep system knowledge, even if analyzed system seems to be very complex. This saves needed time, resources and allows problem presentation not only on technical but as well on management level. Presented results have been used for further deeper analysis and reorganization activities.

Additionally we have observed person performing analysis is tending to point its view on maximum two metrics in time and not searching for further information on the third one. This behavior was partly driven via visualization framework and its available mapping attributes and partly human laziness.

Our future directions will focus on the points listed below:

1. Extension for more APIs to Test Management tools available on the market.
2. Comparison for analysis outcome when using same metrics but different Visualization Metaphors.
3. Visualization for metrics within the timeline.
4. Extend number of evaluated metrics, especially to find out duplicate tests.

REFERENCES


Proliferation of computers in everyday life requires careful investigation of approaches related to the specification, design, implementation, testing, and use of modern computer systems interfacing with real world and controlling their environment. Cyber-Physical Systems (CPS) are physical and engineering systems closely integrated with their networked environment. Modern airplanes, automobiles, or medical devices are practically networks of computers. Sensors, robots, and intelligent devices are abundant. Our life depends on them. Cyber-physical systems transform how we interact with the physical world just like the Internet transformed how we interact with one another.

The event is a continuation and extension of 2006-2010 Real-Time Software FedCSIS workshops. The objective of the workshop is to assemble and develop a community with main interest in cyber-physical systems.

Topics

Due to an extensive scope of the topics, the workshop will accept papers in the following areas:

- Control Systems
  - embedded/networked/intelligent
  - wireless sensing/actuation
  - adaptive/predictive
- Scalability/Complexity
  - modularity
  - design methodology
  - legacy systems
  - tools
- Interoperability
  - concurrency
  - models of computation
  - networking
  - heterogeneity
- Validation and Verification
  - assurance
  - certification
  - simulation
- Cyber-security
  - intrusion detection
  - resilience
  - privacy
  - attack vectors
- Applications of CPS
  - robotics
  - transportation
  - military
  - medical
  - consumer
  - manufacturing
  - power systems

- CPS Education
  - curriculum development
  - web-based laboratories
  - academic courses
  - pedagogy issues

Event Chairs

Grega, Wojciech, AGH University of Science and Technology, Poland
Kornecki, Andrew J., Embry Riddle Aeronautical University, United States
Szmuc, Tomasz, AGH University of Science and Technology, Poland
Zalewski, Janusz, Florida Gulf Coast University, United States

Program Committee

Broy, Manfred, Technische Universitaet Muenchen, Germany
Caplinskas, Albertas, Vilnius Institute of Mathematics and Informatics, Lithuania
Crespo, Alfons, Universitat Politecnica de Valencia, Spain
Golatowski, Frank, University of Rostock, Germany
Gomes, Luis, Universidade Nova de Lisboa, Portugal
Halang, Wolfgang A., Fernuniversitaet, Germany
Hilburn, Thomas B., Embry Riddle Aeronautical University, United States
Kacprzyk, Janusz, Systems Research Institute PAN, Poland
Laplante, Phillip A., PennState, United States
Malec, Jacek, Lund University, Sweden
Motus, Leo, Tallinn University of Technology, Estonia
Nadjm-Tehrani, Simin, Linköping University, Sweden
Nigro, Libero, Universite della Calabria, Italy
Rozenblit, Jerzy W., University of Arizona, United States
Rysavy, Ondrei, Brno University of Technology, Czech Republic
Sanden, Bo, Colorado Technical University, United States
Schagaev, Igor, London Metropolitan University, United Kingdom
Sveda, Miroslav, Brno University of Technology, Czech Republic
Trybus, Leszek, Politechnika Rzeszowska, Poland
Vardanega, Tullio, University of Padova, Italy
Zoebel, Dieter, University Koblenz-Landau, Germany
Modelling Java Concurrency: An Approach and a UPPAAL Library

Franco Cicirelli, Angelo Furfaro, Libero Nigro, Francesco Pupo
Laboratorio di Ingegneria del Software
Università della Calabria, DIMES
I-87036 Rende (CS) - Italy
Email: f.cicirelli@dimes.unical.it, a.furfaro@dimes.unical.it, l.nigro@unical.it, f.pupo@unical.it

Abstract—To effectively cope with correctness issues of concurrent and timed systems, the use of formal tools is mandatory. This paper proposes an original approach to modeling and exhaustive verification of Java-based concurrent systems which relies on the popular UPPAAL model checker. More precisely, a library of UPPAAL timed automata (TA) reproducing the semantics of major Java concurrent and synchronization mechanisms was developed, which fosters a smooth transition from specification down to implementation. The library includes such common control structures like semaphores and monitors, both classic and Java specific. The paper describes the developed TA library and shows its practical use by means of examples. Finally, an indication of on-going and future work directions is drawn in the conclusion.

I. INTRODUCTION

CURRENT and prospective availability of powerful multi-core (in the CPU) and many-core (in the Graphical Processing Unit or GPU) computing architectures, and the growing acceptance of Java as a key technology for building time-dependent embedded systems, challenges software developers to the construction of concurrent programs which can greatly benefit from the high-performance computing potential of such parallel machines. Concurrent algorithm design, though, is a well-known difficult task due to human inability to check, either through peer-review or by experimental tests, the correctness of a parallel program where multiple threads of control evolve simultaneously according to complex interleaving of their actions. Race conditions, deadlocks, starvations and so forth are common risks deriving from an improper use of locks.

The work described in this paper argues that to properly design and implement concurrent and time-dependent software systems, the use of formal tools is mandatory which can enable a reasoning on concurrency, which is of utmost importance both in an educational or industrial context. This paper describes current status of a research project on modeling and verification (M&V) of concurrent and timed systems which was preliminarily proposed in [1]. The approach is centered on Java as the target implementation language and UPPAAL [2], [3] as a popular, mature and efficient timed automata (TA) [4] based toolbox, which makes it possible to model check complex systems [5], [6]. Although the developed concurrent structures are Java-based, they can easily be ported to other concurrent languages as well. More precisely, this paper describes current shape of a UPPAAL catalog of concurrent control structures, which was significantly improved and expanded with respect to the initial version reported in [1].

This paper contribution can be related to the solutions proposed e.g. by Hamberg & Vaandrager in [7] and to the well-known approach FSP/LTSA [8]. Our work shares with [7] the use of the UPPAAL model checker and some common semaphore and monitor control structures. However, the catalog described in this paper is original, more general and efficient, and fosters different concurrent programming styles. In addition, proposed mechanisms were mainly inspired by Java concurrency features. The FSP/LTSA approach is based on a process algebra specification of a concurrent system (FSP or Finite State Processes), automatically transformed into an equivalent Labelled Transition System (LTS) expression which is model checked in the toolbox LTSA (LTS Analyzer). A system specification must finally be implemented into Java. However, the FSP specification language does not favor the expression of FIFO based concurrent control structures (e.g. of a semaphore). Moreover, FSP/LTSA adopts a discrete time model which can complicate the verification of realistic models. A semantic gap exists between an FSP specification and a corresponding implementation in Java of a system model. Obviously, in general, an implementation cannot be proved to be a faithful concretization of a specification, but a reduction in the above semantic gap, as proposed in this work, can help achieving a correct implementation.

The paper is structured as follows. First basic concepts of UPPAAL are summarized. Then a running modeling example is introduced. The paper goes on by describing the developed TA catalog for modeling concurrent Java programs. Then the library is practiced through the chosen example. The discussion puts into evidence a general approach for modeling a Java thread-safe class. Finally, an indication of on-going and future work is given in the conclusion.

II. AN OVERVIEW TO UPPAAL

A system [2] is the parallel composition of multiple timed automata modeled as template processes, which can have parameters, can be instantiated, and consist of atomic actions. Parallel composition means that UPPAAL is capable of analyzing all the possible action interleavings of the component processes.
TA synchronize to one another by CSP-like channels (rendezvous) which carry no data values. Asynchronous communication is provided by broadcast channels where a single sender can engage in a synchronization with a (possibly empty) group of receivers. The sender of a broadcast signal in no case is blocked. Locations (states) of an automaton are linked by a set of edges (transitions). Time is handled by means of clock variables. Clocks can only be reset and compared against to a nonnegative integer constant. All the clocks of a model increase automatically at the same rate of advancement of the (hidden and dense) system time. UPPAAL extends basic TA with integer (and boolean) variables and arrays of integers, clocks and channels. Declarations can be global (shared by all the TA in a model) or local to a TA. In latest versions of the toolbox, C-like functions and structures are permitted.

Edges can be annotated by three (optional) components: (i) a guard, (ii) a synchronization action (? for input and ! for output) on a channel, and (iii) an update consisting of a set of clock resets and variable assignments. The update of an output command is executed before that of the matching input command.

A clock invariant can be attached to a location as a progress condition. The timed automaton can remain into the location as long as its invariant gets not violated. UPPAAL offers also committed and urgent locations which must be exited immediately (without passage of time), and urgent channels whose synchronizations must be fired as soon as possible. Committed locations have priority with respect to urgent locations.

UPPAAL consists of a graphical editor, a simulator and a verifier (model checker). The simulator executes a specification and visually documents the reached execution state by traversing the model state graph. The simulator is useful for model debugging and for examining a diagnostic trace (counter example) built by the verifier. For exhaustive property assessment, the verifier must be used which tries to build the reachability graph of the model, where execution states are organized into equivalence classes based on time zones (clock inequalities system).

Safety (e.g., absence of deadlocks) and bounded liveness (e.g. an end-to-end time constraint) properties can be verified by reachability analysis using a subset of TCTL formulas [2]. Admitted formulas (see below) refer to local state properties, i.e. boolean expressions over predicates on locations and integer variables and clock constraints.

\[ E <> \varphi \text{ means "Possibly } \varphi \text{" (a state can be reached in which } \varphi \text{ holds).} \]

\[ A[] \varphi \text{ means "Invariantly } \varphi \text{" (in all states } \varphi \text{ holds).} \]

\[ E[] \varphi \text{ means "Potentially Always } \varphi \text{" (a path exists where } \varphi \text{ holds in all reached states).} \]

\[ A <> \varphi \text{ means "Always Eventually } \varphi \text{" (equivalent to: not } E[] \text{ not } \varphi ).} \]

\[ \varphi \rightarrow \psi \text{ means "} \varphi \text{ always leads to } \psi \text{" (equivalent to: } A[] (\varphi \text{ imply } A <> \psi ).} \]

III. A MODELING EXAMPLE

A classic yet representative concurrent example which can be modeled and verified using UPPAAL is the Dining-Philosophers problem (see e.g. [9], [10], [11]). \(N\) philosophers (e.g. \(N = 5\)), seat around a table which has a never ending big plate of spaghetti. Philosophers are equipped by a own plate and a single fork (at its left). Philosophers spend their life by thinking and, when they become hungry, try to get the two forks at its left and its right so as to take some spaghetti and then switching to eating. A thinking phase consumes from 2 to 10 time units. An eating requires from 4 to 12 time units. Forks are kept by the philosopher for the whole duration of its eating. When the philosopher finishes eating, it puts forks (hopefully after cleaning them) on the table and turns to thinking again. The availability of forks can now make some adjacent colleague get them and pass to eating as well. The problem is to ensure that the system is live (no deadlock occurs) and that it is bounded the waiting time a hungry philosopher experiments before achieving the forks (absence of starvation).

Fig. 1 shows a “native” model for philosopher \(i\), which directly depends on the basic UPPAAL features. A global array of boolean fork, initialized to all true, holds the status of the fork resources. Forks relevant to the \(i\)-th philosopher have indexes \(i\) (left) and \((i+1)\%N\) (right). Adjacent philosophers have identifiers respectively \((i+1)\%N\) (left colleague) and \((i+(N-1))\%N\) (right colleague).

The model is safe: a philosopher either picks both forks or none, but it is incorrect from the point of view of starvation. A hungry philosopher waits for forks in the WAITING location. When the fork status changes, a signal over the broadcast channel check is sent which allows all interested philosophers to review their status and possibly switch to the EATING location. On a system with \(N\) instances of the basic TA, the following queries can be issued:

1. A[] !deadlock \(\text{(satisfied)}\)
3. Philosopher(0).THINKING-->Philosopher(0).EATING \(\text{(not satisfied)}\)

Query 2. confirms only not adjacent philosophers can be eating simultaneously. Native UPPAAL models tend to be concise and efficient (in space and time) for model checking. However, a native model has to be intuitively implemented e.g. in Java, relying on the reasoning on the problem solution allowed by model analysis. Ultimately, the action vocabulary of the source model (atomic actions, broadcast signals etc.) has to be transformed in the vocabulary of the target language (synchronized blocks and wait/notifyAll operations, or semaphores etc.). All of this can create problems in achieving a correct implementation. To shorten the semantic gap between modeling and implementation, source model design can be driven by implementation aspects. The following describes a library of UPPAAL TA which furnishes reusable templates for common concurrent control structures.
IV. A TA Catalog for Concurrent Systems

An original library of UPPAAL TA was developed which includes classic binary/counting semaphores, Java inspired semaphore, built-in monitor structure of Java, lock/condition monitor of Java, Hoare monitor, Active Oberon inspired monitor [12], exchangers, barriers etc. Other synchronizers can be added.

A. Semaphore structures

Fig. 2 and 3 respectively show a binary semaphore and a counting semaphore automata whose design tries to balance ease of use with efficient analysis.

Semaphore processes in Fig. 2 and 3 are strong in that they ensure FIFO management of waiting processes. Template parameters include the unique id of the semaphore, the initial number of permits and the expected queue size. A violation of the queue size determines the Error location is entered and the verification is deadlocked. Classic P/V operations are implemented as channel arrays P[.]/V[.]. The dimension mirrors the number of semaphores used in the model. A P operation to a semaphore s, is requested by a synchronization P[s]!. The requesting process is assumed to follow the pattern (see also Fig. 10) of putting into a global (meta) variable proc its unique process id at the time of P[s]!. Variable proc is used only during the atomic action of P[s]!, with the receiving semaphore which frees it immediately by storing the proc value in a local variable. Being a meta variable, proc does not contribute to the state part of the model. A further channel array GO[.], whose dimension is the number of processes in the model, is used for blocking the requesting process until the semaphore assigns a permit to it. As a consequence, a P[s]! operation issued by process p should always be followed by GO[p]? synchronization. It is worth noting that the use of GO is implicit in the operation P in a programming language, but in UPPAAL it serves the purpose of transforming a strict rendezvous (P[.]!) into an extended rendezvous which terminates when the semaphore completes the handling of the P operation and allows the requesting process to unblock. A V[s]! request never blocks the requesting process and normally does not require the proc mediation.

With respect to the proposal in [7], our semaphores use less variables. For instance, the identity of the requesting process during a P operation which finds green a binary semaphore, is temporarily stored in the surely empty internal queue of the semaphore. The modeler often experiments that even by dropping one single redundant variable can avoid state explosion during the construction of the state graph, thus facilitating model checking.

Fig. 4 portrays the JSemaphore automaton which was inspired by the behavior of java.util.concurrent Semaphore class. Differences from classic semaphores concern the possibility of acquiring/releasing atomically a number of permits greater than 1. In addition, a fair parameter can be used to request a FIFO behavior of acquire requests. The use of JSemaphore rests on the channel arrays Acquire[.], Release[.], PermitsAvailable[.], GO[.], and the use of two global variables: proc and perm. The perm variable stores, at the time of an Acquire[s]! or Release[s]!, the number of involved permits, and contains the number of available permits of the semaphore following a PermitsAvailable[s]! operation. A GO[p]? synchronization must follow an Acquire[s]! or a PermitsAvailable[s]! command. More precisely, it is at the time of GO[p]? unblocking that perm is filled of the semaphore permits number.

It should be noted that both classic and Java specific semaphore TA are useful in practical concurrency modeling. Whereas a burst of release operations on a JSemaphore instance used as a mutex, will increase the permits number arbitrarily, in the case of a BinarySemaphore a burst of V’s can never augment the internal count beyond 1.

B. Monitor structures

Although widely used, semaphores are often viewed as a low level concurrent abstraction mechanism, where a misuse
of P/V operations can easily lead to a deadlock. Monitors, on the other hand, represent a higher level concurrent control structure which naturally acts as a guardian of an abstract data type, e.g. encapsulated into a Java class. Monitors are a key for achieving thread-safe classes by offering control over: mutual exclusion among methods (synchronized blocks or critical sections of code) and suspension/signaling from within a critical section. Different kinds of monitors are defined in the literature, which are characterized by different programming styles and guarantees/obligations which are assigned to both processes and the control structure.

Java adopts the Lampson&Redell [13] monitor structure with broadcast signaling, where suspended processes in a synchronized block are responsible of re-checking a condition in a while-loop to see, at each awaking, if the condition requires coming back to waiting or instead the process can go on because the condition is satisfied. Broadcast signaling is not blocking for the signaler process. An awaken process has to compete in reacquiring the lock for it to actually resume execution.

The Hoare monitor (e.g. [9], page 234) has a different signaling mechanism: when a process (signaler) changes the status of the data structure so that a (possibly) waiting process (signalee) on a condition can be awaken because the condition holds, control is immediately transferred to the signalee (together with the lock) which is thus the only process which can then proceed. The signaler, on the other hand, is put to wait on an urgent queue from where it gets unblocked as soon as the monitor is up to become free.

A discussion about Lampson&Redell vs. Hoare monitors can be found in [9] at page 240 where it is argued, besides any runtime implication and number of context switches, that Lampson&Redell monitor can be superior in the most general case.

An example of a monitor which facilitates the developer by transferring responsibilities from the programming level to the control structure, was adopted in the Active Oberon language [12]. Here the programmer has only to deal with the logic of conditions which, as long as they do not hold, prescribe a process has to wait. Signaling and process awaking is hidden in the control structure.

In the following, a series of developed monitor TA is presented.

Fig. 5 depicts the JMonitor automaton which allows to model concurrent objects according to the Java built-in monitor. A monitor instance can be operated using such channel arrays as enter[mid][pid], exit[mid][pid], wait[mid][pid], notifyAll[mid][pid] which accommodate for the possible existence of multiple monitor instances in a model. Types mid and pid respectively are integer sub-ranges of unique identifiers for monitors and processes used in the model. For instance, enter[m][p]!/exit[m][p]! are used by a process p to explicitly enter/exit to/from a synchronized block based on monitor identifier m. Similarly, wait[m][p]!/notifyAll[m][p]! serve respectively to suspend the requesting process p until its condition holds (in a while loop), and to awake all the processes suspended on monitor m.

Every Java object owns a lock which can be used as a monitor. The lock holds one implicit condition, whose meaning is only known to the modeler/programmer. The lock object is associated with a wait-set where both entering processes which find the lock closed, or processes within a synchronized block (based on the lock object) but whose condition prescribes waiting, are put (although the two kind of waiting processes are clearly distinguished to one another) and suspended. Processes which are suspended for a wait operation can only be awaken by a notifyAll operation which does not free the lock. Other processes awake as the lock/monitor is up to be abandoned (at an exit or wait operation). In the proposed implementation, the wait-set is purposely realized implicitly. Processes requesting enter simply are blocked if the monitor is already locked.

Processes which execute wait are supposed to move into a location (see WAITING in Fig. 11) from which they can only exit following a relevant notifyAll signal. Towards
The automaton in Fig. 5 maintains the identity of the monitor owner, which is used both to realize reentrancy and to check for erroneous operations, which in Java correspond to raising an IllegalMonitorStateException.

The implicit realization of the wait-set complies with the Java specification and lets processes which try to enter the monitor and awaken processes to be handled non deterministically and thus without any privilege. The design pattern also requires that an awaken process from a wait location has to explicitly compete in reacquiring the lock (this operation is hidden in the Java wait() method of class Object). The design pattern makes it possible to implement also a timed wait. In this case, from the wait location (now provided of a clock invariant) the process can also exit when the clock goes beyond a given time limit (timeout), thus competing for the lock before checking the condition.

In reality the Java built-in monitor also offers a notify operation to awake one unspecified process suspended in the wait-set. For generality reasons the automaton in Fig. 5 only implements the notifyAll (broadcast) operation because, as discussed e.g. in [14] at pages 181-183, the use of notify can cause what is known as the Lost-Wakeup-Problem.

Since Java 5, the java.util.concurrent package also provides a refinement of the built-in monitor through the lock/condition control structure. In this version, it is possible to introduce both a lock object and a certain number of condition objects linked to the lock object. As a consequence, processes can be suspended on the different conditions and the signaling mechanism can be directed to all the processes waiting on a certain condition.

Fig. 6 depicts the Lock automaton which realizes the locking mechanism (and its reentrancy) and also handles the relevant conditions.

Monitor operations are captured by two dimensional lock[lid][pid], unlock[lid][pid] array channels, whose first dimension is related to the sub-range of lock unique identifiers used in a model, and whose second dimension is tied to the process unique identifiers, and three dimensional await[cid][lid][pid], signalAll[cid][lid][pid] array channels where the first dimension consists of the unique condition identifiers of a given lock identifier.

As in the case of the JMonitor automaton, the enter wait-set and condition wait-set are realized implicitly, as well as signalAll[cid][lid][pid] channels are declared as broadcast channels.

The same conventions discussed for JMonitor apply here: a waiting process on a condition c is supposed to wait into a suitable location of the automaton, from where the process can exit following a signalAll or a timeout. It then has to compete for reacquiring the lock and is in charge of re-checking the relevant condition.

As it is common, the Hoare monitor can be achieved on top of semaphores, in particular binary semaphores. If \( N \) are the conditions of the monitor, \( N + 2 \) semaphores are to be used: one as mutex, another for the urgent mechanism of signalers and \( N \) for conditions. In Fig. 7, a slightly different but equivalent and more efficient automaton implementation is proposed which rests on \( N + 2 \) queues. The monitor can be used through the matrices of channels enter[mid][pid], exit[mid][pid], wait[cid][mid][pid], signal[cid][mid][pid], go[pid] where mid, cid and pid are respectively the integer sub-ranges of monitor unique identifiers, relevant condition unique identifiers, unique process identifiers. The pattern of use does not necessarily depend on the while-loop required by built-in Java monitor. A process waiting on a condition is, in general, guaranteed that the condition holds when it is signaled. The monitor is assumed to be not reentrant. As a rule, a synchronization on the go[.]? channel must follow each invocation (!) of enter, exit, wait or signal operation.

A simplification of the Hoare monitor is provided by the Active Oberon monitor (see Fig. 8) where the signaling operation is removed. The burden (and the risks) of proceeding by an awaken process whose condition cannot possibly hold,
are eliminated by the control structure which manages an implicit signaling and the transfer of the lock to an awaken process. Therefore, the resultant modeling/programming style becomes more concise with respect to the Hoare monitor.

The AOMonitor automaton (Fig. 8) is supposed to be reentrant. Its use depends on the matrices of channels enter[mid][pid], exit[mid][pid], await[cid][mid][pid], go[pid]. A go[].? synchronization is required after each invocation (!) of enter, exit or await operation. Any waiting room is realized as a FIFO queue.

The modeler has to introduce a global bool eval(cid,mid) function, model specific, which receives a condition id and its monitor id and returns true if the logical boolean expression which is associated with the given condition of the given monitor, holds; otherwise eval() returns false.

The findActivatable(mid) function used in Fig. 8 scans the list of conditions of the given monitor and returns, if there is one, the identifier of the first condition which is found satisfied; the function returns -1 if the search fails. The result of findActivatable is used to transfer the control (together with the monitor lock) to the oldest process waiting on the given condition.

In order to avoid starvation, the control structure maintains the last index of success on the list of conditions so as to start the next lookup from the next position and cyclically.

V. PUTTING THE LIBRARY INTO ACTION

Usefulness of the developed library was assessed through several examples. In the following, the use of the library is demonstrated by applying it to the Dining-Philosophers problem. Modularity issues suggest separating the application processes from the details of concurrency control which in Java are embedded into a thread-safe class. Therefore it is convenient to organize the Philosopher model as shown in Fig. 9 and introducing a Manager model which exposes a suitable interface to philosopher processes and hides the synchronization constraints. In particular, the channel arrays getForks[pid], putForks[pid] e ok[pid] are assumed to define the Manager interface. Since each philosopher can block in the manager model, N identical instances of the Manager are created, each one corresponding to a distinct philosopher. All the manager instances, though, share global data e.g. the boolean array fork[.] about free/occupied status of forks. Both Philosopher and Manager have one single parameter i (of type pid) which furnishes the identity of the philosopher. Following a getForks[i]! or putForks[i]! operation, the philosopher expects an ok[i]? synchronization confirming that the requested operation was carried out. Again, in a Java implementation the ok signal is redundant because the extended rendezvous is automatically provided by getForks/putForks methods of the Manager class.

A. Manager based on semaphores

In Fig. 10 is depicted a Manager automaton which uses N + 1 binary semaphores.

One semaphore is used for mutual exclusion (mutex, initialized to 1). The remaining N semaphores, one per philosopher, are waiting rooms or conditions (always kept to 0). Condition identifiers coincide with philosopher identifiers. The model in Fig. 10 uses two further boolean arrays: w[pid] and eat[pid]. The former serves to know if a
A given philosopher is waiting for forks. The latter is used for implementing a simple strategy for avoiding starvation. Philosophers are supposed to eat at turns. A turn finishes when all philosophers have eaten. A `getForks` request is not responded either because some fork is unavailable or the philosopher has already eaten in the current turn. The latest philosopher who eats resets the array `eat` so as to start a new turn.

All the three queries suggested in section III, are now satisfied. Query 3 concerning proving absence of starvation deserves some further comments. It is a liveness property. UPPAAL is most apt to verify safety and bounded liveness properties. General liveness can be difficult to assess. In a normal location, in fact, an automaton can stay an arbitrary amount of time. To help checking liveness properties, Urgent/Committed locations or urgent channels should be used.

In Fig. 10, the use of committed locations was preferred. A bounded liveness property for the model of Fig. 9 and Fig. 10 concerns the worst case amount of time a philosopher stays in the `WAITING` location of its manager, waiting for the other colleagues to complete the current turn. Using $N = 5$ philosophers, and adding a decoration clock $y$ to the Manager model, which is reset at each `getForks[i]` request, the following query was issued to the UPPAAL verifier:

$$A[] \text{Manager(0).WAITING imply Manager(0).y} \leq 64$$

The query was found satisfied, but changing the upper bound to 63 the query no longer holds. This result corresponds to a $(10 - (2 + 4)) \times (N - 1)$ remaining thinking time for the other partners, and then a $12 \times (N - 1)$ worst case eating time of remaining colleagues.

As a final remark, except for the `GO[pid]` and `ok[pid]` channels which are required only in the UPPAAL models, the automata in Figures 9 and 10 can directly be expressed in Java code.

**B. Manager based on JMonitor**

Using the built-in Java monitor, a Manager model like that shown in Fig. 11 can be achieved. With respect to the semaphore based solution, it requires less space and time for the analysis.

A similar model to that in Fig. 11 was built using the lock/condition monitor, which is slightly more efficient due to reduced partial order following a signaling operation. The new model is portrayed in Fig. 12.

It should be noted that since enter/lock requests can be delayed by the monitor being already locked, such operations should not exit from urgent locations. In addition, because of broadcast signaling, there is no need to pay for the $w[pid]$ boolean array used in the semaphore based solution.

**C. Manager based on Hoare monitor**

It was interesting achieving a Hoare monitor based model for manager, to compare expressiveness and guarantees during signaling with Java built-in or lock/condition based versions. The model is portrayed in Fig. 13. As expected, this particular example does not allow to exploit the normal guarantees of the Hoare monitor: i.e. that a signaled process waiting on a condition is sure its condition holds when awaken by a signal. In fact, putting forks is only a partial fulfillment for the precondition of adjacent philosophers to be able to get forks. As a consequence, without going to put much burden on the signaler processes, the right solution consists in envisioning the while-loop also in a signalee so as to come back to waiting if the precondition for awaking does not actually hold. Without the while-loop, UPPAAL confirms the model is incorrect.

Model of Fig. 13 is more expensive in terms of space and time for verification with respect to models in Fig. 11 and Fig. 12. This is due to the use of queues for conditions and related bookkeeping data.

**D. Manager based on Active Oberon monitor**

This version of the Manager model is illustrated in Fig. 14.
The following is the eval() function which was prepared for working with the Dining-Philosophers problem:

```c
bool eval( cid c, mid m ){
    if( !eat[c]&&fork[c]&&fork[(c+1)%N] )
        return true;
    return false;
}
```

The solution in Fig. 14 is the most concise and easy to follow from the modeler/programmer point of view. Its analysis performance, though, is similar to the Hoare monitor version because the model has almost the same data requirements.

Verification experiments with N = 5 philosophers were carried out on a Win 8, 12GB, Intel Core i7-3770K, 3.50GHz. To figure out efficiency of the various models, the query which checks for the absence of deadlocks lasts in the worst case in about 25sec with a RAM peak of about 100MB.

VI. CONCLUSION

The UPPerAL library of timed automata (TA) proposed in this paper is effective for modeling and verification (M&V) of Java-based concurrent and timed programs. It includes both semaphores and monitor control structures. The Java built-in monitor or its refinement based on lock/condition are often preferable both from the M&V perspective and the implementation viewpoint. The Active Oberon monitor offers the most concise level for modeling and implementing a thread-safe class.

Being not primitive in Java, Hoare monitor and Active Oberon monitor classes were achieved on top of semaphores. By the way, a BinarySemaphore class was also realized which is weakly bisimilar to the automaton in Fig. 2.

A nondeterministic point e.g. in the Hoare monitor class accompanies the implementation of the wait operation which in general must free the lock and put the requesting process to sleep. Whereas UPPerAL atomic actions hide the problem (e.g. through a committed location), in a concrete implementation the alea point could be handled by ensuring that before relinquishing the lock the wait operation starts a new time-slice. This could be achieved by using the Thread yield() method. However (see discussion in [15] at page 287) the yield() method can often behave as a no operation. A better provision could be a Thread.sleep(1) if 1 millisecond is the time resolution of the underlying operating system.

The library is currently in use in an undergraduate course on systems programming and the response of students is positive. A major benefit of the catalog and of the UPPerAL model checker rests on the possibility of favoring a reasoning on concurrency.

On-going and future work are geared to:
- Optimizing the library so as to improve the efficiency of model checking activities.
- Extending the library with other concurrency control structures, e.g. based on the concept of software transactional memory [14] which delivers a different and attractive style of concurrent programming.
- Extending the approach based on the UPPerAL model checker to M&V of lock-free concurrent objects [14] which are often perceived as a grand challenge for an exploitation, in parallel and embedded software systems, of the computing potential of current and future multi-core/multi core machines.
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Abstract—In the last few years hybrid automata have been widely applied in the modeling and verification of hybrid systems, but their related formal verification techniques usually rely on un-implementable assumptions to which a concrete control strategy cannot adhere. For this reason, once a hybrid model of the system has been proved to be correct with respect to the desired properties, it would be valuable to derive a correct-by-construction implementable control strategy for such a model. This work discusses a new methodology and a corresponding toolchain that allows to synthesize an implementable control strategy for the class of hybrid automata named Lazy Linear Hybrid Automata (LLHA). ILHA model the discrete time behavior of control systems containing finite-precision sensors and actuators interacting with their environment under bounded delays.

I. INTRODUCTION

Hybrid systems are dynamical systems whose behaviors cannot be characterized faithfully using either discrete or continuous models. They consist of a discrete part that operates in a continuous environment, and for this reason, they are sensitive not only to time-driven phenomena but also to event-driven ones. The presence of mixed dynamics makes the formal treatment of this kind of systems considerably hard.

Hybrid automata (HA) [1] are a powerful formalism for modeling hybrid systems. It extends the usual definition of finite state automata with continuous variables that evolve according to dynamics characterizing each discrete state. In the last few years, a wide spectrum of algorithmic techniques has been studied to solve the problems of simulation and verification for hybrid automata. Current state-of-art tools can verify hybrid systems with complex nonlinear dynamics [2], [3], or linear systems with a large number of continuous variables [4], thus becoming of interest also for real test-cases and application domains.

Another phase of the design flow where the interplay of continuous and discrete behaviors makes things complicated is the refinement and implementation phase. Indeed, formal verification techniques for hybrid automata usually rely on un-implementable assumptions, such as the synchrony hypothesis, i.e., the capability of performing any computation in zero time units and forcing a change in the dynamics of the hybrid system with no delays. As a consequence, the verification results on the correctness of the ideal model of the system cannot be directly applied to a real implementation [5].

For this reason, new semantics for hybrid automata, which do no rely on synchrony or other unrealistic assumptions, have been proposed in the literature [6], [7]. By formally verifying the correctness of the system using such semantics, it is possible to synthesize an implementable control strategy for the analyzed hybrid system, i.e., determine the performance and latency bounds to be satisfied by any conservative concrete hardware/software device that implements the system.

In [6], [8], the authors propose the Almost-ASAP semantics, a formal semantics that imposes a controller to react within a bounded delay, i.e., \( \Delta \), when a synchronization or a control action has to take place. The authors use reachability analysis [1] to look for the largest value \( \Delta \) for which the controller is still correct w.r.t. the properties that the original instantaneous model has to enforce. Such a \( \Delta \)-relaxed controller represents an implementable control strategy if \( \Delta > 0 \). The main limitation of this approach is that the problem of synthesizing such a value \( \Delta \) may not be decidable.

The work in [7] proposes a similar approach for synthesizing implementable control strategies. The authors try to derive an implementable control strategy from the original instantaneous model by shrinking the guards of the latter so that, by assuming bounded reaction delays for synchronization and control actions, all behaviors of the former are non-blocking (i.e., shrinkability problem). This means that all timing requirements satisfied by the instantaneous control strategy, such as critical deadlines, are strictly respected by the derived one. The authors have shown that deciding the shrinkability problem can be checked in EXPTIME.

This work focuses on the problem of automating the synthesis of implementable control strategies for a relevant class of hybrid automata, named Lazy Linear Hybrid Automata (LLHA). Such a kind of automata takes into account all the typical implementation aspects (e.g., discrete time behaviors, finite precision of sensors and clock, sensing and actuation delays), thus, once they have been proved correct, they provide an implementable control strategy for the hybrid system.

The paper is organized as follows. Section II introduces the fundamental definitions and semantics of LLHA which motivate the assumptions at the base of the proposed methodology for synthesis of implementable control strategies described in Section III. Section IV describes some case studies to which the methodology has been applied. Finally, Section V is devoted to concluding remarks.
II. BACKGROUND

In the following the class of LLHA is described. A LLHA is meant to be a model of a closed-loop system consisting of a digital controller interacting with a continuous environment [9]. The controller samples the state of the continuous environment at periodic discrete-time instants. The state of the environment consists of the values of the continuous variables as observed by the sensors. These values are digitized with finite precision and reported to the controller that may decide to switch the state of the environment. In such a case, the controller generates suitable output signals that, once transmitted to the actuators, will effect the desired change. Sensors will report the values of the current variables and actuators will change the evolution of the continuous variables with bounded delays.

A. The LLHA formal definition

Definition 1 (Lazy Linear Hybrid Automaton). A finite precision Lazy Linear Hybrid Automaton (LLHA) is a tuple \( (X, Q, \text{init}, \text{inv}, \text{flow}, E, \text{jump}, \text{Act}, P, D, e, B) \). The components of a LLHA are as follows:

- **Variables.** A finite set \( X = \{x_1, \ldots, x_n\} \) of real-valued variables. \( X \) stands for the set \( \{x_1', x_2'\} \) of dotted variables and \( X^c \) stands for the set \( \{x_1, \ldots, x_n\} \) of primed variables.
- **Control modes.** A finite set \( Q \) of control modes. \( Q_0 \subseteq Q \) denotes the set of initial modes.
- **Initial condition.** A labeling function \( \text{init} \) that assigns to each control mode \( q \in Q_0 \) an initial predicate. The initial predicate \( \text{init}(q) \) is a convex (non-)linear formula over the variables in \( X \).
- **Invariant condition.** A labeling function \( \text{inv} \) that assigns to each control mode \( q \in Q \) an invariant predicate. The invariant predicate \( \text{inv}(q) \) is a convex (non-)linear formula over the variables in \( X \).
- **Flow condition.** A labeling function \( \text{flow} \) that assigns to each control mode \( q \in Q \) a flow predicate. For each \( i \in \{1, \ldots, n\} \), let \( X^i_0 \subseteq Q \) be the set of legal flow rates for the variable \( x_i \) in the control mode \( q \). The flow predicate \( \text{flow}(q) \) is of the form \( (x_i \in X^i_0) \land \cdots \land (x_n \in X^n_0) \).
- **Control switches.** A set \( E \) of edges \( (q, q') \) from a source mode \( q \in Q \) to a target mode \( q' \in Q \).
- **Jump condition.** A labeling function \( \text{jump} \) that assigns to each control switch \( e \in E \) a predicate. Each jump predicate \( \text{jump}(e) \) from the control mode \( q \) to \( q' \), is given by the conjunction of a guard and a reset condition. The guard is given by a convex (non-)linear formula over the variables in \( X \). The reset condition is given by the identity predicate over the variables in \( X \cup X' \) (e.g., \( x_i' = x_i \)).
- **Actions.** A finite set \( \text{Act} \) of actions that the automaton uses either for internal synchronization or for synchronizing with other communicating automata. An edge labeling function \( \text{action} : E \rightarrow \text{Act} \) assigns an action to each control switch.

- **Period.** \( P \) represents the sampling interval of the controller, i.e., control mode switches take place at times \( T_0, T_1, T_2, \ldots \) where \( T_{k+1} = T_k + P \).
- **Delay parameters.** \( D = (g, \delta_g, h, \delta_h) \subseteq Q \) is the set of delay parameters such that \( 0 \leq g \leq g + \delta_g < h \leq h + \delta_h \leq P \), where \( g \) denotes the actuation delay, \( h \) denotes the sensing delay and \( \delta_g, \delta_h \) represent the uncertainty in actuation and sensing delay, respectively.
- **Precision.** \( \epsilon_i \) is the precision of measurement of variable \( x_i \).
- **Range.** \( B_i = [B_{\text{min}}, B_{\text{max}}] \subseteq \mathbb{R} \) is the allowed range of the variable \( x_i \) such that \( B_{\text{min}}, B_{\text{max}} \in Q \) and \( B_{\text{min}} < B_{\text{max}} \).

To keep the notation compact, in what follows, \( q \xrightarrow{a, \phi} q' \) is used to denote that there exists a control switch \( e = (q, q') \) with \( q \neq q' \), \( a = \text{action}(e) \) and \( \varphi = \text{jump}(e) \) in \( A \).

Unlike the conventional definition of linear hybrid automata [10], invariants and guards in LLHA can be non-linear (i.e., polynomial). The flows in linear hybrid automata are represented using rectangular formulas which denote closed intervals of the form \([l, r] \subseteq R\) with \( l, r \in Q \) and \( l < r \). Under the assumption of finite precision, in a LLHA such rectangular formulas denote finite sets of rational values modeling the rate of change of the different continuous variables.

B. The LLHA formal semantics

Let \( A \) be a lazy linear hybrid automaton as defined above. The following definitions are required to specify the behavior of \( A \) in terms of a transition relation.

Definition 2 (Valuation for continuous variables). Let \( X = \{x_1, \ldots, x_n\} \) be a set of continuous variables. A valuation \( V \) for the variables in \( X \) is a member of \( \mathbb{R}^n \) such that \( V \) assigns a real value \( V(i) \) to each variable \( x_i \).

Definition 3 (State of a LLHA). A state of a lazy linear hybrid automaton \( A \) is a triple \((q, V, \hat{q})\) where \( q, \hat{q} \) are control modes and \( V \) is a valuation. \( q \) is the control mode holding at the current time instant and \( \hat{q} \) is the control mode that held at the previous time instant. \( V \) captures the actual values of the variables at the current instant. The state \((q, V, \hat{q})\) is feasible if and only if \( V(i) \in [B_{\text{min}}, B_{\text{max}}] \) for every \( i \).

Intuitively, the state of a LLHA stores information about current and previous control modes (i.e., \( q \) and \( \hat{q} \), respectively) due to the fact that, as a result of a mode change, the change of rates of continuous variables will occur with bounded delays. As a consequence, the evolution of continuous variables in a mode \( q \) will depend not only on the flow predicates of \( q \), but also on the flow predicate of the previous control mode \( \hat{q} \).

The initial state is, by convention, the triple \((q_{\text{init}}, V_{\text{init}}, \hat{q}_{\text{init}})\). It is assumed without loss of generality that the initial state is feasible. Let \( S_A \) denote the set of states of \( A \).

For convenience, in what follows, it is assumed that the rate of change of continuous variables is constant in each control mode. Thus, each flow predicate \( \text{flow}(q) \) can be described
by vector \( \rho_q \in Q^n \) that specifies the rate \( \rho_q(i) \) at which each variable \( x_i \) evolves when the automaton is in the control mode \( q \).

**Definition 4** (Transition relation of a LLHA). \( \rightarrow \subseteq S_A \times (\text{Act} \cup \{\tau\}) \times S_A \) is such that:

- Let \( (q, V, \dot{q}) \) be states and \( a \in \text{Act}. \) Then \( (q, V, \dot{q}) \xrightarrow{a} (q', V', \dot{q}') \) if and only if \( \dot{q}' = \dot{q} \) and there exist a control switch of the form \( q \xrightarrow{a} q' \) in \( A \) and \( t_1 \in Q^n, t_2 \in Q^n \) such that \( \forall i \in [1, n], t_1(i) \in [g, g + \delta_g], t_2(i) \in [h, h + \delta_h] \) and the following conditions are satisfied:
  1. Let \( V_i = V(i) + \rho_q(i) \cdot t_1(i) + \rho_q(i) \cdot (t_2(i) - t_1(i)) \) for each \( i \). Then \( (v_1, \ldots, v_n) \) satisfies \( \varphi \) and each \( \langle v_i \rangle \) represents the digitized value of the variable \( x_i \) that has been rounded using the value of \( \epsilon_i \).
  2. \( V'(i) = V(i) + \rho_q(i) \cdot t_1(i) + \rho_q(i) \cdot (P - t_1(i)) \) for each \( i \).

- Let \( (q, V, \dot{q}) \in S_A \) be states. Then \( (q, V, \dot{q}) \xrightarrow{g} (q', V', \dot{q}') \) if and only if \( \dot{q}' = \dot{q} = q \) and there exist \( t_1 \in Q^n \) and \( \forall i \in [1, n], t_1(i) \in [g, g + \delta_g] \) such that:
  1. \( V'(i) = V(i) + \rho_q(i) \cdot t_1(i) + \rho_q(i) \cdot (P - t_1(i)) \) for each \( i \).

The lazy semantics of linear hybrid automata means that if a control mode switch took place at time \( T_k \), then the delay in actuating a change in flow rates lies between \( [T_k + g, T_k + g + \delta_g] \). Similarly, a control decision made at time \( T_k \) is based on the values \( \dot{V}_i \) read by the controller at some time in the interval \( [T_{k-1} + h, T_{k-1} + h + \delta_h] \). The parameters \( \delta_g \) and \( \delta_h \) represent the bounded uncertainty in actuation and sensing delay, respectively. The precision \( \epsilon_i \) depends on the accuracy of the sensors measuring \( x_i \) from the continuous dynamical system. Guards and state invariants are evaluated on the digitized values \( \langle x_i \rangle \) of the variables \( x_i \) that have been rounded using the value of \( \epsilon_i \). The parameter \( B \) instead, reflects the range of values which can be taken by a state variable associated with a fixed width register.

From the semantics defined above, it is possible to derive the notions of trajectory of a LLHA and the reachability relation between states.

**Definition 5** (Trajectory of a LLHA). Let \( A \) be a lazy linear hybrid automaton and let \( (q, V, \dot{q}) \in S_A \) be a state of \( A \). A trajectory of \( A \) from \( (q, V, \dot{q}) \) is a sequence of states \( (q_i, V_i, \dot{q}_i) \) with \( i \geq 0 \), such that \( (q_0, V_0, \dot{q}_0) = (q, V, \dot{q}) \) and \( (q_{i-1}, V_{i-1}, \dot{q}_{i-1}) \xrightarrow{a} (q_i, V_i, \dot{q}_i) \) for some \( a \in \text{Act} \cup \{\tau\} \).

**Example 1.** Figure 1(i) sketches a lazy linear hybrid automaton \( A \) with two control modes \( q_1 \) and \( q_2 \). Let \( i \) and \( j \) be such that \( i, j \in \{1, 2\} \) and \( i \neq j \). Each invariant condition \( \text{inv}(q_i) \) is defined as a subset \( I_i \) of \( \mathbb{R} \) and the LLHA can stay in the control mode \( q_i \) if the valuation of the variable \( x \) satisfies the invariant condition. The jump condition of a control switch \( e_{ij} = (q_i, q_j) \) is specified by a guard set \( G_{ij} \) and a reset function that, by definition of LLHA, is always the identity function. The control switch \( e_{ij} \) is enabled only if the digitized value \( \langle x \rangle \) detected by the sensor belongs to \( G_{ij} \). Moreover, sensing and actuation delays (i.e., \( h, \delta_g \) and \( g, \delta_h \), respectively) are associated to the control switch. Finally, each flow condition \( \text{flow}(q_i) \) constrains the evolution of the continuous variable \( x \) to one of the possible rates \( \rho_{ij} \) allowed in the mode (e.g., \( \rho_{11}^1, \rho_{11}^2, \rho_{12}^1 \) in Figure 1(ii)).

Figure 1(ii) sketches part of a trajectory of such a LLHA starting from the initial state \( (q_1, x_{\text{init}}) \). In the example, the trajectory keeps following the dynamics \( \text{flow}(q_1) \) until the time instant \( T_k \). In fact, the control switch \( e_{12} \) is not enabled as soon as the trajectory reaches the guard set \( G_{12} \) because of the semantics of LLHA: a jump condition can be evaluated only at periodic time points and by considering the digitized values detected by the sensor at some instant (marked with \( \bullet \)) in the interval \( [T_{k-1}^h, T_k^h] \). As shown in the figure, at \( T_k \), the invariant condition of the mode \( q_1 \) is still satisfied, thus, the LLHA can either switch to \( q_2 \) or continue with the dynamics of \( q_1 \). Let assume that the automaton performs a control switch (marked with \( \bullet \)) and moves to \( q_2 \). When the LLHA switches from \( q_1 \) to \( q_2 \), it resets the continuous variable \( x \) according to the predicate specified by the jump condition, i.e., the identity function. Thus, in this case, the trajectory starts from the same state reached at \( T_k \). Notice that the trajectory keeps following the dynamics of \( q_1 \) due to the presence of an actuation delay (i.e., \( g, \delta_h \)) on the control switch. In fact, only at some time (marked with \( \circ \)) in the interval \( [T_k^h, T_{k+1}^h] \) the trajectory changes according to the rates specified by the flow condition of \( q_2 \) (i.e., \( \dot{x} \in \{\rho_{11}^1, \rho_{12}^1\} \)). Then the trajectory follows that flow rate until the invariant \( I_2 \) is violated or the jump condition \( G_{21} \) is satisfied allowing the automaton to jump back in the mode \( q_1 \).

**Definition 6** (Reachability relation between states of a LLHA). Let \( A \) be a lazy linear hybrid automaton. A state \( (q, V, \dot{q}) \) reaches a state \( (q', V', \dot{q}') \) if there exists a finite trajectory of states \( (q_i, V_i, \dot{q}_i) \), with \( 0 \leq i \leq n \), such that \( (q_0, V_0, \dot{q}_0) = (q, V, \dot{q}) \) and \( (q_n, V_n, \dot{q}_n) = (q', V', \dot{q}') \). \( \text{RC}(q, V, \dot{q}) \) is used to denote the set of states reachable from \( (q, V, \dot{q}) \). RC is used to denote the set of all the possible states reachable from the initial ones.
III. SYNTHESIS OF IMPLEMENTABLE CONTROL STRATEGIES FOR LLHA

The main contributions of this work can be summarized as follows:

- it proposes a Bounded Model Checking (BMC) [11] formulation for the problem of synthesizing implementable control strategies for LLHA that reduces such a problem to the state reachability problem on LLHA. A previous BMC formulation has been given in [12]. While that work assumes that precision and delay parameters are given, the present paper models them as parameters that must be synthesized. Then, by verifying the safety properties as reachability queries, it is possible to identify values for such parameters which make the control strategy implementable, i.e., the control strategy is able to handle the continuous plant by following discrete-time and finite-precision behaviors.

- it proposes a synthesis procedure that, starting from a set of feasible values for the different parameters, identifies for each of them the maximum values which enable a LLHA to satisfy its required safety properties.

The following sections describe all the details of the proposed approach.

A. Problem definition

The synthesis of an implementable control strategy for a LLHA consists of determining if there exist legal values for the sampling period (i.e., $P$), and upper bounds for sensing and actuation delays (i.e., $T_{SD} = h + \delta_h$ and $T_{AD} = g + \delta_g$, respectively) for which the control strategy modeled in the LLHA is able to satisfy the safety properties that the hybrid system has to ensure.

Let $A$ be a LLHA such that $S_A$ is the set of the possible states, $\mathcal{LNTT}$ be a predicate that constrains the initial state, $\mathcal{TR}$ be the transition relation that models the lazy behavior of $A$ and $\mathcal{AD}_{safe}$ be a function that tests whether the safety properties for the hybrid system hold in a given state. The synthesis problem summarized above can be formalized by a Quantified Boolean Formula (QBF), i.e., a formula in which propositional variables can be either quantified existentially or universally, as follows:

$$\exists P, T_{SD}, T_{AD}, \forall n \in \mathbb{N}, \forall S_i \in S_A : \mathcal{LNTT}(S_0) \land \bigwedge_{i=0}^{n} \mathcal{TR}(S_i, S_{i+1}, P, T_{SD}, T_{AD}) \Rightarrow \bigwedge_{i=0}^{n} \mathcal{AD}_{safe}(S_i)$$  \hspace{1cm} (1)

Intuitively, the formula states that there exist suitable values for $P$, $T_{SD}$ and $T_{AD}$ for which at any step $i$, the state $S_{i+1}$, reachable from a previous state $S_i$, satisfies the safety property $\mathcal{AD}_{safe}$.

An efficient way to solve this problem consists of deriving from Formula (1) a BMC problem on $A$. Such a BMC problem focuses on identifying the existence of bad states, i.e., states $S_i$ violating the safety properties and reachable from the initial state of $A$:

$$\text{BMC}(A, \mathcal{AD}_{safe}, n, P, T_{SD}, T_{AD}) \equiv \mathcal{LNTT}(S_0) \land \bigwedge_{i=0}^{n} \mathcal{TR}(S_i, S_{i+1}, P, T_{SD}, T_{AD}) \land \bigvee_{i=0}^{n} \neg \mathcal{AD}_{safe}(S_i)$$  \hspace{1cm} (2)

The identification of suitable values for the parameters $n$, $P$, $T_{SD}$ and $T_{AD}$ which cause the unsatisfiability of Formula (2), will prove the validity of Formula (1) w.r.t. the chosen $P$, $T_{SD}$ and $T_{AD}$. Notice that, given the values for $n$, $P$, $T_{SD}$ and $T_{AD}$, the satisfiability of Formula (2) may be proved or disproved by applying a Satisfiability Modulo Theory (SMT) [13] decision procedure on its propositional part.

Notice that the transition relation $\mathcal{TR}$ in the BMC formula may be unrolled a finite number $n$ of times, where $n$ is the reachability diameter [14] of the LLHA, i.e., the minimal number of steps for reaching all its reachable states. Thus, the formula checks if a bad state $S_{i+1} \subset S_i$ is reachable from the initial state $S_0$. Unfortunately, such a number $n$ may require a very high number of copies of the transition relation in the BMC formula making the verification unfeasible due to memory problems.

Due to lack of space, the symbolic BMC encoding will be described in an extended version of the paper. In what follows a synthesis procedure is proposed for identifying the maximum suitable values of sampling period ($P$), sensing and actuation delays ($T_{SD}, T_{AD}$ respectively) to let the LLHA $A$ satisfy the safety specification $\mathcal{AD}_{safe}$.

B. Synthesis procedure

The definition of the BMC formula described in the previous section is based on a set of parameters whose values affect the correctness of the LLHA model. The synthesis engine aims at identifying the maximum values of such parameters for which the discrete-time and finite-precision behaviors specified by the LLHA are able to satisfy $\mathcal{AD}_{safe}$.

In particular, the parameters reported into the formula $\text{BMC}$ are the following:

- **sampling period $P$**: It specifies the periodicity at which it is possible to evaluate the guards for performing a mode switch;
- **sensing delay upper-bound $T_{SD}$**: It specifies the maximum delay admitted for notifying the controller that a mode switch can be performed (i.e., sensor latency);
- **actuation delay upper-bound $T_{AD}$**: It specifies the maximum delay admitted for changing the rate due to a mode switch (i.e., actuator latency).

At the moment, the precision $\epsilon$ of the observed values is not explicitly modeled as a parameter. Instead, it is assumed that it is fixed at some suitable level of granularity and that the constant values reported in the predicates that model guard and invariant conditions have been scaled accordingly to be represented as integers$^1$.

$^1$Remember that the underlying structure used for the symbolic representation of variables is the bit-vector.
For reducing the time required in identifying the suitable values for the parameters summarized above, the user is asked to specify a desired sampling period \( P \) that the control strategy has to adopt. Then a synthesis procedure will automatically retrieve the maximum values for \( T_{SD} \) and \( T_{AD} \) that preserve the safety of the model according to the specified sampling period.

The procedure identifies the intended values by using a bisection method on a finite interval of feasible values for the parameters. According to the LLHA semantics, the actuation delay has to be smaller than the sampling delay and the sensing delay has to be smaller than the sampling period. Thus, it is necessary to search the suitable values of \( T_{AD} \) and \( T_{SD} \) in some intervals \( I_1 = [a, b] \) and \( I_2 = [c, d] \) such that \( b < d \) and \( b + d < P \). This is due to the fact that, in the BMC encoding, the upper bound \( T_{AD} \) for the actuation delay is considered as the most distant time instant from a sampling period \( T \) at which a control switch has occurred and, as a consequence, its starting search space should be given by the interval \([0, b] \). Similarly, in the BMC encoding, the upper-bound \( T_{SD} \) for the sensing delay is considered as the most distant time instant from a sampling period \( T \), subsequent to \( T_1 \), at which a control decision may be taken. Thus, the starting search space for \( T_{SD} \) should be given by the interval \( I_2 = [0, d] \).

Algorithm 1 reports the pseudo-code implementing the synthesis procedure for parameters, and \( BMC_n(P, T_{AD}, T_{SD}) \) denotes the BMC encoding of the transition relation of the LLHA A unrolled \( n \) times (\( n \) is the reachability diameter).

At each step, the procedure divides the current subintervals of \([a, b] \) and \([c, d] \) in two by computing their midpoints \( \text{mid}_1 \) and \( \text{mid}_2 \). Then, using a SMT solver (i.e., \( \text{SMT} \)), it verifies whether the formula \( BMC_n(P, \text{mid}_1, \text{mid}_2) \) is valid by fixing \( T_{AD} = \text{mid}_1 \) and \( T_{SD} = \text{mid}_2 \). Now, according to the verification results, the method registers the current midpoints as candidate solutions and selects the subintervals to be used in the next step. In particular, if \( \text{mid}_1 \) and \( \text{mid}_2 \) make the formula valid, they become candidate maximal values for \( T_{AD} \) and \( T_{SD} \), resp., and the new intervals of search will be \([\text{mid}_1, b]\) and \([\text{mid}_2, d]\), i.e., the procedure will check the validity of the formula on new values greater than the current midpoints. Otherwise, the procedure has to look for smaller ones. At first, it checks the formula validity by reducing only the current value for actuation delays. It computes the new candidate for \( T_{AD} \) (i.e., \( \text{mid}_{new} \)) and, by preserving the previous candidate \( \text{mid}_2 \) for \( T_{SD} \), verifies the validity of the formula \( BMC_n(P, \text{mid}_{new}, \text{mid}_2) \). If the verification returns a positive answer, then \( \text{mid}_{new} \) and \( \text{mid}_2 \) are recorded as new candidate maximal solutions for \( T_{AD} \) and \( T_{SD} \), resp., and the new intervals of search will be \( T_{AD} \in [\text{mid}_{new}, \text{mid}_1] \) and \( T_{SD} \in [\text{mid}_2, d] \). On the contrary, the non-validity of the formula underlines that also a smaller sensing delay is required. For this reason the search continues on the intervals \([a, \text{mid}_1]\) and \([c, \text{mid}_2]\). In this way the intervals that contain the satisfying values of the parameters are reduced in width at least by 50% at each step. The process is continued until the maximum number \( N \) of iterations is reached.

Algorithm 1: The synthesis procedure for parameters of LLHA-based control strategies.

```
procedure find_values(BMC_n, P, a, b, c, d, N)
input: the BMC_n formula, the sampling period P, initial intervals [a,b] and [c,d] of feasible values for T_{AD} and T_{SD}, resp., and the maximum number N of iterations
output: maximal values of T_{AD} and T_{SD} for which the control strategy satisfies \( \varphi_{safe} \), otherwise \( T_{SD} = 0 \) and \( T_{AD} = 0 \)
1 if \( it = 0 \)
2 \( T_{SD} = 0 \); 
3 \( T_{AD} = 0 \); 
4 \( \text{mid}_1 = [(a+b)/2] \); 
5 \( \text{mid}_2 = [(c+d)/2] \); 
6 while \( (it < N) \) do
7 if \( \text{SMT}(BMC_n(P, \text{mid}_1, \text{mid}_2)) \rightarrow \text{valid} \) then
8 \( a = \text{mid}_1 \); 
9 \( T_{AD} = \text{mid}_1 \); 
10 \( c = \text{mid}_2 \); 
11 \( T_{SD} = \text{mid}_2 \); 
12 else
13 \( b = \text{mid}_1 \); 
14 \( \text{mid}_{new} = [(a+b)/2] \); 
15 if \( \text{SMT}(BMC_n(P, \text{mid}_{new}, \text{mid}_2)) \rightarrow \text{valid} \) then
16 \( a = \text{mid}_{new} \); 
17 \( T_{AD} = \text{mid}_{new} \); 
18 \( c = \text{mid}_2 \); 
19 \( T_{SD} = \text{mid}_2 \); 
20 else
21 \( d = \text{mid}_2 \); 
22 \( \text{mid}_1 = [(a+b)/2] \); 
23 \( \text{mid}_2 = [(c+d)/2] \); 
24 \( it = it + 1 \); 
25 return \((T_{SD}, T_{AD})\)
```

IV. Experimental Results

This section reports the results obtained by applying the proposed LLHA parameter synthesis approach on four case studies. All experiments have been performed on a workstation with Intel Xeon 2.53 GHz processors and 16GB RAM. The hybrid models of the case studies have been described by means of the CIF [15] language. The cif2uclid tool has been implemented to automatically derive, from such models, the LLHA descriptions and the corresponding BMC encodings which have been automatically synthesized into equivalent SMT formulas by using the UCLID [16] modeling environment. Several SMT solvers have been used to verify the models and identify the maximum values for the sensing and actuation delay parameters appearing in the LLHA models. In particular, for each case-study the performances of the following SMT solvers have been compared: Beaver [17], Boolector\(^2\) [18], and Yices [19]. Notice that any available SMT solver could be used as verification and parameter synthesis engine.

\(^2\)MiniSat and PicoSat have been used as the underlying SAT engines.
A. Train-Gate Controller

The train gate controller ensures that the gate is closed when the train is approaching it. The train is assumed to move at a constant speed $v$ on a circular track of length $d_{far-away}$ and the gate begins to close at a constant angular speed $u$ when the train is at $d_{max}$ distance from the gate. Once the train has moved $d_{max}$ distance away from the gate, the gate begins to open again. The system is shown in Figure 2. The distance $d$ of the train is measured in meters, the angle $\alpha$ of the gate in degrees and the time in seconds. The set of parameter values used in the running example is as follows: $v = 20m/s$, $u = 10^7/s$, $d_{far-away} = 20000m$, $d_{max} = 400m$ and $d_{safe} = 160m$.

Fig. 2. LLHA model of the Train-Gate controller.

The system is considered safe, i.e., the train is never closer to the gate than $d_{safe}$ unless the gate is completely closed, only if the following safety property is satisfied: $-d_{safe} \leq d \leq d_{safe} \rightarrow \alpha \leq 0$.

Such a property is used during the synthesis phase for identifying the maximum values for the sensing and actuation delay parameters ($T_{SD}$ and $T_{AD}$, respectively) that are reported into the LLHA modeling the system. In particular, the parametric LLHA has been automatically generated by using a digitizing precision $\epsilon = 10^{-3}$ and a control switch period $P = 10^{-2}s$. Then, the parameter synthesis approach has determined that the coarse values for the sensing and actuation delays which ensure the correctness of such a LLHA are $T_{SD} = 4 \cdot 10^{-3}s$ and $T_{AD} = 2 \cdot 10^{-3}s$. The time required for synthesizing such values is reported in Table I.

<table>
<thead>
<tr>
<th>SMT</th>
<th>$T_{SD}$ s-Space</th>
<th>$T_{AD}$ s-Space</th>
<th># Bisect.</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boolector</td>
<td>$[0.5 \cdot 10^{-3}]$</td>
<td>$[0.4 \cdot 10^{-3}]$</td>
<td>15</td>
<td>123.336</td>
</tr>
<tr>
<td>Boolector</td>
<td>$[0.5 \cdot 10^{-3}]$</td>
<td>$[0.4 \cdot 10^{-3}]$</td>
<td>15</td>
<td>101.544</td>
</tr>
<tr>
<td>Yices</td>
<td>$[0.5 \cdot 10^{-3}]$</td>
<td>$[0.4 \cdot 10^{-3}]$</td>
<td>15</td>
<td>40121.94</td>
</tr>
</tbody>
</table>

In particular, column $SMT$ reports the name of the compared SMT solvers; columns $T_{SD}$ s-Space and $T_{AD}$ s-Space report the initial search spaces used for identifying suitable values for the sensing and actuation delays, respectively. Column # Bisect. shows the maximum number of bisection iterations allowed for synthesizing the parameter values and, finally, column Time reports the total time (in seconds) spent for the synthesis process.

B. Room Heating Controller

The room heating controller ensures that the temperature of a room is kept into a comfort interval by turning on and off the heater installed into the room. Figure 3 depicts the model of the system. Intuitively, the automaton is composed by two control modes on and off, representing the status of the heater. The variable $x$ denotes the room temperature (measured in °C). When the heater is off, the temperature of the room falls according to any rate specified by the rectangular constraint $\dot{x} \in [-b,-a]$. Instead, when the heater is on the temperature of the room rises following any rate specified by the constraint $\dot{x} \in [b,c]$. The heater is turned on as soon as the falling temperature reaches $x_{low}$: the automaton moves to the control mode on and the temperature starts rising at a value $x \leq x_{low}$. The heater is turned off as soon as the temperature reaches $x_{high}$: the automaton moves to the control mode off and the temperature starts falling again at a value $x \geq x_{high}$. This control strategy guarantees that the temperature of the room will remain between $x_{min}$ and $x_{max}$ starting at the initial temperature $x_{init}$ such that $x_{low} < x_{init} < x_{high}$. The set of parameter values used in the running example is as follows: $a = 2 \cdot 10^{-1} °C/s$, $b = 3 \cdot 10^{-1} °C/s$, $c = 4 \cdot 10^{-1} °C/s$, $x_{min} = 17.8°C$, $x_{low} = 18°C$, $x_{high} = 22°C$, $x_{max} = 22.5°C$ and $x_{init} = 19°C$.

Fig. 3. The LLHA model of the room heating controller.

The property $x_{min} < x < x_{max}$ is used for synthesizing the maximum values of the sensing delay $T_{SD}$ and the actuation delay $T_{AD}$ in the parametric LLHA modeling the finite-precision lazy heating controller. Such a model has been generated from the one depicted in Figure 3 by choosing a digitizing precision $\epsilon = 10^{-4}$ and a control switch period $P = 10^{-2}s$. The synthesis procedure found that the values $T_{SD} = 11 \cdot 10^{-3}s$ and $T_{AD} = 10 \cdot 10^{-3}s$ guarantee that the lazy controller keeps the temperature into the comfort bounds (i.e., $x_{min}$ and $x_{max}$). The time required for synthesizing such values is reported in Table II.

C. Watertank Controller

The watertank system is centered on a water tank, which is characterized by an uncontrolled outbound water flow, while the inbound water flow is controlled by the aperture of a valve. The controller acts on the aperture of the valve $y$ in order to keep the water level $x$ in a safe interval $x_{min} < x < x_{max}$.

Column $SMT$ shows the maximum number of bisection iterations allowed for synthesizing the parameter values and, finally, column Time reports the total time (in seconds) spent for the synthesis process.
the system model is shown in Figure 4. The water level is measured in deciliters, the valve aperture in degrees and the time in seconds. The set of parameter values used in the running example is as follows: \( a = 1 \text{dl}, b = 2 \text{dl}, c = 4 \text{dl}, d = 7 \text{dl}, v = 20^\circ/\text{s}, x_{\text{high}} = 850 \text{dl}, x_{\text{low}} = 550 \text{dl}, y_{\text{min}} = 0^\circ, y_{\text{max}} = 360^\circ, x_{\text{max}} = 870 \text{dl} \) and \( x_{\text{min}} = 540 \text{dl} \).

In the model, the water level begins to increase according to a rectangular constraint \( \dot{x} = [a, c] \) when the valve starts to open at constant angular speed \( v \). As soon as the valve reaches its full aperture, the incoming flow reaches its maximum value, filling faster the water tank. Once the water level crosses an upper threshold \( x_{\text{high}} \), the valve starts to close in order to avoid a water overflow. Once the valve is completely closed, no inbound water flow is present and the water level keeps decreasing. When the water level reaches its lower threshold \( x_{\text{low}} \), the valve begins to open again.

The property \( x_{\text{min}} < x < x_{\text{max}} \) is used for synthesizing the maximum values of the sensing delay \( T_{SD} \) and the actuation delay \( T_{AD} \) in the parametric LLHA modeling the finite-precision lazy watertank controller. Such a model has been generated from the one shown in Figure 4 by choosing a digitizing precision \( \epsilon = 10^{-3} \) and a control switch period \( P = 10^{-3} \text{s} \). At the end of the synthesis phase, the verification has determined that the values \( T_{SD} = 23 \times 10^{-3} \text{s} \) and \( T_{AD} = 11 \times 10^{-3} \text{s} \) guarantee that the lazy controller keeps safely the water level into the \( x_{\text{min}} \) and \( x_{\text{max}} \) bounds. The time required for synthesizing such values is reported in Table III.

### D. Automated Highway Control System

Automated Highway Control System (AHS) is an arbiter which ensures that there is no collision between cars running on a highway by imposing legal speed ranges. The linear hybrid automaton representing the case of four cars is shown in Figure 5. This example is a small variant of the original model reported in [20]. The distance between cars is measured in \( km \), time in hours and speeds in \( km/h \). The set of parameter values used in the running example is as follows: \( r_l = 20 \text{km/h}, b = 30 \text{km/h}, c = 40 \text{km/h}, d = 50 \text{km/h}, e = 60 \text{km/h}, ru = 70 \text{km/h}, f = 100 \text{km/h}, \alpha_{\text{min}} = 2 \times 10^{-3} \text{km}, \alpha_{\text{max}} = 1 \text{km} \) and \( \alpha'_{\text{min}} = 5 \times 10^{-4} \text{km} \).

To avoid collisions, the arbiter specifies speed limits (i.e., \([a, f]\)) for each vehicle. When two vehicles \( i \) and \( j \) come within a distance \( y_{ij} \leq \alpha_{\text{min}} \) of each other, there exists a possible collision event. The arbiter asks the approaching car to slow down by reducing the speed into the interval \([b, c]\), and asks the leading car to speed up by keeping a speed into the interval \([d, e]\); it also requires that all other cars not involved in the possible collision slow down to a constant recovery mode velocity \( r_l \) for cars behind the critical region and \( ru \) for cars in front of the critical region. When the distance between the two vehicles involved in the possible collision exceeds \( \alpha \), the arbiter model goes back to the dynamics of the cruise mode. Moreover, the arbiter keeps all the vehicles below a maximal distance \( \alpha_{\text{max}} \) of each other. When two vehicles \( i \) and \( j \) exceed such a distance (i.e., \( y_{ij} \geq \alpha_{\text{max}} \)), the arbiter asks the leading car to slow down by reducing the speed into the interval \([b, c]\) and asks the approaching car to speed up by keeping a speed into the interval \([d, e]\); it also requires that all other cars keep the current distance constant (i.e., speeding up for cars behind the critical region and slowing down for cars in front of the critical region). When the distance between the
two vehicles decreases below $\alpha_{\text{max}}$, the arbiter model goes back to the dynamics of the cruise mode.

The only safety property to be satisfied by the model is that the control mode is never the error mode. Again, once the parametric LLHA model has been extracted by choosing a digitizing precision $\epsilon = 10^{-5}$ and a clock period $P = 10^{-2}$, the safety property is used as a constraint for identifying the coarse values of the sensing and actuation delay parameters ($T_{SD}$ and $T_{AD}$, respectively). In this case study, the synthesis phase determined that the values $T_{SD} = 218 \cdot 10^{-5} h$ and $T_{AD} = 112 \cdot 10^{-5} h$ guarantee the safety of the system, i.e., the lazy controller is able to avoid cars’ collision. The time required for synthesizing such values is reported in Table IV.

<table>
<thead>
<tr>
<th>SMT</th>
<th>$T_{SD}$ s-Space</th>
<th>$T_{AD}$ s-Space</th>
<th># Bisect.</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beav</td>
<td>[0, 5 \cdot 10^{-5}]</td>
<td>[0, 4 \cdot 10^{-5}]</td>
<td>15</td>
<td>1472.75</td>
</tr>
<tr>
<td>Boolector</td>
<td>[0, 5 \cdot 10^{-5}]</td>
<td>[0, 4 \cdot 10^{-5}]</td>
<td>15</td>
<td>1844.05</td>
</tr>
<tr>
<td>Yices</td>
<td>[0, 5 \cdot 10^{-5}]</td>
<td>[0, 4 \cdot 10^{-5}]</td>
<td>15</td>
<td>188523.11</td>
</tr>
</tbody>
</table>

V. CONCLUSION

The development of methodologies for the synthesis of implementable control strategies for models based on hybrid automata is a new and valuable research area. This work focused on defining a new methodology which enables the synthesis of implementable control strategies for the interesting subclass of lazy linear hybrid automata. To support the methodology, a tool, i.e., cif2ucld, and a synthesis procedure were implemented in order to provide a complete toolchain for synthesizing the implementable control strategy in a systematic way. cif2ucld is able to extract from a hybrid model a corresponding parametric-Lemma description, that is automatically synthesized into an equivalent SMT formula by using the UCLID modeling environment. The verification of such a formula retrieves constraints for the parameters which guarantee that the control strategy is implementable, i.e., the verification retrieves the performance and latency bounds which make the control strategy realizable by a concrete hardware/software device. The synthesis procedure may use any available SMT solver.

The proposed procedure for the automatic synthesis of parameters that guarantee implementability of control strategies is supported by a complete toolchain and improves the state-of-art with respect to previous proposals, however scalability of the overall approach is still a serious issue, when the objective is to study test cases of industrial strength. This may require from one side further restrictions to the class of allowed hybrid automata, still preserving enough expressivity for practical purposes, and from the other side advances in the computational engines and how they are used (for instance, gaining efficiency by using incrementally the SMT solvers).
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Abstract—The work relates two initial disciplines of the Rational Unified Process (RUP), i.e. Business Modeling and Requirements Engineering, to support them in an integrated way through deductive-based formal verification using temporal logic. On the other hand, Cyber-Physical Systems (CPS), which should be an effective orchestration of computations and physical processes, need careful development and formal verification to ensure they influence software reliability, trustworthiness and cost in a positive way. A method for building both business models and requirements models, including their logical specifications, is proposed and presented step by step. Applying the presented concepts bridges the gap between the benefits of deductive reasoning for correctness analysis and the difficulties in obtaining complete logical specifications.

I. INTRODUCTION

CyBER-Physical Systems (CPS) are understood as integrations of computation with physical processes [1] and often refer to embedded systems. A CPS is designed as a network of interacting elements with physical input and output and focus on both technology and mathematical abstractions. CPS need to improve the development processes, in order to raise the level of abstraction, and to formally verify designs. On the other hand, the Rational Unified Process (RUP) provides a disciplined approach to assignment of tasks and responsibilities within software processes. Most iterations within RUP phases result in an executable deliverable. RUP consists of perspectives, disciplines, etc. [2]. The work focuses on the first two disciplines which are Business Modeling (BM) and Requirements Engineering (RE). BM involves higher level managing people. RE involves higher level software engineers. BM facilitates discovering RE. On the other hand, considering BM and RE together can result in a synergic effect. Formal methods enable the precise formulation of important artifacts, eliminating ambiguity during the software development process [3]. Deductive inference enables the analysis of infinite computation sequences and is an essential part of everyday life and scientific work. On the other hand, the important question for deductive approach is the lack of automatic methods for obtaining logical specifications understood as (large) sets of temporal logic formulas. Thus, the automation of this process seems justified and particularly important.

The motivation for the work is the lack of tools for deductive-based formal verification of RUP-like processes. Another motivation is the lack of tools for automatic extraction of logical specifications from software models. The contribution of the work is a method for automatic generation of logical specifications considered as sets of temporal logic formulas. Relatively simple yet illustrative examples of the approach are provided.

Work by Morimoto [4] contains a survey of formal verification methods for business processes. It discusses automata, model checking, communicating sequential processes, Petri nets, Markov networks, and all these issues are discussed in the context of business process management and web services. Work by Brambilla et al. [5] contains some aspects of workflows and temporal logic, but formulas are mostly created manually and formal verification is not discussed widely. In work by Kazhamiakin [6], a method based on formal verification of requirements using temporal logic and model checking approach is proposed, and a case study is discussed.

II. BASIC ASSUMPTIONS

The idea of workflow patterns is crucial for this work. They constitute a kind of primitives to enable development of software models and modeling logical specifications. A set of temporal logic formulas is linked to every pattern. The basic issues related to temporal logics and their syntax and semantics are discussed in many works, e.g. [7]. The considerations in this work are limited to the propositional linear time logic PLTL.

The elementary set \( \text{pat}(i) \) of formulas over atomic formulas \( a_i \), where \( i > 0 \), which is also denoted \( \text{pat}(a_i) \), is a set of temporal logic formulas \( f_1, ..., f_n \) such that all formulas are syntactically correct. The example of an elementary set is \( \text{pat}(a, b, c) = \{ a \Rightarrow \varnothing b, b \Rightarrow \varnothing c, \square \neg (a \land b \land c) \} \) which is a three-element set of formulas created over three atomic formulas. The logical expression \( W_L \) is a structure similar to the well-known regular expressions and allows to express the complex and nested workflow model in a literal notation. For example, \( \text{Seq} (\text{Split}(a, b, c), \text{Cond}(d, e, f)) \) shows the sequence of a parallel split followed by conditional execution of some tasks, and the meaning of all patterns is intuitive and not formally defined.

Every pattern has a predefined and countable set of linear temporal logic formulas. Thus, all acceptable patterns constitute a set of predefined design patterns II. The example of such a set for business models is shown in Fig. 1. Software workflows should be modeled using predefined patterns only.
Most elements of this predefined set, i.e. comments, two temporal logic operators, classical logic operators, are not in doubt. The slash allows to place more than one formula in a single line. The entry, or shortly en, and exit, or shortly ex, expressions are collections of atomic formulas which describe, informally speaking, the potential logical entry points end logical exit points for a particular pattern. The entry and exit formulas represent a pattern as a whole. $f_1$, $f_2$ etc. are atomic formulas for a pattern. They constitute a kind of formal arguments for a pattern.

The logical specification $L$ consists of all formulas derived from the logical expression $W_L$ using the algorithm $A$, i.e.

$$L(W_L) = \{ f_i : i \geq 0 \land f_i \in A(W_L, P) \}$$

(1)

where $f_i$ is a PLTL formula. The generation algorithm $A$ has two inputs. The first one is a logical expression $W_L$ which is a kind of a variable, i.e. it varies when a model (workflow) is subjected to any modification by software engineers. The second one is the predefined set $P$ for business models or for activity models which is a kind of constant, i.e. it is once defined and then widely used. The output of the algorithm is a logical specification understood as a set given by a formula $1$. However, generation of logical specifications is not a simple summation of formula collections from predefined design patterns. The algorithm $(A)$ is as follows:

1) at the beginning, the logical specification is empty, i.e. $L = \emptyset$;
2) the most nested pattern or patterns are processed first; then, less nested patterns are processed one by one, i.e. patterns that are located more towards the outside;
3) if the currently analyzed pattern consists of atomic formulas only, the logical specification is extended, by summing sets, by formulas linked to the currently being analyzed pattern $pat()$, i.e. $L = L \cup pat()$;
4) if any argument is a pattern itself, then the logical disjunction of its entry and exit formulas is substituted in the place of the pattern as an argument.

III. BUSINESS MODELING

Business modeling BM allows to understand the structure and behavior of the organization in which a system is to be deployed. It also ensures stakeholders to have a common understanding of the target organization. Business Process Modeling Notation BPMN is a standard graphical notation provided by the Business Process Management Initiative (BPMI) for the modeling of business processes. BPMN is becoming the dominant modeling notation, bridging the gap between business process design and process implementation. The main goal of BPMN is to provide a notation that is understandable by all business users, from business analysts to technical developers, and finally, to business people who will manage and monitor those processes [8]. An important part of BPMN is 21 patterns which are introduced by van der Aalst et al. [9]. Gradually building in complexity, process patterns were broken down into six categories: Basic Control Flow Patterns, Advanced Branching, Structural, Multiple Instances, State Based, and Cancellation. For example, the basic control flow patterns are divided into five particular patterns: Sequence, Parallel Split, Synchronization, Exclusive Choice, and Simple Merge, the meaning of which is defined in terms of temporal logic formulas in Fig. 1.

![Fig. 1. A predefined set of patterns $P$ for BPMN models](image)

Let $P_1 = \{Sequence, ParallelSplit, Synchronization, ExclusiveChoice, SimpleMerge,...\}$ be a predefined set of patterns for business models, with aliases $Seq$, $Split$, $Synch$, $Choice$, and $Merge$, respectively. The meaning of patterns is formally defined in Fig. 1. Although the above set contains only some patterns to present the main ideas of the work, other workflow patterns together with their temporal logic formulas could be defined in future research.

The business model for flight dispatch is considered below. The BPMN model is shown in Fig. 2. When the decision to realize the flight is taken, then some processes are carried out concurrently. Some of them relate to the preparation of the aircraft and the crew, while others – to passenger handling and loading of baggage. Taking off must be preceded by a permission to start with all of its internal actions. Every business process should be decomposed into a business use case and a series of activities. The logical expression $W_L$ is

$Seq(Split(Initiate, Split(PreFlightPreparation, AircraftPreparation, PassengerHandling), FlightCoordination), Synch(Synch(CrewPreparation, BaggageLoading, AircraftTaxiing), PermissionStart, TakingOff))$

or after the substitution of propositions (business processes) as capital letters of the Latin alphabet: $A$ – Initiate, $B$ – PreFlightPreparation, $C$ – AircraftPreparation, $D$ – PassengerHandling, $E$ – FlightCoordination, $F$ – CrewPreparation, $G$ – BaggageLoading, $H$ – AircraftTaxiing, $I$ – PermissionStart, and $J$ – TakingOff. A logical specification $L$ for the above logical expression is built in such a way that patterns are processes in the following order: most nested $Split$, most
nested Synch, outer Split, outer Synch, and Seq. The resulting logical specification contains formulas

\[ L = (B \Rightarrow \Diamond C \land \Diamond D, \neg B \Rightarrow \neg \Box C \land \neg \Box D, \neg B \Rightarrow \neg \Box (C \lor D), F \land G \Rightarrow \Diamond H, \neg F \lor \neg G \Rightarrow \neg \Box H, \neg A \Rightarrow \neg \Diamond (B \lor C \lor D) \land \neg \Diamond E, \neg (A \land ((B \lor C \lor D) \lor E), \neg (F \lor G \lor H) \land I \Rightarrow \Diamond J, \neg (F \lor G \lor H) \lor \neg I \Rightarrow \neg \Diamond J, \neg((F \lor G \lor H) \lor I \land J), (A \lor C \lor D \lor E) \Rightarrow \Diamond (F \lor G \lor I \lor J), \neg(A \lor C \lor D \lor E) \Rightarrow \neg \Diamond (F \lor G \lor I \lor J), \neg(BaggageLoading.c) \land \neg(BaggageLoading.e) \land \neg(BaggageLoading.c) \land \neg(BaggageLoading.e) \land \neg(PassengerHandling) \land \neg(PassengerHandling) \land \neg(CrewPreparation) \land \neg(CrewPreparation) \land \neg(AircraftPreparation) \land \neg(AircraftPreparation) \land \neg(AircraftTesting) \land \neg(AircraftTesting) \land \neg(TakingOff) \land \neg(TakingOff) \land \neg(F \lor G \lor I \lor J), \neg((A \lor C \lor D \lor E) \land (F \lor G \lor I \lor J)) \right) \] (2)

Formal verification is the act of proving the correctness of a system. Liveness and safety are a taxonomy of system properties. Liveness means that the computational process achieves its goals (something good eventually happens). Safety means that the computational process avoids undesirable situations (nothing bad ever happens). The liveness property for the model can be

\[ A \Rightarrow \Diamond J \] (3)

which means that if the initiation is executed then sometime in the future the aircraft take off, or formally \( \Diamond \text{Initiate} \Rightarrow \Diamond \text{TakeOff} \). When considering the property, the entire formula to be analyzed using, for example, the semantic tableau method is

\[ C(L) \Rightarrow (A \Rightarrow \Diamond J) \] (4)

where \( C(L) \) is a logical conjunction of all formulas that belong to the logical specification \( L \), c.f. formula 2. In a similar way, safety formulas are considered, e.g. \( \neg(\Box \text{PermissionStart} \land \Box \text{TakingOff}) \) or even formula \( \neg(\Box \text{PermissionStart} \land \neg \Box \text{CrewPreparation} \land \neg \Box \text{CrewPreparation} \land \neg \Box \text{CrewPreparation}) \).

IV. REQUIREMENTS MODELING

Once the business model is built, a requirements model is developed. The transition between the models is done in such a way that a single business process is mapped to a single business use case [2]. A business use case is always actor-centric. A business use case scenario is a description that illustrates the behavior from the actor’s point of view. Every scenario allows to identify and extract atomic activities. Afterwards, the activity diagram enables the modeling of workflows for atomic activities using predefined workflow patterns. It supports choice, concurrency and iteration. The activity diagram shows how an activity depends on others. Nesting of activities is permitted. The following design patterns for activities are introduced [10], [11]: sequence, concurrent fork/join, branching and loop-while for iteration. Thus, the predefined set of patterns for activity workflows is

\[ \Pi_2 = \{ \text{Sequence, Concurrency, Branching, LoopWhile} \} \]

and aliases are: Seq, Concur, Branch, and Loop, respectively.

The business use case “PassengerHandling” is discussed below. This is one of the processes received from a business model shown in Fig. 2. The use case scenario is in Fig. 3. The use case scenario is in Fig. 4. When the passenger holding a valid ticket arrives at the airport, the airport check-in, i.e. counter or self, must be made to confirm the passenger’s presence, and then a boarding pass is issued. When the passenger has hold baggage, then it must be registered. (In Europe) when the passenger is outside the non-Schengen countries, then border and custom controls need to be performed. The last step before boarding is the security control. Not to introduce the simple branching (if-then) as another pattern for the activity
Use Case: PassengerHandling

Preconditions: Passenger has a valid ticket without check-in

Scenario:
1. Passenger’s “Check-in” or “SelfCheck-in”
2. If necessary then “HoldBaggage”
3. If non-Schengen then “BorderControl” and “CustomControl”
4. Passenger’s “SecurityControl”
5. Passenger’s “Boarding”

Postconditions: Passenger completed all formalities related to the flight

Fig. 3. A business use case (top) and its scenario (bottom)

Fig. 4. An activity diagram for the scenario from the Fig. 3 (a)

A logical specification \( L \) for the above logical expression is built in the same way as it is shown in the previous section. An example of the liveness property for the model can be

\[ e \Rightarrow \Diamond j \]  

which means that if the hold baggage for a passenger is registered then sometime in the future the passenger is boarding, or more formally \( \text{HoldBaggage} \Rightarrow \Diamond \text{Boarding} \).

V. CONCLUSION

A method for a deductive-based support developing software models for the first two RUP disciplines is proposed. Also, a method for automatic generation of logical specifications is defined.

Future works might result in development of CASE software which supports deduction-based formal verification of software development processes for CPS systems. Considering Concurrent Communicating Lists [12] is encouraging for strengthen and join these directions of research.
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Abstract— The paper discusses mutual relationships of safety and security properties in cyber-physical systems (CPS). Generally, safety impacts the system’s environment while environment impacts security of a CPS. Very frequently, safety and security of a CPS interact with each other either synergistically or conflictingly. Therefore, a combined evaluation of safety and security that considers their interrelationships is required for proper assessment of a CPS. Bayesian Belief Networks (BBN) can be used for this evaluation where factors related to safety and security of a CPS are assumed to be randomly distributed. The result of this evaluation is an assessment that is non-deterministic in nature but gives a very good approximation of the actual extent of safety and security in a CPS. Using a case study of a SCADA system in an oil pipeline control, the authors present a BBN approach for assessing mutual impacts of security and safety violations. This approach is compared with the Non-Functional Requirements approach (NFR), used previously, which is largely qualitative in nature. This study demonstrates that the BBN approach can significantly complement other techniques for joint assessment of safety and security in CPS.

I. INTRODUCTION

Modern industrial computer systems are a complex combination of hardware and software. In addition, with the proliferation of the Internet, they are all becoming interconnected, which gave rise to the term cyber-physical systems (CPS), reflecting the fact that embedded computers are interfaced to physical devices and make them accessible in the cyberspace.

The ease of interconnectivity raises a number of previously unknown issues in the design and operation of safety-critical CPS, which are now exposed to security vulnerabilities and related threats. Thus, relevant problems are being addressed by respective professional communities. For example, recent discussions between aviation professionals engaged in the work of RTCA Special Committee SC205 [1] dedicated to the software aspects of airborne systems certification (safety focus) and SC216 [2] dealing with aviation systems security, brought us an interesting perspective. The two committees came up with two sets of guidelines for industry developing aviation systems discussing these issues somehow independent from each other.

Thus, industry faces enormous challenges when designing and implementing software-intensive safety and security related systems exposed to abundant networking environments. The critical observation of this paper is that some aspects of integration of complementary views existing in specific domains are inadequate and exhibit lack of required system and process thinking.

The paper presents a perspective on joint, integrated treatment of safety and security properties in cyber-physical systems, with a potential for quantitative analysis of their interrelationships to provide software assurance, i.e., to achieve a required level of confidence that software systems and services function in the intended manner, are free from accidental or intentional vulnerabilities, provide security capabilities appropriate to the threat environment, and recover from intrusions and failures [3]. Our conjecture is that security and safety can be addressed jointly to measure their mutual impact on system trustworthiness and on each other.

The rest of the paper is structured as follows. Section 2 outlines some previous studies on joint treatment of safety and security, Section 3 introduces the case study of an oil pipeline control system, Section 4 discusses our approach, based on Bayesian belief networks, and Section 5 derives some conclusions.

II. SAFETY AND SECURITY

A. Common Perspective

From the technical perspective, in cyber-physical systems, critical system properties, such as security, safety, reliability, etc., cannot be treated in isolation from each other. In industrial applications, with a control system in charge of the technological process, typically safety was considered a critical property. Computer systems were
designed such that the behavior of computer software or hardware would not endanger the environment in a sense that equipment’s failure would cause death, loss of limbs or large financial losses.

On the other hand, the security of industrial computer control systems was typically limited to the physical plant access and off-line protection of data. With the miniaturization of computing devices, growing sophistication of control, and with the advent of the Internet, multiple functions of industrial control systems have become accessible online, which opened doors to enormous security threats. Thus, to increase trustworthiness of industrial computer systems, security concerns have to be taken into account and the mutual relationships of safety and security have to be studied and reconciled.

B. Background

Several industries have attempted to address related issues, for example, railways [4], chemical [5], off-shore [6], automation [7], nuclear [8], and industrial control [9]. Since the publication of a seminal paper by Burns et al. [10], around three dozen papers have been published discussing jointly safety and security issues, recently summarized in [11]. Since then, a more comprehensive review of related issues has been published [12].

Boyes, based on his 25 years of industry experience, discussed the problems of vulnerability of critical infrastructure due to the increasing interactions with external networks [13]. The question posed is whether or not the safety system built on top of the control system is not only safe but also secure. He identified situations when security violations may lead to safety violation and thus related incidents resulting even in some fatalities. He observed that security issues must be considered in safety implementation in any process plant, just as safety issues must be considered when administering conventional information technology security issues.

However, there seem to be only a few studies that aim at assessing both properties in a comprehensive manner, including an impact, which one might have on another in the same system. For example, the OCTAVE (Operationally Critical Threat, Asset, and Vulnerability Evaluation) framework [14] provides a checklist-based approach to evaluate safety and security in an organization; however, explicit analysis of tradeoffs between these properties is left to the judgment of evaluators.

Metrics-based approaches can be used to compute safety and security quantitatively: for example, Fenton’s [15] causal/explanatory model which uses factors to determine metrics can perhaps be applied in the context of cyber-physical systems as well. Likewise, ATAM, the Attribute Tradeoff and Analysis Method [16], develops a utility tree to capture factors involved in analyzing a design. Again, the tradeoff analysis is mostly implicit. The NFR Approach, where NFR stands for Non-Functional Requirements, allows explicit joint analysis of safety and security properties [17]-[18], by using a goal-orientation. This approach is essential for the current research and described in detail in the next section.

III. NON-FUNCTIONAL REQUIREMENTS APPROACH

The Non-Functional Requirements (NFR) approach is a goal-oriented technique that can be applied to determine the extent to which specific objectives are achieved by a design. The NFR considers properties of a system such as reliability, maintainability, and usability, and could equally well consider functional objectives and constraints for a system. Thus the NFR approach can be applied to evaluate whether a specific design satisfies safety and security requirements for the system.

The NFR approach uses a well-defined ontology that includes softgoals, contributions, and propagation rules [17]. The graph that captures the softgoals, their decompositions, and the contributions is called the Softgoal Interdependency Graph (SIG). The approach relies on a qualitative assessment based on the concept of the contribution “satisficing” positively or negatively the softgoals resulting in determination of the network softgoals to be satisfied or denied.

Subramanian and Zalewski recently applied the NFR [18] to evaluate safety and security of an example cyber-physical system: a typical oil pipeline control SCADA based system (Figure 1) at the Center for Petroleum Security Research (CPSR) [19]. Such system consists of the Master Station and Remote Terminal Units (RTU) connected directly to field instruments measuring pressure and rate of flow of the oil. The field instruments also contain shutoff valves that can change the rate of flow or the pressure. The RTU’s communicate with a central master via Ethernet, satellite, cable, cellular phones, or fiber optics.

![Fig. 1 Example of application (oil pipeline flow control)](image-url)

In the selected example, safety requirements combine operational and maintenance safety. For operational safety, pressure, structural integrity, and correct distribution are
monitored. For maintenance safety, the flow must be diverted to alternate line, leaving the flow-free portion of the pipeline not monitored for operational safety. Security requires that only authorized personnel are to control the system, all events are logged for audit, and encrypted data are used for wireless transmissions.

The results of the study [18] showed that the NFR approach is effective in joint qualitative assessment of security and safety properties, allowing for simultaneous evaluation of impacts lower level variables might have on these system level properties. In the current project, we are using the same case study and apply the technique known as Bayesian Belief Networks (BBN) to address issues of mutual relationships of safety and security, and their impact on each other.

IV. BAYESIAN BELIEF NETWORK APPROACH

A. Background

A Bayesian Belief Network (BBN) is a graphical model representing the conditional probability distribution of a set of random variables. The technique has been used in the last two decades in multiple industrial applications for decision making under uncertainty, including safety assessment [20]. Since its theoretical background has been well described elsewhere [21], in this paper we provide only a brief overview of BBN principles.

The BBN is based on a formula for belief updating from evidence (E) about a hypothesis (H) using conditional probability measurements of the prior truth of the statement updated by posterior evidence:

\[
P(H|E) = \frac{P(E|H) \cdot P(H)}{P(E)}
\]

(1)

The BBN is described by a directed acyclic graph of nodes and arcs. The nodes can assume specific states with apriori defined likelihood or with a certainty (if there is evidence of their actual state). The arcs represent relations among the variables in terms of likelihood of being in a specific state depending on a state of their ancestors.

An arc from node A to node B means that variable B depends directly on variable A (and A is called a parent of B). If the variable represented by a node has a known state then the node is said to be observed as an evidence node. A node can represent a variable, a measured parameter, or a hypothesis.

A Bayesian network is specified by an expert providing an initial assessment of likelihood that the nodes are in a specific state as well as the likelihood of descendant node being in a specific state, assuming states of its parent nodes. The network is then used to perform inference after some evidence about the state of specific nodes is entered. The predictive mode allows the user to determine likelihood of the outcome, i.e., top-level node being in certain state, assuming specific evidence one may have on its preceding nodes. The network allows also use a diagnostic mode of reasoning. Introducing the evidence of a resulting event leads to estimates regarding the causes of this event.

There are several tools supporting development of BBN with a list compiled in [22]. MSBNx has been used in this project [23].

![BBN Diagram](Image)

Fig. 2 BBN of the example CPS - oil pipeline control

B. Preliminaries

A BBN model was built for a case study of an oil pipeline control. In reality, safety may be affected by valve fault, pump failure, pressure build-up, leakage, blockage of pipes, and other factors. Security may be affected by lack of authentication and authorization, excessive privileges, wireless transmissions, lack of encryption, connection between the enterprise IT and SCADA networks, lack of audit logs, improper personnel training, poor physical security and the like. However, we consider only a few of these factors to illustrate our ideas. Figure 2 shows a diagram presenting the belief network with safety and security as the top nodes. Here, safety depends on both operational and maintenance safety. Operational safety, in turn, depends on correct monitoring of the pressure (depending on proper work of the pressure sensors) and integrity of the pipeline (depending on correctness of the pressure meters), as well on correctness of flow distribution (proper operation of shutoff valves). Security depends on controlling access, maintaining audit logs, and assuring encryption of transmission. Both Master Controller and RTU’s are responsible for access control. Master maintains audit logs while RTU sends data, which may or may not be encrypted. Correct operation of the entire system depends on correctness of the hierarchy of underlying hardware and software.
The computation is initialized with the likelihoods reflecting the probability of correct (State 0-YES) or incorrect (State 1-NO) operation. The dependency relations have been also initialized by assuming that incorrect operation of the parent node impacts the descendant node. Two cases were analyzed: all components operated with a specified likelihood of correctness: 90% and 99%.

The example dependency relationships for top-level safety and security nodes are shown in Figures 3 and 4. Likelihood level of the system security and safety properties are determined by dependency relationships based on the specific evidence of the state of the events affecting these properties.

Figures 5 and 6 present the example results of inference in a nominal state i.e., assuming the case that the likelihood of correct operation of all base nodes (master controller, flow and pressure sensors, and shutoff valves) is 90%.

C. Modeling

Several experiments were conducted to assess the impact of specific base elements evidence on the likelihood of the system safety and security represented by top nodes. The results of selected experiments are depicted in Figures 7-9. These three examples show the BBN results when there is failure evidence of elements impacting safety (sensors), impacting security (audit log and encryption), and impacting both (valves and encryption) – all under assumption that likelihood of all other elements being operational is 90%.
Table 1 illustrates a subset of experiments. After capturing a nominal case (#1), evidence of failing the system components as well as evidence of not operational encryption and audit logs is introduced. Additionally, as presented in the last two rows, the impact of having evidence of a complete failure of safety on security, and vice versa, is analyzed.

Row 1 in Table 1 presents probability levels of safety and security assuming “nominal” values of likelihood of all base events, i.e., when there is no specific evidence and they are defined only by their original probabilities (two scenarios are considered, assuming either 90% or 99% likelihood of correct operations). Consecutive rows present results of deviation from the nominal state and the effect of evidence of these deviations on safety and security. It can be observed that with an evidence of failures or malfunction the probability of a safe/secure operation of the system deteriorates often two-fold.

Using Table 1 one can also compute likelihood of extended scenarios. As an example of a scenario where loss of security negatively impacts safety, consider the case where the RTU in the field was physically tampered which leads to the failure of valve control and thereby permits higher than normal amount of fluid to accumulate in the pipeline. The probability of such compound event can be evaluated from Table 1 as follows:

\[
P(\text{safety violation physical tampering with valve control}) = P(\text{safety impact due to security failure}) \times P(\text{valve failure})
\]

The computation results in probability of safety violation due to a physical tampering destroying the valve control: 0.4668 (0.6907*0.6759) or 0.5811 (0.8357*0.6954), for 90% and 99% scenarios respectively. It is assumed that other evidence is unknown, i.e., the likelihood of correct operation of all remaining components is as specified by the scenario.

Table 1: Results of hypothetical scenarios for two cases of the base components operational likelihood.
the valve fails and a security violation occurred, one would
wish to deduce the probability that the valve failed due to
such security incident. Then:

$$
\frac{P(\text{valve failed} \mid \text{security violation})}{P(\text{security violation})} = \frac{P(\text{valve failed and security violation})}{P(\text{security violation})}
$$

Assuming unknown evidence with 90% scenario, the
computation results in the conditional probability 0.7094
(0.5599/0.7893). With 99% scenario, the conditional
probability is 0.7114 (0.6155/0.8652).

As shown, BBN’s can be used for estimating probabilities
of unknown events based on probabilities of known events.
As can be expected, the better the data used for modeling
BBN, the more trustworthy the computed probabilities. This
in turn requires a more accurate modeling of factors
affecting both security and safety, which form the basis for
BBN’s.

The proposed approach allows not only to specify
numerical values for safety and security (in terms of their
likelihoods), but also allows for quantitative assessment of a
relationship between safety and security as well as that of an
impact of the status of the system components on safety and
security.

An obvious challenge is to identify not only the
likelihoods of events at specific nodes representing the
system components but also the initial likelihoods of
dependency relations between them. These can be derived
from failure rates of equipment available, for example, from
the military handbook [24] or from industry studies such as
[25]. Likelihood estimates can also be obtained from
incident rates related to safety and security such as rates of
deliberate acts of sabotage and vandalism or the rates of
deliberate software attacks [26]. Additionally, the proposed
analysis could be conducted, expo facto on a system in
which a failure has already occurred to provide some
validation evidence and means for calibrating the data.

V. CONCLUSION

The driving force behind the presented research is that
security and safety properties in cyber-physical systems are
mutually dependent and influence each other. It is,
therefore, natural to seek methods of measuring their
mutual impact and assessing their susceptibility to related
events and changes in values of basic variables.

In this paper we studied the relationship of safety and
security using Bayesian Belief Networks. For a case study
of an oil pipeline SCADA based control system, the BBN
technique was applied to determine the impact of failures in
low-level equipment on the overall security and safety of the
entire system and evaluate safety and security in case of
equipment or software failures. It turns out that the method
proves useful for applied purposes and is comparable to the
NFR approach applied previously.

The NFR is a qualitative approach evaluating the safety
and security of a cyber-physical system given known factors
of a system’s configuration (including components and
connections). It applies propagation rules to assess NFRs
such as safety and security. In contrast, the BBN uses
likelihood estimates of a system’s configuration to evaluate
quantitatively the achievement or denial of safety and
security of cyber-physical systems; likelihood estimates can
include failure rates of system components and connections
or could be likelihood of incidents impacting safety and
security. It needs to be noted that [18] describes a
qualitative technique to evaluate safety and security. As a
result of this evaluation we can conclude to what extent
(good or bad) safety and security have simultaneously been
achieved in the system. In this paper we have attempted
quantitative evaluation of achievement of safety and security
in a system using probabilistic computations from BBN.

Therefore, evaluations of safety and security obtained
from BBN are rooted in data collected in the field and can
be used for both predictive and diagnostic purposes. These
data can be used for re-evaluation of contributions in the
NFR approach and vice versa, assessments from NFR can
be used to re-evaluate critical aspects using the BBN
approach. Thus, both these techniques can be used in a
complementary manner to iteratively re-assess safety and
security of cyber-physical systems.

In future work, it would be interesting to include in this
study the Safety Case approach [27]. It is based on a
graphical Goal Structuring Notation (GSN), similar to NFR,
to represent entities and relationships used in the safety
argument. Such GSN may be another base to model with
BBN’s.
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Abstract—This paper presents object-oriented design of library meant for modeling and simulating Timed Colored Petri Net models. The approach is prepared to integrate TCPN models with crucial parts of larger applications implemented in object-oriented languages. The formal models can be tightly joined with applications allowing the latter to interpret states of the formal model in their domain of responsibility. This approach allows less error-prone and more pervasive use of formal methods to improve quality of software created with imperative languages.
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I. INTRODUCTION

Timed Colored Petri Net (TCPN) is a flavor of Petri Net formalism designed by K. Jensen [6]. It is suitable for modeling and analysis of distributed and concurrent systems. Since in Colored Petri Nets (CPN) tokens can carry values (colors) of specified types (colorsets) models created using CPN are more compact and thus more clear. Consequently, CPN can be conveniently used to analyze large systems. Time extension of Timed Colored Petri Net enables analysis of time relationships e.g. efficiency.

Petri net based model can be formally analyzed to prove its properties as described e.g. in [9] and for CPN in [6]. The models can also be simulated, to observe behavior of modeled systems. Both approaches are used, to derive conclusions about the analyzed systems [1], [11], [15], [14]. This approach, however, is rarely used in business applications (e.g. in banking, trade, accounting). The first reason, certainly, being complexity and scale of this kind of software. Secondly, for the sake of special competences required for modeling and analysis and thus cost of this process.

Certainly, large applications could benefit from formal-based analysis or from incorporating formally-verified modules. Especially, that most of contemporary systems are not only concurrent, but also distributed and thus significantly complex. However, majority of these systems are implemented using imperative languages that are hardly susceptible to formal analysis, with Java as pervasively used example.

It is however, possible to incorporate formalisms-based approach into larger applications, also the ones implemented using imperative languages [2], [12]. This results in crucial parts of a system that can be formally verified, or directly steered by a formal model, minimizing possibility of errors.

To make this approach more pervasive it is however necessary to prepare libraries designed for programming languages commonly used in business applications and enabling convenient incorporation of formalisms. In this work we present an approach to enable TCPN-based modeling using Java – one of most frequently used object oriented programming languages. We present object-oriented design of library we have implemented to support modeling and simulation of Timed Colored Petri Nets as a part of larger systems. This first approach assumes that TCPN model should be correctly simulated. Formal analysis of TCPN models is considered as possible future work.

II. RELATED WORK

There is great variety of Petri net flavors and there is also great variety of computer tools designed to create and analyze Petri net models. An extensive list is maintained e.g. by University of Hamburg1. For Jensen’s Timed Colored Petri Nets there are two important software packages: Design/CPN [3] and newer, rewritten in Java: CPN Tools [7], [10]. Both of them have GUI to create Petri net models and both implement algorithms enabling simulation and formal analysis. Also both tools provide interfaces for external communication, that allow various levels of integration using various programming languages.

Design/CPN has interface called COMMS/CPN [5]. It allows to communicate with simulator while Petri net is being simulated. It is a message passing interface with small set of functions that allow to establish connection, send and receive messages. The functions should be called from Standard ML code being part of Petri net model (e.g. guards). There is Java/CPN interface, that facilitates establishing communication with COMMS/CPN from Java software.

The newer CPN/Tools has two kinds of interfaces forming Access/CPN framework [17]. The first one, available for Standard ML and more tightly connected with the model is designed with state space analysis in mind. It is worth mentioning, that this interface is meant to be formalism independent, not strictly connected to TCPN. The second part of Access/CPN is Java CPN Model Interface. It allows to

1http://www.informatik.uni-hamburg.de/TGI/PetriNets/tools/db.html
create or import model created using CPN Tools. It also supports TCP/IP based communication with running simulator.

The presented TCPN design and analysis tools certainly provide interesting interfaces that can be used in selected applications. The message passing communication allows to steer TCPN simulator and respond to some events. It is however a low level communication solution. It also does not allow for tight coupling of TCPN models with applications: TCPN model should be implemented using Standard ML programing language, and Petri net side of communication should also be programmed in Standard ML. It is not possible to implement guards and inscriptions directly in object-oriented language and pass objects as token values.

Petri Net Kernel [16] is a Java library designed to support implementation of various types of Petri nets. It can also be adapted for Timed Colored Petri Nets and in fact was exploited in our research done so far [12], [13], [14]. This general purpose tool has an important disadvantage: token values in Colored Petri Nets are represented by String objects. This approach has certain justification: in Java String objects are immutable, as tokens in Petri nets. Consequently, design of the programming language ensures one of important assumptions of the formalism. This has, however, two important disadvantages. First, in applications where tokens should carry values more complex than strings, it is not convenient to develop String representation of each possible value to pass it to the model and then parse it to an object when its being collected. Second, the performance loss resulting from necessity of parsing the strings is significant.

### III. Challenges of Object-oriented Design for TCPN

Library designed in this work should enable modeling and correct simulation of TCPN models. The simulator should be able to run automatically without requiring user interaction and efficiency of simulation must be sufficient for practical applications.

Tight integration of a model as a part of a larger application should be possible, in order to allow subsequent states of a model to be automatically interpreted by an application in its domain of responsibility. In order to limit the effort required by integration, model of Petri nets should be created using classes and objects of Java. Additionally, the library should put possibly small restrictions on objects that are traversing TCPN models in the form of tokens and on implementation of TCPN guards and inscriptions.

Petri net formalism, however, puts restrictions on behavior of its models. The one that strongly affects the design of the library and presents significant challenge, concerns behavior of tokens. Tokens in TCPN are immutable similarly to symbols in functional languages. Presented solution must correspond to this demand, to ensure correct behavior of TCPN model. This requirement must be reconciled with the need to put almost arbitrary object as token value, as mentioned above.

### IV. Object-oriented Representation of TCPN

This section presents object-oriented design of the library together with solutions to major problems.

#### A. Elements of the TCPN Graph

The bipartite graph of Timed Colored Petri Nets consisting of two types of vertexes: Places and Transitions and of Arcs joining the vertexes is described by the natural entities used in object-oriented design.

Places are represented by objects of class Place holding String attribute describing name. Class attribute called type and describing type of the place and marking attribute described by a class implementing IMarking interface.

Transitions are described by two attributes: name of class String and by guard used to determine if the transition can be fired. Guard is implemented as a reference to an object implementing IGuard interface which defines only one method called guard. The method gets binding as an argument and returns a Boolean value to indicate the guard result.

In this work we distinguished input arcs (from a place to a transition) and output arcs (from a transition to a place) and described them separately. For simplicity, we assumed that input arcs will be used only to define number of tokens used in firing a transition, more complex operations can be performed on output arcs using not only basic expressions but also functions. This assumption does not limit expressiveness power of TCPN and considerably facilitates simulation process.

Input arcs are objects of class InputArc and hold references to the places being their sources. The InputArc class objects have also inscription attribute describing tokens that should flow through this arc while firing transitions. The inscription is a String in the format analogous to the one defined by K. Jensen [6] and describing count of tokens and variables.

Output arcs are represented by objects of class OutputArc and containing references to their destination places and inscriptions. The inscriptions are represented by objects implementing the IExpression interface that defines method called process. The method receives binding of the transition being fired as an argument, and returns collection of tokens (class Token) that should be put in the output place as a result of transition firing. The process method can perform any desired operations on tokens and their contents. BasicOutputArcExpression class provides means to define simple expressions analogous to the ones used for input arcs.

The references between subsequent elements of TCPN join transitions with their input and output arcs, while the arcs store references to their source or destination places. This solution allows to conveniently access required information while firing a transition by simulator. Parser for arc inscriptions provided as strings is an implementation of finite automata.
B. Tokens

Tokens indicating state of a Petri net model are represented by generic class Token. Type of the class parameter corresponds to the type of the token used in Petri nets. It also determines type for the value field that holds the token value. This way any class can be used as token type, according to the requirements. Token timestamp is represented by timestamp field of the Token class.

Consistent simulation of a Petri net requires token values to be controlled by the net only. In Java this is not easy to achieve, since objects are passed to and from methods by reference, not by value. Consequently, it might happen that one object is referred by more than one token as its value or a user could modify value of an object during simulation interfering with the simulation algorithm.

The TCPN designed by K. Jensen are described using functional programing language. This solves the previously mentioned problems by natural means of this paradigm: the tokens are immutable, as are symbols in functional programing. To emulate this behavior in Java, we decided that the following requirements are crucial: (1) TCPN simulator can be trusted to deal with the tokens respecting Petri net principles. (2) By design we must ensure that the user will not be able to breach the rules of TCPN simulation, despite his or her lack of knowledge concerning these principles. (3) For efficiency reasons objects should be copied as rarely as possible.

In order to meet the above requirements, we clone token values (using deep cloning described in [4]) when they enter simulator structures and when they are about to leave these structures. Thus, the compromise ensures correct simulation, regardless of how the token values are processed outside of the TCPN structures, concurrently preserving reasonable efficiency overhead.

C. Marking

Simulation of TCPN consists on subtracting and adding tokens from and to the markings of Petri net places, therefore proper implementation of marking is crucial for efficiency of the simulator. The structure used for implementation of marking must enable efficient search and verification of existence of tokens of known values. In case of Jensen’s timed nets the structure should also enable efficient consideration of token timestamps. As stated in [8] the marking can be a composite structure consisting of more than one data structures holding tokens and of consistent interface allowing to operate on the marking as a whole and designed for Petri net simulator.

The implementation corresponding to the above mentioned requirements is placed in BasicMarking class. During simulation of a timed net at the given moment only those tokens from a marking are important, that have timestamps not greater than current simulation time. Therefore, conforming to the solution described by Mortensen et al. in [8], we decided to divide tokens in a marking into two separate structures. The tokens, that can be used in current firing of a transition (i.e. with timestamps not greater than current simulation time) are stored in activeTokens field. The tokens with timestamps indicating that they can be used later are placed in waitingTokens field. These fields refer to objects of different classes, implementing different data structures. The activeTokens data structure is an implementation of hash table with support for storing multiple values for a single key. The hash function in this structure uses token values as keys. Thus tokens with given values can be found efficiently while firing a transition, this being a key of efficient TCPN simulation. When simulation clock is advanced selected tokens from waitingTokens in each place must be moved to the activeTokens structure. To perform this operation efficiently, the waitingTokens structure is a priority queue sorted by tokens timestamps (TokenComparator class is responsible for proper comparison of the tokens in the queue).

The BasicMarking class implements IMarking interface and the BasicMarking can be easily substituted by different implementation of marking implementing the same interface, which ensures all required methods are provided by the implementation. Each marking must implement getDistinctTokens returning list of tokens from the marking used to generate bindings while simulation. Boolean method containsToken allows to verify if the given token exists in the marking. Method getToken removes from the marking a token holding given value and returns this token. Methods putToken and putTokens enable adding tokens to the marking. During simulation getNextTime method is used to determine the least value of the clock that would release new tokens from waitingTokens to activeTokens in this marking. Finally, setTime method is called while each change of simulation clock.

D. Petri Net Structure

The structure of TCPN model is stored in an object of class CPNet. The user is supposed to create TCPN model by creating Place, Transition, InputArc and OutputArc objects together with guards and inscriptions implementing IGuard and IExpression interfaces. For efficiency of simulation it is however vital, to provide various information about the net as quickly as possible, without the need to repeatedly exploit computationally intensive graph algorithms. Therefore, after user provided the model, the CPNet class performs additional processing in order to cache data concerning model structure and efficiently provide required information for the simulator.

On the basis of the list of transitions provided by the user the CPNet class creates list of all places in the model (as Java ArrayList). Additionally it caches Petri net structure in an array analogous to graph incidence matrix. The internal structures are filled by method init of class CPNet that should be called after the CPNet object is provided with the list of objects representing TCPN transition.

The proposed solution allows to reconcile requirements concerning efficient access to different aspects of TCPN model while simulation, with the need to ensure consistency between different representations. Obviously the structure of the Petri net cannot be changed after the call to the init method.
V. SIMULATION DATA STRUCTURES

Variables are represented in different ways, depending on the context. In the arc structures they are represented as objects of class Var containing String attribute name and Integer attribute denoting quantity of tokens to be removed from a place. In a binding the variables are represented as their names of class String. Similarly to [6] variable’s range is limited to arcs connected with one transition and their type must be consistent with type of places their arcs are related to.

Bindings are entities assigning variables to their values during simulation. Subsequent bindings are stored in HashMap objects with the key being the variable name and value of class Token. Thus, during simulation access to variable values connected with a binding is both convenient and efficient. The HashMap is encapsulated in the Binding class that exposes two methods: get to obtain tokens assigned to a variable and insert to set binding between a variable and a token.

VI. INTEGRATION INTERFACE

The goal of this work was to enable integration of Petri nets with software implemented using imperative programming language. Designed approach enables this integration in two possible ways.

Firstly, crucial elements that create Petri net model and that are part of its behavior, can be objects used in the other parts of application. Tokens can carry objects of arbitrary classes as their values. Transition guards and arc inscriptions can be implemented to depend on application logic.

Secondly, the presented solution is equipped with event listener interface. The listeners can be registered to be called before and after events concerning changes in markings, transition firing, and changes of simulation clock.

VII. SUMMARY

In this paper we presented object-oriented approach to modeling and simulation using Timed Colored Petri Nets. Petri net model with all its components, including token values, guards and inscriptions, should be implemented in object-oriented programming language. The concept was implemented as library in the pervasively used Java.

The approach allows one to integrate Petri net model in a larger application and let it benefit form the formalism-based simulation. The integration can be done while the model is implemented, by joining its components with components of the larger system. It can also be tightened by the use listener interface that allow to implement code responding to specific events occurring in Petri net model. Consequently, the enclosing software can influence behavior of the formal model. Concurrently, the Petri net can steer behavior of the software that can interpret events from the model and apply them in the software’s domain of responsibility.

The design of the approach ensures not only tight and convenient integration with object-oriented software. It also ensures that the rules of TCPN simulation are preserved. Thus, the software can benefit from the formal rules, governing behavior of modeled processes and from their correctness. The presented solution includes TCPN simulator, that allows execution of created model. Care was taken, to ensure efficiency of TCPN simulation that allows practical applications. Necessary optimizations were designed and implemented and if required, additional solutions can be developed.
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Abstract—Verification is one of the essential topics in research of cyber-physical systems. Due to the combination of discrete and continuous dynamics, most verification problems are undecidable and need to be dealt with by various kinds of abstraction techniques. As systems grow larger and larger, most verification problems are difficult even for purely discrete systems. One way to address this problem is the use of interactive verification. Recently, this approach has also been considered by cyber-physical verification tools like KeYmaera and other classical theorem provers.

Important requirements for the interactive verification are a precise and readable modeling language as well as the possibility to decompose the system into smaller subsystems. Here, tools like KeYmaera and PVS still need further improvement. On the other hand, these modeling aspects are both addressed within the language Quartz as it provides a complete programming language for cyber-physical systems with standard data types and programming statements as well as a precise compositional semantics that is well-suited for compositional verification.

In this paper, we take the advantages of two different tools, the Averest system and KeYmaera, for the interactive verification of cyber-physical systems. This way, we combine modeling and verification capabilities of Averest and the verification capability of KeYmaera, in order to provide a basis for powerful tool set for the interactive verification of cyber-physical systems.

I. MOTIVATION

Cyber-physical systems are systems that combine discrete and continuous dynamics. The environment of embedded reactive systems often consist of continuous behaviors that are determined by the laws of physics. Formal verification is already hard for discrete systems because of the size of the transition systems, and most verification problems for cyber-physical system are even undecidable, due to the combination of discrete and continuous dynamics.

Inspired by the success of model checking [1] in hardware verification and protocol analysis, there has been increasing research on developing techniques for the automated verification of cyber-physical systems. The main line of research concentrates on model checking of finite abstractions of restricted subclasses of the general model. Most techniques proposed so far in this area either rely on bounded state reachability or on abstraction refinement techniques [2–4]. While the first approach suffers inherently of incompleteness, the latter approach often introduces unrealistic behavior that may yield spurious errors being reported within the analysis.

Despite the theoretic achievements in research, only a few tools are available to verify non-trivial cyber-physical systems. Tools like e.g. PHAVer [5], HyTech [6], Charon [7, 8] focus on the continuous dynamics. They lack typical program statements and data types.

Furthermore, current tools often require an explicit enumeration of the discrete state space. Although the discrete state space typically consists of only finitely many states, the number of these discrete states can become too large to be handled properly by current computers [9].

HySAT [10] and MathSAT [11, 12] are built based upon a SAT-solver that calls a linear program solver for conjunctions of the linear continuous-part constraints. As this technique requires to encode the whole problem space first, the size of the handleable problems is quite small. BACH [13, 14] provides a convenient GUI to construct rectangular hybrid automata with linear location invariants together with a powerful bounded reachability checker for these systems. Another tool, HybridSAL relation abstracter [15, 16] abstracts the discrete and continuous dynamics of the hybrid system automatically to infinite state discrete transition systems that can be model checked by SAL tools [17].

An alternative approach to verification is based on interactive theorem provers. An approach based on higher-order logic [18] for specification and verification of hybrid control system is described in [19]. A verification framework is presented in [20] to strike the balance between the expressiveness of theorem proving and the efficiency and automation of the state exploration techniques. In order to assist in the deductive verification of hybrid systems, [21] presents a tool implemented as a part of STeP [22]. Deductive methods are used in [23] to deal with the parallel composition of hybrid systems, the operational step semantics and a number of proof-rules within PVS [24] have been formalized as well. KeYmaera [25, 26] is an automated and interactive theorem prover for specification and verification logics for differential dynamic logics for hybrid system. It integrates numerous techniques for automated theorem proving, combining deductive, real algebraic, and computer algebraic prover technologies.

Recently, a new language for modeling, simulation, and verification of cyber-physical systems has been developed in our research group [27]. This language is an extension of the synchronous language Quartz that is derived from the Esterel language. Originating from a programming language for discrete systems, there is a rich set of data types, and many
statements for expressing discrete behaviors in a convenient way. In particular, generic statements and module hierarchies allow one to describe large parametric systems in a concise way. Thus, the modeling capabilities of Quartz are in many cases better than in comparable languages. Like Quartz, also the extension to cyber-physical systems has a precise formal semantics that defines unique behaviors for given input traces. For this reason, the language lends itself well for formal verification. In particular, Quartz programs can be translated to equivalent symbolic transition relations, and thus provide a sound basis for formal verification. The determinism of the language is also very important for simulation, since it allows one to reproduce once observed behaviors. Based on the programming language Quartz, the Averest toolset has recently been extended by a technique for interactive verification [28]. However, up to now these interactive verification techniques are restricted to the discrete component of Quartz, models with hybrid components cannot yet be dealt with.

In this paper, we therefore propose a new approach for the interactive verification of cyber-physical systems by interfacing the Averest toolset and KeYmaera. While the overall verification task remains within the interactive Averest prover, assertions for the continuous components can be verified with the help of KeYmaera. Thus, the advantages of both systems – the modelling and verification capabilities of Quartz especially w.r.t. the discrete component and the verification capabilities of continuous components within KeYmaera – can be combined in order to result in a powerful tool for the interactive verification of cyber-physical systems. Due to the underlying synchronous language this approach will be very well suited for compositional verification that is a great challenge in the context of cyber-physical systems.

The outline of the paper is as follows. In Section II the synchronous language Quartz and the hybrid language used by KeYmaera are briefly introduced. Then, Section III gives a detailed overview of the interfacing of Averest and KeYmaera for applying interactive verification. The paper will be concluded with the application of the interactive verification to a widely known example in section IV.

II. Preliminaries

In the following, we give a brief overview over the synchronous language Quartz, its hybrid extension for modeling cyber-physical systems and the KeYmaera language.

A. The Synchronous Language Quartz

Quartz is a synchronous language that is derived from the Esterel language. The execution of a Quartz program is defined by so-called micro and macro steps, where a macro step consists of finitely micro steps whose maximal number is known at compile time. Macro steps correspond to reaction steps of reactive systems, and micro steps correspond with atomic actions like assignments of the program that implement these reactions. Variables of a synchronous program are synchronously updated between macro steps so that the execution of the micro steps within a macro steps is done in the same variable environment of their macro step. This synchronous update is important for avoiding data races, and therefore to ensure determinism.

The language offers many data types like boolean, bit-vectors, signed and unsigned integers that may be bounded or unbounded, real numbers, as well as compound data types like arrays and tuples. Modules are declared with an interface that determines inputs and outputs, and a body statement that may use additional local variables. In the following, we list some of the possible statements to describe the examples given in this paper. A complete definition of the language is found in [29] for the discrete case, and in [27] for the hybrid extension.

Provided that $S$, $S_1$, and $S_2$ are statements, $\ell$ is a location variable, $x$ is a variable, $\sigma$ is a boolean expression, and $\alpha$ is a type, then the following are statements (parts given in square brackets are optional):

- $x = \tau$ and next$(x) = \tau$ (assignments)
- assume$(\phi)$, assert$(\phi)$ (assumptions and assertions)
- $\ell::pause$ (start/end of macro step)
- $S_1; S_2$ (sequences)
- $S_1 \parallel S_2$ (synchronous concurrency)
- if $(\sigma)$ $S_1$ else $S_2$ (conditional)
- do $S$ while$(\sigma)$ (loops)
- {\alpha S} (local variable)

The pause statement defines a control flow location $\ell$ – a boolean variable being true iff the control flow is currently at $\ell::pause$. Since all other statements are executed in zero time, the control flow only rests at these positions in the program, and the possible (discrete) control flow states are the subsets of these locations.

There are two variants of assignments that both evaluate the right-hand side $\tau$ in the current macro step: Immediate assignments $x = \tau$ transfer the value of $\tau$ to the left-hand side $x$ directly, while delayed assignments next$(x) = \tau$ assign the value in the next macro step.

If the value of a variable is not determined by assignments of the current of previous macro step, a default value is used according to the declaration of the variable. To this end, declarations of variables consist of a storage class in addition to their type. There are two storage classes, namely mem and event that choose the previous value (mem variables) or a default value (event variables) in case no assignment determines the value of a variable.

In addition to the statements known from other imperative languages (conditionals, sequences and loops), Quartz offers synchronous concurrency $S_1 \parallel S_2$ and sophisticated preemption and suspension statements (not shown in the above list), as well as many more statements for the comfortable descriptions of reactive systems. There is also the possibility to call once implemented modules and to store modules in packages to support the re-use in the form known from software libraries.

Our Averest system provides algorithms that translate a synchronous program to a set of guarded actions [29], i.e.,
pairs \( (\gamma, \alpha) \) consisting of a trigger condition \( \gamma \) and an action \( \alpha \). Actions are thereby assignments \( x = \tau \) and next \( (x) = \tau \), assumptions assume \( (\varphi) \), or assertions assert \( (\varphi) \). The meaning of a guarded action is obvious: in every macro step, all actions are executed whose guards are true. Thus, it is straightforward to construct a symbolic representation or extended finite state machine (EFSM) of the transition relation in terms of the guarded actions (see [29]).

While time in synchronous languages is given in the abstract form of macro steps, cyber-physical systems require the consideration of physical time. In order to include these inherently different concepts of time, the computational model of macro steps is endowed by a continuous transition that takes place between the immediate and delayed assignments of the macro step. During the continuous transition, which consumes physical time, variables of the new storage class hybrid change their values according to the new flow assignments \( x \leftarrow \tau \) or \( \text{drv}(x) \leftarrow \tau \) (that equate variable \( x \) or its derivation on time \( \text{drv}(x) \) with the expression \( \tau \)).

The continuous transition of the macro step starts with the variable environment determined by the immediate assignments as initial values. To distinguish between the ‘discrete’ value and the changing value during the continuous transitions, a new operator \( \text{cont}(x) \) is introduced: \( x \) always refers to the discrete value of a variable, whereas \( \text{cont}(x) \) refers to the (changing) value during the continuous evolution. For memorized and event variables \( x \) and \( \text{cont}(x) \) always coincide as these variables do not change during continuous evolutions.

The continuous actions may only occur in special statements of the form \( \text{flow} \ S \ \text{until}(\sigma) \) where \( S \) is a list of flow assignments and \( \sigma \) is a so-called release condition that terminates the continuous phase defined by the flow statement. Figure 1 depicts a program fragment together with the corresponding EFSM. Starting from location \( \ell_1 \), the immediate assignment \( x = 0.0 \) is executed so that the continuous transition starts with initial value \( \sigma = 0.0 \). The derivation of \( x \) is then \( 1 \) during the continuous transition, and the continuous transition terminates as soon as the continuous value of \( x \) is \( 1 \). Then, the control flow will move to \( \ell_2 \). However, it may be the case that another flow-statement runs in parallel, and that its continuous transition terminates before \( x = 1.0 \) holds. In this case, the control flow moves to \( \ell_2 \), and it will be restarted from there in the next macro step.

B. KeYmaera: Hybrid Programs

KeYmaera is a verification tool for hybrid systems that combines deductive, real algebraic, and computer algebraic prover technologies [26]. It is an automated and interactive theorem prover for a natural specification and verification logic for hybrid systems. In this section, we give an incomplete overview of the syntax and semantics of KeYmaera programs. Statements not needed in the remainder of the paper will be omitted here, for more detailed information consider [25, 26].

The relevant program statements of KeYmaera are summarized in Table I. During a discrete transition, all right hand sides of the actions \( x_i := \tau_i \) are computed in parallel and assigned in a second step, which essentially corresponds to the delayed actions of synchronous languages. Continuous transitions are defined by the differential equation systems \( x'_i = \tau_i \) of the variables and the evolution domain \( H_i \), which is defined by a set of location invariants. Continuous evolutions may be terminated at any point of time, they must be terminated at the latest, when location invariants would be violated. Thus, continuous transitions are always non-deterministic. As stated in line 3, KeYmaera provides sequential composition. The statement if-then-else in line 4 provides a deterministic choice, that depending on the condition \( \phi \) either executes \( \alpha \) or \( \beta \).

Further statements such as loops and non-deterministic choice will not be considered here. Thus, the only non-determinism provided in the presented fragment of KeYmaera lies within the continuous transition, as all other statements in Table I are deterministic.

The formulas from line 5 – 7 are used for verification. \( < \alpha > \phi \) is an existential operator that evaluates to true if \( \phi \) holds after at least one valid run of the hybrid program \( \alpha \). Analogously, \( [\alpha] \phi \) is an universal operator that evaluates to true if \( \phi \) holds after all valid runs of the hybrid program \( \alpha \). \([\alpha][\phi]\) is a universal path operator that holds true if during all runs of the hybrid program \( \alpha \) the condition \( \phi \) is satisfied.

III. INTERFACING AVEREST AND KEYMAERA

Due to the combination of discrete and continuous dynamics, most verification problems are undecidable for cyber-physical systems. Even the simple reachability problem is undecidable for most families of cyber-physical systems and the few
decidability results depend on strong restrictions of either the discrete or continuous component.

An interactive verification approach is pursued by the tool KeYmaera that is especially suitable for verifying parametric hybrid systems [26, 30]. Unfortunately, like most tools for cyber-physical systems, KeYmaera focuses on the continuous component, e.g. only real-valued variables can be modelled. Furthermore, the tool still lacks good capabilities for modelling the parallel composition of systems.

Recently, our research group proposed a new verification approach for discrete Quartz programs (see Figure 2), which is based on the Averest system. Assuming that the system is given as a Quartz program, the user determines rules based on the program structure which are then verified on the intermediate code format AIF, that essentially is a set of guarded actions. By rule applications, the guarded actions are decomposed into smaller AIF files. The proof goals can also be decomposed flexibly, so that the compositional reasoning could be used for verification by the AIFProver, meaning that already proved goals/assertions of some program fragments can be used as assumptions for the remaining program fragments. At the moment, this approach only supports discrete Quartz programs.

In this section, we propose a way to integrate the continuous component of Quartz programs into that framework by interfacing the tool KeYmaera with AIFProver as depicted in Figure 2. As already mentioned in the preliminaries, Quartz and the underlying language of KeYmaera differ in major points (especially the discrete semantics) which makes it difficult to translate complete Quartz programs to KeYmaera. Thus, we will interface Averest and KeYmaera such that proof rules that depend on continuous transitions will be proved by KeYmaera while the overall verification remains within the Averest.

A. General Idea

Recall that continuous transitions of Quartz programs and KeYmaera programs are based on quite different semantics. In Quartz programs, continuous evolutions must terminate at exactly the first point of time, where an active release condition evaluates to true. The continuous assertions given in the form of constraints (which essentially correspond to location invariants) do not influence the control flow of the Quartz program and may be used only for verification purposes. Thus, continuous transitions in Quartz programs are completely deterministic. Contrary to that, continuous transitions of KeYmaera programs are non-deterministic. They must be terminated before active location invariants would be violated, they may be terminated at any point of time before that. There is no equivalent to our release condition.

In the following, we explain the general idea of how to adapt continuous transitions in Quartz to KeYmaera and still provide the required semantics. Assume for simplicity to have a continuous transition (compare Figure 4) with only one active release condition in the form of \( \phi(t) \leq 0 \) together with the proof goal \( \sigma \) that shall hold true at the end of the continuous transition, i.e. when the transition terminates according to its release condition \( \phi \leq 0 \). Assume furthermore, that the release function \( \phi \) satisfies the condition, that it will have a zero-crossing in finite time and that the first zero-crossing point is a ‘real’ crossing point instead of only a ‘zero-touching’ point as depicted by the straight line in Figure 3. Then it holds, that for \( 0 \leq t \leq t_0 \) the invariant \( \phi \geq 0 \) holds, while the same invariant will be violated for \( t > t_0 \). Thus, adding this invariant to the KeYmaera program as the evolution domain of the continuous transition enforces the transition to terminate at \( t_0 \) at the latest while not changing the transition otherwise.

Now, in order to enforce KeYmaera only to consider one path, where the continuous transition terminates at time \( t_0 \), the proof goal \( \sigma \) at the end of the KeYmaera program must be changed to \( \phi \leq 0 \rightarrow \sigma \). According to our assumption w.r.t. the release function \( \phi \) we know that at least one path exists where the continuous transition terminates at \( t_0 \). Thus, \( \phi \leq 0 \rightarrow \sigma \) evaluates to true iff \( \sigma \) holds on the path we are interested in.

In Quartz programs, continuous evolutions must terminate at exactly the first point of time, where an active release condition evaluates to true. The continuous assertions given in the form of constraints (which essentially correspond to location invariants) do not influence the control flow of the Quartz program and may be used only for verification purposes. Thus, continuous transitions in Quartz programs are completely deterministic. Contrary to that, continuous transitions of KeYmaera programs are non-deterministic. They must be terminated before active location invariants would be violated, they may be terminated at any point of time before that. There is no equivalent to our release condition.

In the following, we explain the general idea of how to adapt continuous transitions in Quartz to KeYmaera and still provide the required semantics. Assume for simplicity to have a continuous transition (compare Figure 4) with only one active release condition in the form of \( \phi(t) \leq 0 \) together with the proof goal \( \sigma \) that shall hold true at the end of the continuous transition, i.e. when the transition terminates according to its release condition \( \phi \leq 0 \). Assume furthermore, that the release function \( \phi \) satisfies the condition, that it will have a zero-crossing in finite time and that the first zero-crossing point is a ‘real’ crossing point instead of only a ‘zero-touching’ point as depicted by the straight line in Figure 3. Then it holds, that for \( 0 \leq t \leq t_0 \) the invariant \( \phi \geq 0 \) holds, while the same invariant will be violated for \( t > t_0 \). Thus, adding this invariant to the KeYmaera program as the evolution domain of the continuous transition enforces the transition to terminate at \( t_0 \) at the latest while not changing the transition otherwise.

Now, in order to enforce KeYmaera only to consider one path, where the continuous transition terminates at time \( t_0 \), the proof goal \( \sigma \) at the end of the KeYmaera program must be changed to \( \phi \leq 0 \rightarrow \sigma \). According to our assumption w.r.t. the release function \( \phi \) we know that at least one path exists where the continuous transition terminates at \( t_0 \). Thus, \( \phi \leq 0 \rightarrow \sigma \) evaluates to true iff \( \sigma \) holds on the path we are interested in.
B. Transformation

Figure 5 shows the transformation of the continuous transition of a macro step to an equivalent KeYmaera program according to the ideas in the previous subsection. The left-hand side of the figure depicts the continuous transition of the macro step together with the given assumptions and proof goals (assertions). The corresponding KeYmaera program (for ease of notation without variable initializations) on the right-hand side is described in detail below. The transformation of the continuous transition is divided into four parts:

- **Initialization**
  Already obtained assumptions by the interactive verification together with known initial values of the variables are gathered in the assumption \( \psi_{\text{assume}} \). Furthermore, a new location label \( s := -1 \) is introduced that is used for bookkeeping whether the continuous transition has been terminated because of the release-conditions or prematurely.

- **Continuous transition**
  The differential equations of the hybrid variables can be translated one-to-one. \( \Psi := \bigvee \sigma_i \) is the disjunction of all active release conditions and states the termination criterion for the continuous transition. As already sketched previously, a set of location invariants \( \Psi \) needs to be added, that is determined by the active release conditions \( \Psi \).

  For ease of notation assume that each single release condition \( \sigma_i \) is a conjunction of basic expressions of the form \( f(x_0, \ldots, x_n) \leq 0 \) or \( f(x_0, \ldots, x_n) = 0 \). If disjunctions occur, these can be dealt with in the same way as several release conditions in parallel. Define now for the first case
  \[
  \hat{f}_i := f(x_0, \ldots, x_n) \geq 0
  \]
  and for the latter case
  \[
  \hat{f}_i := f(x_0, \ldots, x_n) \begin{cases} \leq 0 & : f(x_0, \ldots, x_n) < 0 \text{ initially} \\ > 0 & : f(x_0, \ldots, x_n) > 0 \text{ initially} \end{cases}
  \]

  Then, the release condition \( \sigma \) is replaced by \( \hat{\sigma} := \bigvee f_i \), as the continuous transition must be terminated only, when all of the basic expressions evaluate to true.

  Several release conditions in parallel correspond to a disjunction of these conditions, as it is only necessary that at least one release triggers. Thus, the location invariants determined by each single release condition must hold true in parallel, i.e. \( \Psi := \bigwedge \hat{\sigma}_i \).

- **Termination of the continuous transition**

  Lines 7 – 10 define the control flow of the program for the next macro step. Depending on the fulfillment of the active release conditions \( \Psi \), new values of the location variables are determined.

  By definition, the continuous transition terminates due to the release conditions iff \( \Psi := \bigvee \sigma_i \) evaluates to true. Thus, the arc from line 7 – 9 will be executed iff the continuous transition terminates because of the active release conditions. For ease of notation, this information is stored in the location label \( s \), that is either set to 1 or 0, regarding to the termination condition.

- **Proof goal assertion**
  The proof goal \( \psi_{\text{assert}} \) of the Quartz program must evaluate to true iff the considered path terminated the continuous transition according to the active release conditions. Thus, it must be proved that \( s = 1 \) holds which is enforced by the KeYmaera proof goal \( s = 1 \rightarrow \psi_{\text{assert}} \).

C. Correctness

In this section, we present how to use the transformation given in the previous subsection for the interactive verification. The main difficulty lies within the different semantics of KeYmaera and Quartz, namely the difference between determinism (Quartz) and non-determinism (KeYmaera). These difficulties have been dealt with by the introduction of the location invariants \( \Psi \) together with the additional location label \( s \). The following theorem now states the correctness of transferring the proof results within KeYmaera back to the Quartz language.

**Theorem.** Consider a continuous transition in Quartz as given in Figure 5 together with assumptions and proof goals (assertions). Assume furthermore, that the release functions of the continuous transition provide a real zero-crossing (see Figure 3) and that the continuous transition will be terminated in finite time \( t_0 \). Then, the following holds:

1. The continuous evolution of the variables given by the differential equations are analogous to the ones in Quartz.
2. The continuous transition of the KeYmaera program must be terminated at the time \( 0 \leq t \leq t_0 \) and after executing the KeYmaera program, \( s = 1 \) holds iff \( t = t_0 \), otherwise \( s = 0 \).
3. If the goal \( s = 1 \rightarrow \psi_{\text{assert}} \) is proven in KeYmaera, then \( \psi_{\text{assert}} \) holds after the continuous transition in Quartz.

**Proof.**

1. Obvious.
2. The continuous evolutions of the hybrid variables are equivalent within Quartz and KeYmaera. By assumption \( t_0 \) is the first point of time where an active release condition evaluates to true. Thus, the location invariants as defined in the previous section are satisfied for all times \( 0 \leq t \leq t_0 \). Furthermore, according to the assumption that the release conditions satisfy the condition as depicted in Figure 3, at least one of the location invariants will be directly violated for \( t > t_0 \).

   Thus, the duration of the continuous transition of the KeYmaera program can be any time \( t \) with \( 0 \leq t \leq t_0 \). The arc given in lines 7 – 9 will be executed iff at least one release condition evaluates to true, i.e. if the continuous transition of KeYmaera terminates at time \( t = t_0 \). This yields that after executing the program \( s = 1 \) holds iff \( t = t_0 \), otherwise \( s = 0 \).
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3) Since by assumption the continuous transition in Quartz terminates at finite time $t_0$, according to 2, there exists exactly one path satisfying $s = 1$ after executing the KeYmaera program, which corresponds to the continuous transition in Quartz. Thus, if the condition $s = 1 \rightarrow \psi_{\text{assert}}$ can be proven by KeYmaera, then $\psi_{\text{assert}}$ holds after the continuous transition within Quartz.

The first assumption, that the release functions have the form as given in Figure 3 is not a severe restriction, as this is the realistic behaviour in most cases and can be checked in advance. The second assumption, that the continuous transition terminates in finite time can directly be checked by KeYmaera, by simply exchanging the proof goal to the existence of a path satisfying $s = 1$ at the end (compare line 5 in Table I).

If one is interested in proving the continuous assertions of Quartz programs, this can be achieved by replacing the proof goal with the universal path operator as depicted in line 7 in Table I.

IV. INTERACTIVE VERIFICATION

In this section, we apply the framework as depicted in Figure 2 to an adaptation of the well-known bouncing ball example. While the bouncing ball itself is a standard example with relatively simple continuous dynamics, the parallel composition of a number of balls is difficult to model for most tools as without a suitable compositional semantics the model suffers severely from state space explosion.

Figures 6 and 7 depict the Quartz code of $N$ parallel balls, where $N$ is an arbitrary parameter and the balls start from arbitrary heights. In the main module the observer $n_{\text{sum}}$ counts the overall number of bounces of all balls, whereas the module $\text{Ball}$ models an individual ball.

The correctness of the implementation of this observer is proved in two steps: In the first step, the correctness of the counters of each single ball is proven. As the module $\text{Ball}$ works independently of the rest of the program and is stable under parallel composition, this goal can be achieved by only considering that submodule, disregarding of the number of parallel balls (for more information on the stability of Quartz programs under parallel composition compare [27]). In the second step, the only proof goal is the correctness of the overall observer, i.e. that for all times $n_{\text{sum}}$ is defined as the sum of the single observers.

A. Verification of a Single Counter

In Quartz programs, it is possible to have several variable values for the same physical point of time, as the semantics of the language does not only consist of physical but also of logical time. Therefore, the event of the ball hitting the floor cannot simply be described by $h \leq 0$. A good alternative is given by ‘the ball reaches the floor during a continuous transition, the starting point may be in the air or directly after a bounce’. The latter part is defined by $\sigma := h = 0$ and $v > 0$ or $h > 0$, whereas reaching the floor during the continuous transition is defined by $\text{cont}(h) <= 0$ and $\text{cont}(v) < 0$. To prove the correctness of the event description, it suffices to show, that during any continuous transition satisfying $\sigma$, this condition holds as an invariant for all points except the termination point of the continuous transition. Thus, the event of hitting the floor can only be triggered at the end of but not during the continuous transition. In terms of Quartz, the first property is expressed by $\sigma \rightarrow \text{constrainSM}(\text{cont}(\sigma))$. The corresponding KeYmaera proof for the only flow statement is depicted in Figure 8.

Define now $\text{NEXTSTEP}(\phi)$ as a macro for the macro step following one, where a given condition $\phi$ holds. Then, in a second step the global invariant $\text{NEXTSTEP}(h > 0 \text{ and } \text{cont}(h) <= 0) \rightarrow \text{next}(n) = n + 1$ is proven. Here, KeYmaera must prove that the release condition $\text{cont}(h) <= 0$ and $\text{cont}(v) <= 0$ implies the condition $h > 0$ and $\text{cont}(h) = 0$, which is obviously the case and omitted here. The rest of the proof rules will be done by the AIFProver.
module Ball(real ? init_h, ? init_v, int n) {
    hybrid real h, v;
    h = init_h; v = init_v;
    loop{
        flow{
            drv(h) <- cont(v);
            drv(v) <= -9.81;
        } until(cont(h) <= 0 and cont(v) <= 0);
        next(v) = -v/2.0;
        next(n) = n + 1;
        flow{} until(true);
    }
}

Fig. 6. Hybrid Quartz Module One Ball

module NBalls([N]real ? InitH) {
    hybrid [N]real h, v;
    [N]int n; n_sum;
    for(i=0..N-1) {h[i] = InitH(i); v[i] = 0.0; }
    /* n parallel balls */
    for(i=0..N-1) do Ball(h[i], v[i], n[i]);
    loop{
        n_sum = sum(i=0..N-1) n[i];
        pause;
    }
}

Fig. 7. Hybrid Quartz Module N Balls

Fig. 8. KeYmaera Program for only Flow Statement

1. \programVariables{
2. R h, v;
3. R s, t;
4. R l1, l2;
5. }
6. \problem{
7. (s) \land s = -1
8. \rightarrow \{[h' = v, v' = -9.8, t' = 1, h \geq 0 \lor v \geq 0];
9. if(h = 0 \land v \leq 0)
10. then l := 1; l2 := 0; s := 1
11. else s := 0
12. fi
13. fi
14. ((s = 0) \rightarrow ((s))
15. }

B. Verification of the Overall Counter

The verification of the overall counter is very simple, as the single counters work correctly. As the counters are discrete variables, it suffices to show that it holds globally n_sum = n[1] + ... + n[N], which is easily done by the AIFProver.

V. CONCLUSION

Quartz is a powerful synchronous language for the modelling of cyber-physical systems with non-trivial discrete dynamics. This language provides possibilities for the interactive verification of purely discrete programs based on the program structure. In this paper, we presented how to combine the modelling and discrete verification capabilities of Averest with the verification capabilities of KeYmaera. To that end, we interfaced KeYmaera and Averest and showed the capabilities of this tool combination by interactively verifying a non-trivial example.
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Abstract—Systems whose functionality and services span over multiple, interconnected application domains have become known as cyber-physical system (CPS) and currently receive much attention in research and practice. So far, CPS still come with a variety of development-process-related and technical challenges. These challenges include the interaction between the different domain-specific systems and possible conflicts between their requirements, as well as the choice of appropriate modelling concepts.

This paper makes two main contributions: First, we show how such an inter-domain development-process can be structured, beginning with a model-based requirements engineering approach. In order to illustrate the concepts, this paper provides a continuous example scenario, developed within a group of the respective domain experts, that outlines the future of mobility using technologies currently under development in the ARAMIS project. The intention is to allow for an analysis of interaction and possible interference between domain-specific scenarios as well as the analysis of the relation between derived domain-specific scenarios and the global, cross-domain scenario. Second, we provide an analysis of the realisability of the scenario steps according to a set of quality criteria and estimate the respective time horizon, derived from interviews with experts from different domains.

The described scenario allows the reification of goals and requirements of CPS for the mobility domain. Moreover, it makes apparent the need for connecting CPS of different domains. Our validation research provides an accompanying resource for future analysis of the interaction between domains and the relation between their requirements as well as teaching requirements engineering in the domain of CPS.

I. INTRODUCTION

Advanced features in the mobility domains of automotive, avionics and railway require high-performance computing technologies for complex processing or increased networking, as current technologies used in control devices run up against their performance limit. Future control units will have to perform a greater number of more elaborate functions simultaneously.

One class of such systems with the challenge of integrating different system types are cyber-physical systems (CPS). CPS are integrations of computation and physical processes. Lee [6] defines CPS as embedded computers and networks that monitor and control physical processes, usually with feedback loops where physical processes affect computations and vice versa. The functionality provided by CPS enables us to realize complex business processes, or complex logistic services as in world-wide travelling.

a) Problem: Today there are typically no or only few shared domain-spanning development artefacts. As a result, domain-spanning RE artefacts are not or only in few cases documented. This results in system functionality which may be inadequate for the individual domains, yet cross-domain topics of interests and analyses of interaction and mutual interference between multiple domains are neglected. Furthermore, as domain-specific requirements are located in each individual domain, there is no possibility to link requirements between different domains or associate a common rationale on the CPS level.

b) Contribution: Our comprehensive CPS scenario spans over the relevant mobility domains (automotive, railway, avionics) such that cross-domain topics of interest permit the analysis of interaction and mutual interference possibly arising between domain-specific scenarios as well as the analysis of the interplay of each domain-specific scenario with the global, cross-domain scenario. Furthermore, we provide an analysis of the realisability of the scenario steps according to a set of quality criteria and estimate the respective time horizon.

II. BACKGROUND & RELATED WORK

A. Systems of Systems (SoS) & Cyber-Physical Systems

The software engineering community has developed methodologies to cope with the engineering process of large systems. The term System of Systems (SoS) was introduced to characterize such large systems. Shenhar [10] defines SoS as “a large widespread collection or network of systems functioning together to achieve a common purpose”. SoS thus stand out because of their composed nature, their large scale, their decentralized control mechanism, their evolving environments, and their large number of stakeholders.

One class of systems of systems with the additional challenge of integrating different system types are cyber-physical systems (CPS). CPS are integrations of computation and physical processes. Lee [6] defines CPS as embedded computers and networks that monitor and control physical processes,
usually with feedback loops where physical processes affect computations and vice versa. This leads to complex functionality that spans a variety of application domains. A helpful overview with a body of knowledge and links to further reading is provided on http://cyberphysicalsystems.org/.

From a more technical point of view, [3] characterises a CPS as a system with embedded systems, which may directly record physical data using sensors and affect physical processes, evaluate and save recorded data, is connected with one another and in global networks via digital communication facilities and uses globally available data and services.

Vincentelli et al. [9] and Gezgin et al. [4] discuss the challenges of designing CPS and propose to use contract-based design. Dillon et al. [2] present a case study that presents a framework to link a CPS to the web of things. Lin et al. [7] offer a case study on intelligent water distribution by the integrated simulation of CPS. Huang et al. [5] perform a case study on CPS for real-time hybrid structural testing.

All of these works focus on design and/or implementation instead of requirements and do not provide a case study that reflects and describes the complexity of a large CPS. This is the gap the paper at hand intends to fill.

B. The ARAMiS project

The German academy of technical sciences (acatech) has recently completed a study on the perspectives in CPS research, development, and application [3]. This study serves as scientific basis for the publicly funded research project ARAMiS: Automotive, Railway, and Avionics in Multicore Systems (see http://www.projeckt-aramis.de/). The main goal of ARAMiS is to provide for the technological basis for improving safety, efficiency, and comfort in the mobility domains of automotive, railway, and avionics by using multicore technology. The insights gained in the project build the indispensable foundation for the successful integration of embedded systems to cyber-physical systems. The structure and decomposition of the ARAMiS systems of systems, the CPS’, is depicted in Fig. 1.

III. THE ARAMiS CPS CASE STUDY

A. Methodical Approach

The CPS scenario was developed in a combination of top-down and bottom-up approaches in the following phases: We sketched the scenario in a creative workshop and described the initial storyline (top-down). Then the scenario was reviewed in various workshops with domain experts and the storyline was extended with domain-specific contents (bottom-up). In the next phase, the scenario was specified according to the project-wide reference artefact model [8]. In another series of workshops, an assessment scheme was defined to evaluate the realizability of the individual scenario steps and the assessment was performed by a group of domain experts. Finally, concrete requirements were derived from the scenario steps and the assessment results to provide a rationale and an explicit relation to the domain-specific case studies.

B. Scenario Description

The scenario’s starting situation is as follows: Ms Rosemarie Weber plans to spend the next Christmas break with her two children at her mother’s, Ms Pauline Mayer. The Weber family lives in Munich, Ms Mayer lives in Sandvika near Oslo. Ms Weber’s intention is to pick up her children from school and from there to travel directly to her mother.

Ms Weber enters departure time as well as from and to locations, a maximum cost amount for the entire route as well as passengers’ names in the Travel Management Service (TMS) of her smart device. The mobile device is connected to various providers and to Ms Weber’s private cloud, and makes suggestions for the trip. In the following, the individual steps of the envisioned scenario are described.

1) Leaving Home: Ms Weber accepts the TMS’s suggestion with the proviso that the car be hybrid and capable of autonomous driving. The TMS issues a ticket for Ms Weber’s ride in the urban railway, a car reservation according to her preferences, and three flight tickets from Munich to Oslo; name and age of the passengers as well as Ms Weber’s possibly further preferences are stored in the cloud.
2) Local transportation (from home to school): Shortly before departure Ms Weber gets a notice on her handheld device about the current status of the local transportation train. As the train is delayed, she takes the opportunity to call and have a little chat with her mother. Afterwards she leaves her home; as she and her children will be away longer, the home is automatically locked, energy saving mechanisms of all devices are enabled, lights are switched off and the home security is activated. Finally she reaches her train on time.

3) At School: Due to the cancellation of the day’s last lesson, Ms Weber’s children are allowed to go earlier to their day-care centre nearby. This occurred once Ms Weber already set off to school, and she is informed via her smart device of the new location where to pick up her children. At the day-care centre, the children join their respective project teams, organized to collaboratively do their homework. The younger child’s group is not yet done with the homework by the time Ms Weber arrives at the day-care centre. Spontaneously, the group members decide to stay a little longer and complete their task. Given that Ms Weber and her children have a plane to catch, the homework group resolves to keep in touch with the leaving child by means of the videoconferencing support put at disposal by the infrastructure.

4) Car-Sharing (from school to airport): For the route connecting the school with the airport the TMS booked an e-mobility car of a car-sharing provider. Ms Weber picks up her dedicated car in front of the school. The car has her driver profile already preloaded, so that the seat and entertainment system is automatically adjusted to her preferences. In addition, the discussion of her child’s homework group is streamed to the in-vehicle infotainment (IVI) system and distributed to the corresponding rear-seat screen. As Ms Weber and the two children enter the car, the navigation system starts and suggests the most efficient route to the airport. The IVI offers Ms Weber to book the “premium lane” on the autobahn, which includes a guaranteed arrival time at the airport as an option. The car leaves the parking slot automatically and integrates itself in the traffic flow. The traffic lights are taken into account in two ways. On one hand, there is a coarse-grained traffic dynamics reduction that is triggered by the (smart city) backend in communication with all connected cars. On the other hand, there is direct communication between traffic lights and cars that provides fine-tuning with more precise local information, including an analysis of movements in front of the car. During the drive on the autobahn, the car is being automatically alerted by car-to-car communication about an approaching rescue vehicle on the “premium lane”. The car informs Ms Weber, immediately changes lanes, and reduces its speed. In this car-to-car communication, the rescue coordination center informs the rescue vehicle about the accident location to ensure quick appearance with the most up-to-date traffic information.

Back on the “premium lane” the car’s speed is controlled by the supervisory TMS. The TMS detects unconnected cars and monitors them using cameras. The performance of unconnected cars is taken into particular consideration during traffic control and planning. Suddenly the car in front brakes, but the collision can be avoided as the optimum evasive maneuver is initiated by the TMS and applied to all connected cars. Unconnected cars are considered accordingly in the scenario; see Figure 3. Thereby, the emergency brake application is calculated within the vehicle and the information is forwarded to the backend. By Car-to-X communication, the braking maneuver is also broadcasted to other vehicles in the direct neighbourhood. This information about braking maneuvers is collected in the backend, to issue a general warning to the traffic section in case the traffic is prone to producing a traffic jam or an accident.

Close to the airport an Unmanned Aerial Vehicle (UAV) registers heavy rain at position “A (48.456303,12.148819)” with wind direction SE. This information is sent to the TMS, which communicates the upcoming weather situation to every intelligent Road-Side Unit (RSU) within a suitable radius. These RSUs collate the information received with the data they locally sense (wind, rain). The TMS analyses if there is a risk of aquaplaning, in which case a number of actions are taken: unconnected cars are warned using traffic signs, cars equipped with advanced navigation systems are informed in real-time through the system, cars with car-to-x (C2X) close-range communication capabilities receive the warning through nearby RSUs (802.11p) and adapt to the slippery road, and autonomous driving convoys lower speed automatically. Ms Weber arrives at the airport; the car stops and parks in front of the departure entrance according to the flight details, which are sent to the car through the TMS and frequently updated. Ms Weber and her children get out of the car, and label and dispatch their luggage using the automatic check-in counter at the entrance. The car drives autonomously to the parking deck for e-mobility cars of the respective car-sharing provider.

5) Flight (Munich towards Oslo): At the gate, the flight is announced and Ms Weber and her children embark the plane and take their reserved seats. After the boarding is completed, the aircraft takes off in the direction of Oslo.

When the plane has reached a certain height and changes to cruise flight mode, the passengers are allowed to use their personal electronic devices to connect to the wireless passenger network on-board. After reading the digital version of the on-board magazine and ordering drinks and duty free perfumes, Ms Weber starts to watch a TV series and the younger child connects to the school working group via a video conference tool using his tablet device and the video session that was already joined in the car to the airport; the security of the data exchanged is guaranteed. After twenty minutes into the flight, Ms Weber is informed on her personal
smart device that someone rang the bell at her home. She tabs on the notification on the screen and the video and audio signal from her home’s door camera is transmitted to her smart device. She informs the calling neighbour that they will be in Norway for the next few days and wishes him a nice holiday season. Meanwhile the pilot notices a warning on the weather RADAR and is informed by air traffic control that there was a major incident on an oil platform with a huge fire and catastrophic leaking into the North Sea. To ensure the safety of the passengers, the flight is dynamically re-routed by SESAR, but can still reach Oslo with the available fuel. The system organizes the new flight routes of all the planes in the airspace and schedules them to safely reach their airports. To warn the passengers of the expected turbulence, the pilot switches on the seatbelt signs in the passenger service unit and makes afterwards an announcement to all cabin loudspeakers in order to inform the passengers of the redirection. Ms Weber’s TMS is informed of the redirection and the plane’s estimated arrival time in Oslo. Right after the customer service system prompts her if she would like to notify anybody of the incident, Ms Weber receives a call from her mother, Ms Mayer. The old lady has a headache and would prefer not to drive to the airport to pick them up. So instead of using the customer service system, Ms Weber uses the TMS to change her final destination to Sandvika and the system automatically chooses the next available train to Sandvika and reserves seats in the family wagon in order to ensure that Ms Weber and her children are able to reach their final destination.

6) Railway (Oslo to Sandvika): Once Ms Weber and her children occupy their train seats, she discretely discusses via chat with her mother about Christmas presents for the children. The children notice an attendant talking to a senior passenger. The man’s pacemaker detected an irregularity in his heart rhythm; therefore, the Telemedicine System (TS) automatically intervenes: It notifies the train personnel as well as the man’s cardiologist. The attendant is guided through the immediate actions to be taken by his smart device. An ambulance with the adequate equipment and remedies is sent to the next train stop, which is to be reached within 20 minutes. The man’s health is thus properly nursed.

Ms Weber and her children finally arrive at their destination, where the grandmother cheerfully welcomes them.

C. Model of the Scenario

The scenario was modelled according to the ARAMiS artefact model [8] in the tool Enterprise Architect, which is used project-wide for requirements and system modelling. For this purpose, we developed a profile that provides the modeling elements for the defined content items, such that all requirements documents across the project follow the same template structure and use the same elements.

Figures 4 and 5 depict two exemplary illustrations from the model, namely excerpts of the usage model and the functional hierarchy. There are 23 use cases in Figure 4 which describe the journey in detail and about the same number of overall system user functions in Figure 5 which represent the system-sided realization of these use cases. The use cases were also the basis for the realisability assessment in Section III-D. The models were realized in collaboration among the partners from the various domains and detailed further on the respective domain-specific system levels. Further details of the model can be found in [1].

D. Technology Realisability Assessments

When describing a future scenario like the CPS scenario, the probably most interesting aspect to assess is the time horizon of the technical realisability of the different parts of the scenario. We performed such an assessment in a number of workshops and in iterations with domain experts. An overview of the results is depicted in Fig. 6 and 7. The domain experts agreed on a list of quality characteristics, for example infrastructure criteria and quality of service criteria, that were relevant to be assessed for judging the realisability of the CPS scenario. We distinguished 3 time horizons (colour-coded in the figures): available today (green), realisable within 5 years (orange), and realisable within 20 years (red). The assessment was performed for all 23 scenario steps in the top row of each table, and for each of the 14 quality characteristics in the first column of the tables. The rationale for each estimation is provided in additional documentation [1]. The time horizon resulting from the justification is coded by colour in the figures for an easy overview of the results. For example, the transmission of a driver profile to a rental car (2nd step “Driver Profile” in the table) and its necessary backend communication (car2backed) is already technically available. This may be implemented in rental cars within the next 5 years (resulting in colour orange), but to actually implement the service, a common data format for driver profiles would have to be standardised among the car manufacturers, which will presumably take considerably longer and is therefore estimated with 10-20 years (resulting in colour red).

IV. CONCLUSION & FUTURE WORK

This paper presented the ARAMiS cyber-physical systems scenario, including the methodical approach for developing the scenario, a storyline description, illustrative excerpts from
Fig. 5. Functional Hierarchy of the CPS Scenario

Fig. 6. Overview of the realisability assessment

Fig. 7. Overview of the realisability assessment (cont.)
the requirements models, and an overview of the conducted technology assessment. It provides the rationale and the basis for the domain-specific developments in ARAMiS. For the research community, it offers a first available CPS case study of a fictitious system based on real facts targeted for the mobility domain. Therefore, it might serve as input for further research and as a resource for teaching, especially as it might be considered more on the Systems of Systems level, which is a good starting point to educate about CPS. Furthermore, as our paper also provides a preliminary assumption on the scenario parts’ technical feasibility in the future, it provides the adequate basis to then go into details with further design-oriented case studies in the respective application domains.

**Future Work:** The next step is the explicit linking from the domain-specific scenario models back to the overall CPS scenario model in the project-spanning Enterprise Architect repository to allow forward and backward tracing and to provide the traceability for explicit rationale for every requirement in the domain-specific scenarios. The targeted outcome of the project is to provide a showcase that starts with the system of systems scenario at hand and details down to two or three specific use cases in the respective mobility domains including the demonstrators that show the realization of the prototyped technologies.

Apart from the traceability analysis, we plan evaluation of the quality of the complete model repository to assess the advantages and drawbacks of a cross-domain reference model.
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**REFERENCES**


Safety Analysis of Autonomous Ground Vehicle Optical Systems: Bayesian Belief Networks Approach

Daniel Reyes Duran,
Elliot Robinson,
Andrew J. Kornecki
Embry Riddle Aeronautical University.
Electrical, Computer, Systems and Software Engineering Dept.
Daytona Beach, Florida, USA
Email: {reyes73a, robinse3, kornecka}@erau.edu

Janusz Zalewski
Florida Gulf Coast University
College of Engineering
Dept. of Software Engineering
Ft. Myers, Florida, USA
Email: zalewski@fgcu.edu

Abstract—Autonomous Ground Vehicles (AGV) require diverse sensor systems to support the navigation and sense-and-avoid tasks. Two of these systems are discussed in the paper: dual camera-based computer vision (CV) and laser-based detection and ranging (LIDAR). Reliable operation of these optical systems is critical to safety since potential faults or failures could result in mishaps leading to loss of life and property. The paper identifies basic hazards and, using fault tree analysis, the causes and effects of these hazards as related to LIDAR and CV systems. A Bayesian Belief Network approach (BN) supported by automated tool is subsequently used to obtain quantitative probabilistic estimation of system safety.

I. INTRODUCTION

Light Detection and Ranging (LIDAR) combined with dual-camera computer vision (CV) are used as a primary technology for navigation representing a typical optical sensor systems for autonomous ground vehicles (AGV), Researchers at the National Institute for Standards and Technology [1], [2], [3], the U.S. Army [4], and Carnegie-Mellon University [5] have been using such systems to detect obstacles and navigate at ever increasing speeds. Obviously, AGVs combing physical and computing components are typical cyber-physical systems.

AGVs may also be equipped with other navigation technologies such as Inertial Measurement Units (IMU) or Global Positioning System (GPS) receivers; however, the accuracy provided by optically-based navigation controls is absolutely necessary for a safe and precise vehicle operation. Since GPS position errors may be in the range of several meters, GPS alone is not sufficient to safely control a vehicle in urban environment without endangering street signs, pedestrians, and other vehicles. Additionally, GPS reception is obstructed by tall buildings, making GPS unsuitable as a primary navigation tool in an urban environment. IMUs may be used to supplement GPS in low signal areas. However, as kinematic devices, IMUs quickly build up internal error, making them essentially useless for prolonged autonomous navigation. Due to these issues, it is necessary to navigate with a combined system which relies heavily upon optically-based sensor devices.

The paper specific focus is on dependability of the LIDAR and CV sensor systems. It is critical to analyze how the systems work jointly during normal operations and how they work separately under exceptional conditions. To encourage simplicity and maintain focus on the technology, the LIDAR and CV systems are viewed in a generic manner with no effort to model a specific brand of sensor platform. The increasing importance of these issues is realized as fully autonomous vehicles begin to find their way onto roads. Environmental sensing i.e., the capability of the AGV to recognize its location with respect to the environmental obstacles, is the major reason why LIDAR and CV systems are required. Since any unsafe AGV operation may result in violation of safety (property loss or harm to people), there is an evident need for safety analysis. The AGV is safety-critical, software intensive system and potential faults or failures could result in mishaps leading to loss of life and property. By analyzing the hazards posed by the system, the chance of mishap may be reduced or, in some cases, entirely eliminated.

The paper classifies the risk related to AGV operations and describes hazard analyses focusing on impact of LIDAR and CV systems on these operations. Fault Tree Analysis (FT) is used to identify undesirable events and sequences of events leading to top level mishaps such as pedestrian injury, vehicle damage, and external property damage. The Bayesian Belief Network (BN) was modeled based on the FT diagrams along with estimations of likelihood of the events and decision nodes. The presented model can be a good estimator of AGV optical navigation systems as a whole.

II. SYSTEM DESCRIPTION

A. The AGV Sensor Systems

LIDAR and CV systems are optical sensor systems typically installed on AGV. Together with other sensors they are capable of providing kinematic information about a vehicle (position, velocity, acceleration) and physical information about surroundings (obstacles, road signs, pedestrians, etc). The information from the sensors feeds into a sensor integrator subsystem which filters and integrates data from all vehicle sensors. Detectable anomalies and erroneous data are typically filtered at this stage.
Having been filtered, the input data are packaged and sent to a state estimator which performs additional filtering and estimates the current state of the vehicle. This state data are then sent to the navigation module which acts as a high-level controller for the individual control algorithms related to degrees of freedom of the vehicle (velocity, heading, etc).

The navigation module (i.e., waypoint manager) handles high level control of the AGV’s navigation. In the event of an optical sensor failure, the data passed on to the state estimator will be either corrupt or missing, generating a biased position estimate for the navigation module. The navigation module relies on this data to know where in the world the AGV is with respect to the waypoints, so a simple LIDAR failure could result in the navigation module thinking that the AGV is only 10 meters away from the target when in reality it is 100 meters away.

B. LIDAR

Regardless of measurement technique, all LIDAR units include the following (often redundant) components: laser, lens filter, receiver, power regulator, rotating mirror, position encoder, and onboard processors. As an example, Fig. 1 shows a LIDAR unit (by SICK) with panoramic scanning using rotating a mirror, allowing the laser diode to remain stationary. Detection is accomplished through a complicated combination of synchronizing hardware (including precision motors, and position encoders), and onboard processing capabilities. LIDAR systems typically use a lens filter to block wavelengths of light not identical to that emitted by the laser diode, thus passively reducing interference in the receiver and avoiding the additional complexity, software, circuitry, and cost associated with active filtering. Received laser signals are processed based on this synchronization data to produce a two or three dimensional point cloud. Any error in the system can obviously lead to incorrect depth or position calculations.

Despite being designed for an outdoor use, the high-precision moving parts and optics in modern LIDAR systems are very sensitive to shock. It is important to always place the device at safe, strategic locations around the vehicle. LIDAR should be placed at high clearance locations from the ground, minimizing the amount of vehicle parts obstructing the field of view. Precautions should be taken to protect the device. Foreign-object impact, shock, and vibrations resulting from crashes or rough terrain navigation could cause device failure.

The LIDAR optical filter is one of the most important components of the device. Any damage to the filter will adversely affect measuring accuracy. The LIDAR filter should be protected with a shroud to prevent or reduce impacts and scratches due to vegetation.

C. Computer Vision

Similar to the LIDAR, the CV camera system can produce a two dimensional image using a single camera (or a three dimensional image using dual camera system with two cameras arranged stereoscopically). Using two cameras also allows the failure of a single camera to degrade but not completely void the CV system functionality.

Computer vision software is fundamentally bounded by image quality which is often related to the number of pixels. As each pixel must be processed at least once, the quantities of data and necessary memory may be overwhelming for a system with limited resources. With sufficient processing hardware it is possible to extract quantitative information from scenes, detect obstacles, or track targets using nothing but CV software.

Computer vision algorithms depend upon the video signal received from the camera device. Almost every camera generates some form of distortion which may degrade or even prevent a CV algorithm from operating properly. For this reason, it is necessary to properly calibrate camera and correct image distortion prior to using the image as a source for CV. Improper lighting typically affects both cameras at the same time due to overcast or night condition etc. High-intensity headlights and ambient light sensors on the cameras would be the mitigation technique.

LIDAR failure alone should not significantly degrade system performance. Cameras misalignment would occur if they are displaced by an impact or vibrate free (which can be mitigated with appropriate hardware, e.g., lock washers) and periodic maintenance. Optical receiver misalignment should be extremely rare and can only be caused by manufacturing defect or by physical stress on the device over time (i.e., vibrations from road).

III. SAFETY ASSESSMENT

A. Risks and Hazards

Incorrect operation of AGV may result in mishaps of various severity levels (Table I). One may identify risk as a measure of potential consequence of a hazard representing both the likelihood and the severity of something bad or undesired happening. During the hazard identification stage, hazards are classified according to their risks. A Preliminary Hazard Analysis (PHA) is the starting point to classify these hazards. As with most safety critical systems, the AGV system hazards can be classified in a qualitative manner, using pre-defined arbitrary categories known as risk classes computed as a product of severity and the likelihood of occurrence. For the AGV system, these levels are: negligible
(RV < 1), marginal (1 < RV < 10), critical (10 < RV < 100) and catastrophic (RV > 100).

<table>
<thead>
<tr>
<th>Table I</th>
<th>Mishap Severity Levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Severity Level</td>
<td>Description</td>
</tr>
<tr>
<td>1</td>
<td>No loss of any kind</td>
</tr>
<tr>
<td>2</td>
<td>Minor property loss (low cost hardware parts)</td>
</tr>
<tr>
<td>3</td>
<td>Major property loss, damage to the environment</td>
</tr>
<tr>
<td>4</td>
<td>Loss of critical hardware, human injuries, major damage to the environment</td>
</tr>
<tr>
<td>5</td>
<td>Catastrophic loss of life, loss of the entire AGV system, serious environment damage</td>
</tr>
</tbody>
</table>

From a safety standpoint, hazards become the source for safety requirements. Typically, loss of any system functionality may lead to a hazard (e.g., if the laser head of the LIDAR system stops rotating due to mechanical failure). The loss of functionality usually allows identifying a hazard. In turn, the hazard identification allows determining a control measure to be established to prevent or control this hazard. Finally, this control measure can be then converted into a safety requirement for the system and thus be considered in the system development lifecycle.

For the LIDAR example, there is a known hazard of losing the mechanical functionality of the laser rotor head due to wear or manufacturing defects. Typically, engineering department would design and test systems well enough to provide recommendations of conditions for safe operation of their product. Furthermore, manufacturers will typically add recommended maintenance checkups to prevent hazards from transforming into accidents and mishaps. Hazards are always dormant, that is, they exist harmlessly unless certain conditions and/or set of events occur, transforming the hazard into an accident or mishap. Hazards by themselves are not doing any harm unless some transformation takes place.

<table>
<thead>
<tr>
<th>Table II</th>
<th>Hazards Identification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Item</td>
<td>Sub-item</td>
</tr>
<tr>
<td>LIDAR</td>
<td>Position Encoder</td>
</tr>
<tr>
<td>LIDAR</td>
<td>Electrica l Lens</td>
</tr>
<tr>
<td>LIDAR</td>
<td>Electrica l Lens</td>
</tr>
<tr>
<td>Optical Receiver</td>
<td>Misalignment</td>
</tr>
<tr>
<td>Optical Filter</td>
<td>Damaged</td>
</tr>
<tr>
<td>Mirror Motor</td>
<td>Malfunction</td>
</tr>
<tr>
<td>Mirror Motor</td>
<td>Malfunction</td>
</tr>
<tr>
<td>Camera Misalignment</td>
<td>CV Failure</td>
</tr>
<tr>
<td>IR Filter Missing</td>
<td>CV Failure</td>
</tr>
<tr>
<td>Lens Damaged</td>
<td>CV Failure</td>
</tr>
<tr>
<td>Camera Improper Lighting</td>
<td>CV Failure</td>
</tr>
<tr>
<td>Navigatio n Module</td>
<td>N/A</td>
</tr>
<tr>
<td>Navigatio n Module</td>
<td>N/A</td>
</tr>
<tr>
<td>Navigatio n Failure</td>
<td>Property Damage</td>
</tr>
<tr>
<td>Navigatio n Failure</td>
<td>Vehicle Damage</td>
</tr>
<tr>
<td>Navigatio n Failure</td>
<td>Pedestrian Injury</td>
</tr>
</tbody>
</table>

The most critical sequence of events is one that eventually leads to top level mishaps in the AGV system. Top level mishaps typically relate to loss of life, property or severe damage to the environment. The main goal of Safety Engineering is to prevent these mishaps from happening.

Generally, mishaps are not caused by single events. The accidents are almost always caused by a sequence of events that eventually take the system to an unstable and unsafe state causing the mishap. In the case of the AGV system there are three major top level mishaps: Critical Vehicle Damage, Pedestrian Injury, and Other Property Damage. Critical Vehicle Damage refers to a sequence of events leading to an accident in which the AGV is lost. This type of mishaps results from uncontrolled travel that leads to a physical contact involving substantial volume of kinetic energy between the AGV system and the physical world (i.e., crash or collision) which results in property loss. Pedestrian injury or fatality is by far the most undesirable top level mishap that may be caused by an uncontrolled travel of the AGV system. Other property damage refers to loss of property caused to third parties that are not a part of the AGV system. For instance, during collision with another vehicle the AGV system may cause damage to the other vehicle. All three above mentioned mishaps can be categorized at the highest severity level.
B. Fault-Tree Analysis

Based on the preliminary hazard identification presented in Table II, we may use Fault Tree Analysis (FTA) to show the chain of events that may lead to mishaps. FTA allows us not only to identify the set of events leading to top level mishaps but also determine the intermediate events that constitute a cause-effect chain [6].

Fig. 2 presents top-level fault tree identifying three top-level mishaps and the LIDAR/CV contribution to these mishaps. LIDAR and CV subsystems fault trees are presented in Fig. 3 and 4. As Portinale [7] observed: “Any FT can be transformed into a corresponding BN, by creating a binary BN node for each event in the FT, and by setting the probability of BN root nodes (corresponding to basic events in the FT).” Thus, the cause-effect relations between the events are the basis of subsequent quantitative probabilistic analysis using a Bayesian Belief Network.

The FTA analyses show that any major mishap will involve the failure of one or more subsystem components. In the case of both subsystem components failing (CV and LIDAR) the resulting behavior of the AGV system will always reach a top level mishap scenario.

IV. BAYESIAN BELIEF NETWORKS

A. Background

Bayesian Belief Networks have been widely used in Industrial Information Systems for solving variety of computational problems with insufficient information and excessive uncertainty [6, 8, 9]. Since the 18th century mathematician Rev. Thomas Bayes introduced the concept of updating probabilities based on new information, the method has been widely applied in probability and statistics. The basis for the method is the inversion formula for belief updating from evidence (E) about a hypothesis (H) using probability measurements of the prior truth of the statement enhanced by posterior evidence:

\[ P(H|E) = \frac{(P(E|H)*P(H))}{P(E)} \]  

A Bayesian belief network is a probabilistic graphical model. The belief network represents the joint probability distribution of a set of random variables with explicit interdependence assumptions. In this research a Bayesian network is defined by a directed acyclic graph of nodes representing variables and arcs representing probabilistic dependency relations among the variables [9].
An arc from node A to another node B indicates that variable B depends directly on variable A. If the variable represented by a node has a known value then the node is said to be observed as an evidence node. A node can represent any kind of variable, be it a measured parameter, a latent variable, or a hypothesis. Nodes are not restricted to representing random variables: this is what “Bayesian” is about a belief network.

The approach supports three types of reasoning. Predictive reasoning observes the causal evidence and updates the middle and upper layer nodes reasoning from a cause to the effects. Diagnostic reasoning observes the evidence of effects and updates the middle and the bottom layer causal variables, reasoning from an effect to the cause. The BN’s also allow explanatory (inter-causal) reasoning, in which middle layer reasoning evidence is used to update both the causal and the effect variables.

### B. Preliminary Modeling

There is a variety of tools supporting BN modeling: www.dsl-lab.org/ml_tutorial/software_bayesian_networks.html. The computations were done using Bayesian Networks generated by the tool Netica [10]. Based on the fault tree diagrams, along with assumption of base events likelihood (leaf nodes) and the conditional probabilities, it was possible to create a model which represents a good estimator of AGV optical navigation systems dependability. Using nominal likelihood values based on the system analyses and the available data, i.e., assuming no deterministic evidence about the status of the system components, we were able to assess the likelihood of top level mishaps and thus identify their criticality. Fig. 5 presents a screenshot of the tool in such nominal scenario.

From this nominal scenario the BN allows to introduce evidence of selected events and analyze the impact of this evidence on other events. The predictive reasoning property of BN allows us to introduce the evidence of base events (as an example: a camera misalignment) and observe the impact on intermediate events and ultimately on the top level mishaps (Fig. 6).

Another scenario allows the presentation of the inter-causal reasoning property of the BN, i.e., analyzing impact of known evidence of intermediate events (e.g. malfunction of laser, mirror motor, optical receiver) up and down the causal chain. As an example, we show how introducing evidence of LIDAR failure results in over fivefold increase of pedestrian injury and property/vehicle damage probabilities (Fig. 7).

Similarly, the evidence of CV failure results in significant increase to the likelihood of top level mishaps (Fig. 8). Using the inter-causal reasoning one can also assess the poten-
tial causes of the malfunctions observing increased likelihood of causal events such as electrical failure, optical filter damage, or misalignment of the receiver.

B. Detailed Analysis

Subsequently, a variety of scenarios were attempted to identify the impact of specific events and the criticality of top level mishaps. The model base probabilities are the best reasonable estimate numbers. Due to uncertainty built into the model, the top-level mishaps show relatively high likelihood of occurrence even with the evidence of correct operation and lack of any problems. The model thus implicitly accounts for unidentified hardware failures and other potential system defects that may cause uncontrolled travel. Table III presents partial results of the predictive and inter-causal reasoning modeling. In a nominal scenario (when all base nodes probabilities are “unknown” i.e. set to the assumed values based on the system analyses and available data), the probability of pedestrian injury is 6.29%. Given evidence of events such as overvoltage or damaged optical filter allows one to predict 200-400% increase in the likelihood of mishap. However, improper lighting or damaged camera lens increases the probability by less than twofold.

Using the predictive and inter-causal reasoning capabilities of Bayesian networks, it is possible to gain additional insight into improvements. For example, simply reducing the chance of inferior lighting is sufficient to remove catastrophic risks and substantially reduce the number of critical risks.

The BN also allows for a diagnostic reasoning (i.e., from effects to cause). For example, having evidence of pedestrian injury the BN estimates that the probability of mirror motor malfunction grows to over six times, CV failure five times, and state estimator failure nearly eight times its original value (Fig. 9).

<table>
<thead>
<tr>
<th>Evidence</th>
<th>Pedestrian Injury Likelihood %</th>
<th>Impact (in relation to evidence unknown)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All base nodes “perfect”</td>
<td>3.82</td>
<td>-39%</td>
</tr>
<tr>
<td>All base nodes “unknown”</td>
<td>6.29</td>
<td>0%</td>
</tr>
<tr>
<td>All base nodes “bad”</td>
<td>48.20</td>
<td>666%</td>
</tr>
<tr>
<td>Improper lighting</td>
<td>9.07</td>
<td>44%</td>
</tr>
<tr>
<td>Severe damaged camera lens</td>
<td>9.76</td>
<td>55%</td>
</tr>
<tr>
<td>Camera misalignment</td>
<td>15.70</td>
<td>150%</td>
</tr>
<tr>
<td>Optical receiver misalignment</td>
<td>16.50</td>
<td>162%</td>
</tr>
<tr>
<td>Damaged optical filter</td>
<td>19.50</td>
<td>210%</td>
</tr>
<tr>
<td>Mirror motor malfunction</td>
<td>31.00</td>
<td>393%</td>
</tr>
<tr>
<td>Overvoltage</td>
<td>31.40</td>
<td>399%</td>
</tr>
<tr>
<td>LIDAR failure</td>
<td>34.40</td>
<td>447%</td>
</tr>
<tr>
<td>CV failure</td>
<td>35.00</td>
<td>456%</td>
</tr>
<tr>
<td>CV and LIDAR failures</td>
<td>47.70</td>
<td>658%</td>
</tr>
</tbody>
</table>

TABLE III
PREDICTIVE AND INTER-CAUSAL REASONING – IMPACT OF THE EVIDENCE ON PEDESTRIAN INJURY

Figure 8 BN inter-causal reasoning – effects of CV failure

Figure 9 BN diagnostic reasoning – causes of pedestrian injury

Diagnostic reasoning is the most desirable in this research, since it allows making predictions on potential causes of mishaps, including quantitative assessment of risk. This, in turn, makes it possible to prepare for catastrophic events by minimizing their consequences or avoid them by paying closer attention to potential causes.

Using diagnostic reasoning it is possible to derive interesting statistics about the system, such as the rate of property and pedestrian damage in incidents of uncontrolled travel involving vehicle damage. Using available evidence it has been determined that vehicular damage will result in nearly...
50% likelihood of property damage and pedestrian injury. It is also possible to estimate that, given the evidence of pedestrian injury, there is a 98.6% chance that it is caused by uncontrolled travel. Having evidence of vehicle damage, the reasoning allows us to estimate the likelihood of LIDAR failure to be 55% and CV failure 27.6%. However, with the evidence of no CV failure the likelihood of LIDAR failure increases to 70.8%. The proposed approach allows us to analyze impact of given evidence on system in a variety of scenarios.

Table IV presents another partial result of the modeling. The columns present likelihood of the model events in two scenarios: when there is no evidence and when there is evidence of pedestrian injury. The LIDAR and CV failure show as the leading causes of potential pedestrian injury.

<table>
<thead>
<tr>
<th></th>
<th>No evidence of pedestrian injury</th>
<th>Evidence of pedestrian injury</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrical failure</td>
<td>0.52</td>
<td>2.81</td>
</tr>
<tr>
<td>Damaged optical filter</td>
<td>3.00</td>
<td>9.29</td>
</tr>
<tr>
<td>Position encoder failure</td>
<td>2.40</td>
<td>9.89</td>
</tr>
<tr>
<td>Camera misalignment</td>
<td>5.00</td>
<td>12.50</td>
</tr>
<tr>
<td>Optical receiver misalignment</td>
<td>5.00</td>
<td>13.10</td>
</tr>
<tr>
<td>Mirror motor malfunction</td>
<td>2.98</td>
<td>14.70</td>
</tr>
<tr>
<td>Laser malfunction</td>
<td>3.45</td>
<td>17.40</td>
</tr>
<tr>
<td>CV failure</td>
<td>4.95</td>
<td>27.60</td>
</tr>
<tr>
<td>Improper lighting</td>
<td>20.00</td>
<td>28.80</td>
</tr>
<tr>
<td>LIDAR failure</td>
<td>10.00</td>
<td>55.00</td>
</tr>
</tbody>
</table>

Interestingly, and in accordance with the hazard table, the BN analysis shows that in the case of total state estimator and thus navigation failure, improper lighting bears a significant probability of being the reason, with CV and LIDAR being evidently on the top. The risk value corresponds equally well to LIDAR failures on the BN, with the laser malfunction as the primary cause. This correlation between the hazard table and the BN implies that the proposed approach provides reasonable base for quantitative assessment of system dependability.

V. CONCLUSIONS

This paper describes the analysis of autonomous ground vehicle system optical navigation components to identify hazards leading to potential safety violations and top level mishaps. We used safety analytical modeling techniques including Fault Tree analysis and Bayesian Belief Networks to better understand the sequence of events that could lead to a major accident or mishap. The quantitative analysis helps to determine the most important hazards that need to be mitigated or controlled. Analysis results confirmed the importance of the reliability and availability of the AGV sensor LIDAR and CV subsystems. Based on the analysis, specific mitigation measures can be recommended in order to reduce the risk of loss of life and/or property. These risk mitigations would lead to reducing the probability for subsystem and system malfunction.

By utilizing both Fault Tree Analysis and Bayesian Belief Networks it is possible to better determine what the sequences of events and their impact on the top level mishaps. From the FTA results it is clear that any major mishap will always involve the failure of one or more subsystem components. In the case of both subsystem components failing (CV and LIDAR) the resulting behavior of the AGV system will always reach a top level mishap scenario. Using predictive reasoning capabilities of Bayesian Networks, it was possible to gain additional insight into the system operation and identify the potential mitigation sources.

Future work would need to assure that the numerical values for the likelihood of events as well as the dependency relations between the nodes closely represent reality. A good source for these values would be published equipment failure rates (e.g. based on military handbook MIL-HDBK-217F 1995) or collected from industry studies related to safety incident rates [11].
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Abstract—Systems engineers use SysML as a vendor-independent language to model Cyber-Physical Systems. However, SysML does not provide an executable form to define behavior but this is needed to detect critical issues as soon as possible. Action Language for Foundational UML (Alf) integrated with SysML can offer some degree of precision. In this paper, we present an Alf specialization that introduces the synchronous-reactive model of computation to SysML through definition of non explicitly constrained semantics: timing, concurrency, and inter-object communication. The proposed specialization is well-suited for safety-critical systems because it is deterministic. We study one example already modeled in the literature, to compare these approaches with our one. The initial results show that the proposed specialization helps to couple complexity, provides better composition, and enables deterministic behavior definition.

I. INTRODUCTION

CyBER-Physical Systems (CPSs) are an integration of computational and physical processes [14]. The difficulty in modeling cyber-physical systems comes from the diversity of these systems. The most promising approach to mitigate this problem is developing expressive and precise modeling languages [8].

 Accordingly, the Object Management Group (OMG) and the International Council on Systems Engineering (INCOSE) developed Systems Modeling Language (SysML) [20]; a general-purpose modeling language for systems engineering applications. SysML has demonstrated a capability for top-down design refinement for large-scale systems [11]; therefore, SysML is expressive, but the lack of formal foundations in the SysML results in imprecise models.

A major current focus in systems engineering is how to introduce precision in the approaches based on SysML through formal methods. This introduction can be a legal requirement when dealing with safety-critical systems; e.g., the IEC 61508 (Functional Safety of Electrical/Electronic/Programmable Electronic Safety-related Systems) defines formal methods as highly recommended technique for the highest safety integrity level; moreover, DO-178C (Software Considerations in Airborne Systems and Equipment Certification) addresses formal methods as a complement to testing. There are languages with a formal semantics such as Esterel [5] or the B-language [7]; nonetheless, there are no modeling languages with widespread use in systems engineering community that have the attraction of SysML [10].

This paper focuses on the evaluation of a formal foundation in SysML engineering approaches concerning behavioural definitions. Behavior is defined using SysML, and also using Unified Modeling Language (UML) [18], mainly by Activity Diagrams, Sequence Diagrams, and State Machine Diagrams, which do not have precise semantics given by OMG; and, in general, are not executable.

Behavioural definition could evolve with the Semantics of a Foundational Subset for Executable UML Models (fUML) [19]; this specification defines a formal semantics for an executable subset of UML. Moreover, OMG Action Language for Foundational UML (Alf) is the textual language for fUML [21].

On the contrary, there are research papers [4][22] stating that fUML and Alf are not suitable for behavioural modeling the safety-critical systems yet. The reasons can be classified as follows: (1) nondeterminism in the execution model [4]; and, (2) current tools do not allow the use of model-checking or theorem proving [22]. Hereafter, we will explore the reason (1) in detail.

fUML standard execution model is based on a model of computation (MoC), which is nondeterministic (we consider this in Section III.A). On the other hand, there is one MoC that can provide determinism, and can simplify the modeling and verification tasks; it is called synchronous-reactive [14].

The synchronous-reactive MoC can provide determinism using the fundamental model of time as a sequence of discrete instants and parallel composition as a conjunction of behaviors [3]. This MoC has been established as a technology of choice for specifying, modeling, and verifying real-time embedded applications [3], e.g. Esterel [5], Lustre (as well as, Lustre-based commercial Scade tool) [3], Signal [3], and Quartz [26] are languages also based on this MoC.
The synchronous-reactive MoC means that most of the statements are executed in zero time (at least in the idealized model). Synchronous computations consist of a possibly infinite sequence of atomic reactions that are triggered by a global logical clock. In each reaction, all inputs are read and all outputs are computed by all components in parallel. In the synchronous-reactive MoC, the communication and computation of values is done in zero time. Consumption of an infinite sequence of atomic reactions that are triggered by a global logical clock. In each reaction, all inputs are read and all outputs are computed by all components in parallel. In the synchronous-reactive MoC, the communication and computation of values is done in zero time. Consumption of

Comparing a system described in the synchronous-reactive MoC against a system described following an asynchronous MoC for dual redundant flight guidance system, Miller et. al. [15] made the following observation: “the properties themselves are more difficult to state, were weaker than could be achieved in the synchronous case, and required considerable complexity to be added to the model to ensure that even the weakened properties were true”. Furthermore, systems described by a synchronous-reactive MoC can be desynchronized [3] in a concrete solution that is then asynchronous, e.g. to generate Globally Asynchronous Locally Synchronous architectures (GALS) [15].

In this paper, we explore the causes of nondeterminism in fUML and Alf, and, present a deterministic specialization of Alf for CPSs modeling based on the synchronous-reactive MoC. This specialization removes deficiencies found by [2] [4] in fUML and Alf, and can be an alternative to define deterministic behaviors in SysML. The initial results show that the proposed specialization does not add complexity to the task of modeling CPSs using SysML, and enables a deterministic definition of the behavior.

The remainder of this paper is organized as follows: in Section II, related works are explored; in Section III, the relationships between Alf and other OMG specifications are explored; in Section IV, we present the initial approach; in Section V, we discuss the initial approach; finally, conclusions are shared in the last section.

II. RELATED WORKS

There is a large number of research papers about semantics for models defined using UML, and consequently, SysML. Hußmann [12] proposed the following classification for approaches concerning structural semantics: (1) naive set-theory, (2) meta-modeling, and (3) translation. This classification can also be used for the works focused on behavioural semantics.

Extending naive set-theory, Graves and Bijan [11] proposed one approach where behavior defined using SysML State Machine Diagrams is represented as a set of axioms in type theory. Graves [10] stated that SysML uses diagrams to model structure, and these diagrams can be encoded as axiom sets in OWL (Web Ontology language). The last work did not cover behavioural modeling, but it suggested that behavioural modeling should follow the same path of the structural modeling, i.e. behavior should be encoded as sets of axioms.

Abdelhalim et. al. [1] defined a method that receiving State Machine Diagrams and Activity Diagrams (according to fUML) applies a transformation to Communicating Sequential Processes (CSP). Later, the method uses a model checker to verify the resulting CSP representation. This work focuses on maintaining the behavioural consistency between State Machine Diagrams and Activity Diagrams. Abdelhalim et. al. [2] refined their initial approach defining a subset of CSP to be used because difficulties emerge when non-trivial fUML inter-object communication mechanism is formalized. This work identifies patterns that are correct from the modeller’s point of view and the system representation; however, when model checking the CSP representation of this model is performed, a state space explosion problem may occur. Persiel [22] suggested that a subset of Alf should be translated to PlusCal, which has precise semantics defined by a translation to TLA (Temporal Logic of Actions); later, the model checker from TLA would be used.

Some degree of semantics for models is a prerequisite for verification. Taking into account verification, there are a large number of research papers about the verification of UML, and consequently SysML, behavioural models, focusing on State Machine Diagrams, Sequence Diagrams and Activity Diagrams; nonetheless, a way to check the correctness of behavioural representations is still not agreed [24].Planas et. al. [24] presented a method to verify correctness of behaviors defined using Alf through analysis of all possible execution paths. This method uses as input an UML model, and performs its checks directly on this model. This work states that translating UML behavioural models into other formalisms or languages could compromise scalability of these proposed methods.

However, few researches addressed the problem of nondeterminism, and its roots, in behavioural representations using fUML, and Alf.
Benyahia et. al. [4] showed that fUML, and also Alf, is not directly feasible to safety-critical systems because the MoC defined in the fUML execution model is nondeterministic. In spite of variation points provided by fUML, this work recognized that they are not powerful enough to change the MoC, and an alternative extension of the core execution model was presented to accommodate different MoCs.

III. OMG SPECIFICATIONS AND MoCs

Execution and verification of models is the cornerstone of any Model-Driven Development (MDD). One prominent alternative for MDD is Model-Driven Architecture (MDA) [17] established by OMG. MDA defines three levels of abstraction: (1) Computational Independent Model (CIM) – focuses on the environment of the mission and mission’s requirements; (2) Platform Independent Model (PIM) – defines requirements, structure and behavior for candidate abstract solutions; (3) PSM (Platform Specification Model) – describes concrete solutions.

An important OMG specification for PIM is Alf [21]. Alf is a textual surface representation for UML modeling elements. It is an action language that includes primitive types (including real numbers), primitive actions (e.g. assignments), and control flow mechanisms, among others. It is object-oriented, and it is an imperative language (like C and Java). Further, Alf has the expressivity of OCL (Object Constraint Language) in the use and manipulation of sequences of values, enabling an OCL-like syntax.

The execution semantics of Alf is given by mapping the Alf concrete syntax to the abstract syntax of fUML [19]. fUML abstract syntax is a subset of UML with additional constraints, so a well-formed model is one that meets all constraints imposed on its syntactic elements by the UML abstract syntax as well as all additional constraints imposed on those elements by the fUML abstract syntax.

Moreover, the execution semantics of fUML is an executable model written in fUML. However, instead of using Activity Diagrams, activities are written as equivalent code in Java; to support that, a mapping from Java to Activity is defined for core elements of activities (Base UML - bUML). The circularity is broken by the base semantics for bUML, which is specified in first order logic based on Process Specification Language (PSL). PSL (ISO 18629) provides a way to disambiguate common flow modeling constructs in terms of constraints on runtime sequences of behavior execution; desired behavior is specified by constraining which of the possible executions is allowed [6].

Fig. 1 shows relationships between these OMG specifications. In the following, “fUML execution model” refers to fUML and Alf.

SysML reuses a subset of UML 2 and provides additional extensions to satisfy the necessities of systems engineering, e.g. Requirement Diagrams [20]. SysML and Alf integrate seamlessly because Alf can be used in context of models not limited to the fUML subset [19]. Concerning the MoC provided by UML, one basic premise from this modeling language is that all behaviors are ultimately caused by actions executed by active objects [18], which is an instance of an active class (executed concurrently).

This establishes concurrent processes (active objects) but does not define a specific MoC because all BehavioralFeatures (e.g., Operations and Receptions) in UML allow three types of concurrency: sequential, guarded, and concurrent. Therefore, the semantics is unconstrained, which supports heterogeneous MoCs; in fact, it is one of the goals of the specification.

fUML constrains the concurrency for all BehavioralFeatures to the sequential type; as a result, the sole mechanism for asynchronous invocation in fUML is sending signals (SendSignalAction) to other active objects [19]. Further, the sending action is not blocking, i.e., an object sends a signal and continues its execution; it does not wait for a response, or an acknowledgment (nonblocking write). In contrast, the reception action is blocking, i.e., one computation running is blocked when it expects to receive a determined signal (blocking read). Moreover, the received signals are stored in an unbounded event pool for each active object, which is a FIFO (first-in first-out) in the fUML standard execution model (this is a variation point [19]). Consequently, the fUML standard execution model is characterized by concurrent processes (active objects) communicating with each other through unidirectional unbounded FIFO event pools, where writes to the event pool are nonblocking, and reads are blocking.

These fUML’s characteristics are what the Kahn process networks have [13]. However, fUML standard execution model defines that signals coming from different active objects should be stored in the same target event pool. Allowing more than one process to write to an event pool (channel), the resulting process network is neither deterministic [13] nor a Kahn Process Network (in the strict sense). Consequently, the resulting process network can be described by active objects that receive (input) and emit
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(output) signals, and a set of firing rules (encoded in the behavior) defining when an active object should be fired; these characteristics are what the dataflow process networks have [13].

Nondeterminism can be a powerful modeling tool, but it should be used only when necessary [13]. Consequently, deterministic languages that allow nondeterminism remove it using precise techniques, e.g. the Quartz [26] compiler adds new control events to remove nondeterminism allowed by some statements.

Despite the nondeterminism of fUML MoC, it is designed to support a variety of different MoCs. This is pursued using two techniques: (1) defining explicit variation points, which are: event dispatching scheduling (used in the inter-object communication), and polymorphic operation dispatching; (2) leaving some semantics elements unconstrained that are: timing, concurrency, and inter-object communication.

IV. THE INITIAL APPROACH

CPSs are often safety-critical systems [14]; hence executable models describing them must be deterministic: given a state $x(t)$ and an input $w(t)$ the system must generate the same output $u(t)$ for each reaction in state $x(t_p)=x(t)$ and input $w(t_p)=w(t)$.

The fUML specification states that there are a number of cases in which the UML indicates that the execution semantics in a certain area are nondeterministic [19]. In order to understand these nondeterministic areas, the next subsection discusses the roots of nondeterminism in the fUML execution model.

A. fUML and Nondeterminism

In order to analyze fUML’s nondeterminism, behavior should be classified, which is done by UML [18] as: (1) intra-object behavior addresses the behavior occurring within classes; (2) inter-object behavior, which deals with how active classes communicate with each other.

The roots of nondeterminism in the fUML specification can be grouped as follows: (1) structural features manipulation – e.g. set one value to a property of an object; (2) conditions – fUML conditional clauses, e.g. defined using if or switch Alf statements; (3) token flow semantics – defines intra-object behavior semantics, e.g. how are tokens offered, and, consequently, in which sequence are nodes executed; (4) ObjectActivation – a key class responsible to bind inter-object behavior with intra-object behavior.

1) Structural feature manipulation

A property in a class, defined by a modeller, is a StructuralFeature in the meta-model of UML. Actions that write or remove values in a StructuralFeature can be nondeterministic. The nondeterminism occurs when a target property has multiplicity greater than 1, it is not ordered, and it does not have the uniqueness property; i.e., the property is a bag.

This nondeterminism can be a challenge for verification but it compromises neither the given definition of deterministic models nor the fUML MoC.

2) Conditions

Conditions are modeled in fUML using ConditionalNodes. ConditionalNode has an association with Clauses; each Clause can have an association with predecessor Clauses. The fUML execution model states that sequential evaluation is performed when the predecessor chain is defined.

Two statements in Alf map to ConditionalNodes in fUML: if, and switch. The statement if is mapped using predecessor clauses in fUML when the modeller uses the construct “if (condition) else ...”; so the sequence of evaluation of clauses is deterministic; on the other hand, when the modeller uses the construct “if (condition) or ...” the sequence of evaluation of clauses is nondeterministic. Finally, the statement switch is mapped without use of predecessor clauses in fUML so the evaluation of clauses is not deterministic.

As a result, the modeller has two options to produce a deterministic model, concerning conditions using Alf: (1) define conditions that are mutually-exclusive (assured by the modeller, or by an automated assistant); or, (2) use the Alf construct “if (condition) else ...”: A nondeterministic model is defined otherwise.

This nondeterminism compromises the given definition of a deterministic model, but it does not affect the fUML MoC.

3) Token flow semantics

fUML states that different execution traces for the same inputs in an identical environment (including same state) are allowed to be different [19].

For example, given two actions that are not directly or indirectly ordered by their relationships, the order of execution is determined neither by UML semantics nor by fUML execution model, as recognized by [4]. Other example, a ForkNode enables race conditions. Therefore, nondeterminism is established in the intra-object behaviors.

Some basic nondeterminism (coming from UML), in the token flow semantics, are removed by semantic mapping from Alf to fUML, e.g., a naive modeller can, using fUML, connect an OutputPin at two InputPins without using a ForkNode (it copies tokens). However, that construction is not possible in Alf, which generates a ForkNode for each local name [21].

This nondeterminism (if these different traces lead to different outputs or signals sent to other active objects) compromises the given definition of deterministic models, and can contribute to the nondeterminism in the fUML MoC.

4) ObjectActivation

ObjectActivation is the class defined in the execution model to handle the active behavior of an active object. It is responsible to bind inter-object behavior with intra-object
behavior because it, together with EventAccepters, offers the blocking read feature for fUML MoC.

Two associations of this class are important for analysis of nondeterminism: (1) eventPool - the list, without upper bound, of pending signals sent to the object handled by this object activation; (2) waitingEventAccepters - the set of event accepters waiting for signals to be received by the object handled by this object activation.

For example, an execution sequence (ES) for two active objects communication can be explained as follows: (1) an active object (A) reaches an AcceptEventAction (statement accept defined by Alf), this is a blocking read for a signal; (2) the corresponding ObjectActivation object registers an EventAccepter in the waitingEventAccepter; (3) another active object sends a signal, that matches (A) receptions, and the registered accept statement; (4) the ObjectActivation object inserts this new signal at the end of eventPool; (5) considering that eventPool had no previous signals, this signal is removed from eventPool, dispatched to respective accept statement, and EventAccepter is unregistered.

The step (5) is one of two explicit variation points from fUML, called event dispatching scheduling. The standard execution model provides the implementation described above, where events are dispatched from the pool using a first-in first-out (FIFO) rule.

The ObjectActivation is the key to understand how nondeterminism in the fUML MoC and in the token flow semantics is combined. Exploring the execution model of fUML, Fig. 2 shows an Activity Diagram for an active class. Further, Fig. 3 shows an Alf representation for the Activity Diagram presented in Fig 2.

In Fig. 2, there are two concurrent AcceptEventAction waiting for the same type of signal; they are designed to execute two different tasks using received signals. The ForkNode, together with the fact that the next two actions wait for the same signal, defines a race condition, where the output depends on the sequence of tokens offered. Considering that a signal sent by another active object arrived after the two EventAccepters were registered, and the execution sequence (ES) presented above; during the event dispatching phase (5), there are two registered EventAccepters. In this case, the execution model chooses nondeterministically one of these [19], dispatches the event to it, and unregisters it.

This nondeterminism compromises the given definition of a deterministic model, and contributes to the nondeterminism in the fUML together with fUML MoC.

B. Proposed specialization of Alf and fUML
The initial approach is described as follows: given the semantics defined by fUML, we specialize the explicitly unconstrained elements with the purpose of deterministic behavioural definitions using SysML and Alf. We chose to discuss the semantics in an informal way, and to present concrete additional Alf constructs for the specialization.

These additional language constructs are defined using Annotation. According to Alf abstract syntax [26], annotation is a way to identify a modification to the behavior of an annotated statement. The applied approach allows us an early evaluation of the proposed specialization.

Therefore, a first concern is to introduce a synchronous-reactive MoC on fUML and Alf. A second concern is to specialize fUML and Alf, which means: do not change syntax parsing of Alf, but change its semantics.

The next three subsections explore the introduction of the synchronous-reactive MoC in Alf using unconstrained elements, and the variation points. The fourth subsection summarizes the proposal.

1) Timing
The behavioral semantics of UML only deals with discrete behaviors [18]. Accordingly, the timing semantics proposed divides the time scale in a discrete sequence of instants, each instant corresponds to one macro step as defined in the next subsection.

The annotation @delayed was introduced; it is the only way to assign new values to an already assigned variable in the current macro step. This annotation can be used in the assignments and in the SendSignalActions.

2) Concurrency
Concurrency can be achieved in Alf using two complementary techniques: (A) multiple active objects that, in general, imply the necessity of inter-object communication; or, (B) inside a given definition by the use of the annotation @parallel [21].

The alternative proposed is a combination of concurrency and synchrony (where computation and communication are instantaneous) through introducing the synchronous-reactive MoC to fUML and Alf. According to this MoC, a program can be defined by so-called micro and macro steps. Each macro step is divided into finitely many micro steps, which are all executed in zero time and within the same variable
environment. As a consequence, the values of the variables are uniquely defined for each macro step. Macro steps correspond to reactions of reactive systems, while micro steps correspond to atomic actions [26], e.g., assignments using Alf.

The demarcation of macro steps was introduced by the annotation @pausable; it is one of two ways to define demarcation between two macro steps. The second way is the use of the accept statement. This annotation is designed to be used with loop constructs (while, for, do while) but it can be also used with an empty statement of Alf. The semantics is: after each execution of the loop body, it waits for the next macro step. It follows that all concurrent behaviors run in lockstep: they execute the actions inside the loop in zero time, and synchronize before the next iteration.

The annotation @parallel can be used to define that all the statements in the block are executed concurrently. The block does not complete execution until all statements complete their execution; i.e., there is an implicit join of the concurrent executions of the statements [21].

Alf provides also an annotation called @isolated, it is defined in [21]: no object accessed as part of the execution of the statement or as the result of a synchronous invocation from the statement may be modified by any action that is not executed as part of the statement. Similar to this annotation, Alf provides the isolation expression through character $. Both options are not compatible with the synchronous-reactive MoC, where variables are uniquely defined for each macro step.

3) Inter-Object Communication and Event-Dispatching
Inter-object communication in Alf is performed by sending signals to other active objects. A signal is a specification of what can be carried; furthermore, a signal event represents the receipt of a signal instance in an active object [21]. A signal instance is identified by its contents.

Signals are based on the paradigm of message passing; furthermore, fUML provides a point-to-point (also known as unicast) message pattern. A signal is sent to a receiver (an active object) using a reference to it. In contrast, multicasting supports the non-intrusive observation of component interactions by an independent object, and enables better composition [16]. Multicasting is provided by the introduction of an active class called MessageDispatcher; it provides a service for multicast message exchange. Instances of this class work as bus transferring instances of signals between previously registered active objects, which generate events in the target active object. Every signal handled by MessageDispatcher has a specific identifiable sender, and zero or more receivers.

The set of receivers (active objects) is defined by existence of the reception for the sent signal. All signals generated in the current macro step are available instantaneously in the synchronous-reactive MoC. Further, signals not consumed during a macro step are lost. Delayed SendSignalActions are available in the next macro step.

It is possible to receive signals individually or as a set. Receiving a set of signals is important for those active objects that need to process all signals sent in the current macro step. However, individual signal receiving is fundamental for those active objects that should only process one signal sent to them. For this case (individual signal), the annotation @nonblocking was introduced; it is the only way to receive signals without blocking (nonblocking read).

In a macro step just one signal value (a signal is identified by its contents) is allowed for a given signal type, and MessageDispatcher; therefore, values of the signals for a given MessageDispatcher are uniquely defined for each macro step.

4) Summary
Table I summarizes the annotations available in the specialization of Alf. All other annotations available in Alf now are just comments, as well as, isolation expressions.

Considering that execution model of fUML has changed to accommodate proposed specialization, the semantics of Alf representation in Fig. 3 changes. As just one signal value in a macro step is allowed for a given signal type, and MessageDispatcher; the same signal instance is dispatched for those two parallel accepts, and computation follows in the same macro step concurrently.

The specialized semantics removes the nondeterminism indicated in section “IV.A.4 Object Activation” as described earlier. Also, it removes the nondeterminism indicated in section “IV.A.3 Token flow semantics” because the ordering of micro steps does not influence the semantics of a model. However, the new semantics does not remove the nondeterminism indicated in section “IV.A.2 Conditions”,
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<table>
<thead>
<tr>
<th>Annotation</th>
<th>Informal semantics</th>
</tr>
</thead>
<tbody>
<tr>
<td>@delayed</td>
<td>Delayed assignment or SendSignalAction</td>
</tr>
<tr>
<td>@pausable</td>
<td>Macro step demarcation</td>
</tr>
<tr>
<td>@parallel</td>
<td>Computations on each block are carried out concurrently</td>
</tr>
<tr>
<td>@nonblocking</td>
<td>AcceptEventAction read nonblocking, makes optional signals available</td>
</tr>
</tbody>
</table>

Table I. Annotations in the Specialized Alf
which should be rejected by an interpreter for proposed semantics (when conditions are not mutually-exclusive).

With the proposed specialization, Fig. 3 can be changed without modification of the semantics: the two accepts (ACC1 and ACC2) could be removed, and a new one (ACC0) could be inserted before the concurrent block. This is referential transparency, which means syntactically identical expressions have the same semantics regardless of their lexical position [13].

5) Example

We evaluate the example from [4] but a case study with well-known CPS is [25]. Fig. 4 shows the Block Definition Diagram (BDD) for it. A PingPongSystem is composed by one Player1 and one Player2; both players are active classes. These two active classes communicate by exchanging signals Ping and Pong. The respective Alf representation for the behavior of each player is presented using comments.

In a given macro step, Player1 sends a delayed Pong (P11), and awaits for Ping (P12). In the next macro step, Pong is received by Player2 (P21), who sends a delayed Ping (P22). The game continues forever as showed in Fig. 5.

Fig. 5 shows the Internal Block Diagram (IBD) for the system, and the Alf representation for the main behavior. Player1 (S3) and Player2 (S2) are created passing an object of MessageDispatcher (S3); later, an infinite loop annotated with @pausable (S5), containing an empty statement, is used to define the evolution of time.

In contrast to [4], which uses static Association between the players, it is used Connectors that specify links between instances playing the connected parts only [18] (decoupling Player1 from Player2). The communication is provided by the instance of MessageDispatcher. The Alf specialization makes the example different concerning evolution of time, signal events, and communication. Therefore, this model is deterministic while [4] is nondeterministic.

V. DISCUSSION

Activity Diagrams are used frequently [1][4][2][23][24]; however, for significant activities, these diagrams quickly become large, intractable to draw and hard to comprehend [19].

State Machine Diagrams are another commonly used form of diagrams, especially suited for modeling state-based behavior [1][2][4][11][23][24]. However, UML, fUML, SysML, and Alf do not define precise semantics for state machines [9]. This is ratified by the Alf specification itself, which states that a normative semantic integration of state machines with Alf will be formalized later [21]. Indeed, environments of synchronous languages offer tools to visualize the resulting automata [3], e.g. Fig. 3 can be automatically transformed in a State Machine Diagram.

Transformation from SysML to other languages or formalism could bring some serious problems [12], and could compromise scalability [24]. However, we consider the certification process [22] more challenging because it is needed to assess the original model, and the translated model (or even the transformation itself). Nevertheless, these transformations are powerful, and can provide feedback for the fUML specification MoC. For example, [2] defines a pattern suitable of optimization called “fUML-Opti-Rule(2): Detecting unacknowledged signals” – an unacknowledged signal is one that has been sent from an active object to another active object, and then it (source object) continues sending further signals without waiting for an acknowledgment signal. This pattern is detected through model checking executed over a CSP representation, which is the result of a transformation of a fUML model [2]. Based on this feedback, the modeller should evaluate acknowledging those signals to reduce the state space of the corresponding CSP model. Although, this is a rendezvous that is common in CSP MoC; considering this case, fUML MoC needs more design effort than CSP MoC.

Concerning [10][11] which propose to encode SysML structure as a set of axioms, fUML and PSL [6] are well suited, hence axioms about structure and behavior can be combined and evaluated together.

The evaluation presented corroborates [4] concerning two points about fUML (and also Alf) as it is: (1) the execution model is nondeterministic; (2) it is not suitable for safety-critical systems. Nonetheless, Alf should be specialized to allow safety-critical systems modeling [22].

Fig. 4. BDD for the PingPongSystem.

Fig. 5. IBD for the PingPongSystem (graphical view of flows).
The proposed specialization of Alf adheres the idea of introducing synchronous-reactive MoC during early stages of a system development [3]. The major drawback of this MoC is that the computer interpretation of the models is difficult [3]; further, polymorphism, reclassification, and dynamibility (actions: create, and destroy) can be even more challenging [3].

fUML states that every specialization must be defined using bUML; in fact, the initial approach presented here provides a complete description from the viewpoint of the modeller. It defines the semantics for three additional constructs for Alf that together with MessageDispatcher can transform Alf in a synchronous action language; however, the changes needed in the fUML execution model to support it must be defined.

VI. CONCLUSION

This paper shows the results of the proposed specialization of Alf, according to the synchronous-reactive MoC. It helps to couple complexity, provides better composition, and enables deterministic behavior definitions.

CPS is about the intersection of the computation, control and communication [14]. The initial approach focuses on the discrete computational and communicational aspects of CPSs. It can be composed with discrete control. A case study with a well-known CPS [25] shows that the initial approach can bring solid mathematical foundation from synchronous-reactive MoCs [3] to SysML executable models. We consider this as an intermediary step, located before a formal verification of executable discrete SysML models.

In summary, we believe that specializing well-known vendor-independent specifications (Alf and SysML) can provide an understandable and compact set of languages for modeling, analyzing and verifying of CPSs. Moreover, such a set of languages can enable formal verification for discrete parts of CPSs.
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Abstract—Modern SCADA networks are connected to both the companies enterprise network and the Internet. Because these industrial systems often control critical processes the cybersecurity requirements become a priority for their design. This paper deals with the network security in SCADA environment implemented by firewall devices. We proposed a method for verification of firewall configurations against a security policy to detect and reveal potential holes in implemented rule sets. We present a straightforward verification method based on representation of a firewall configuration as a set of logical formulas suitable for automated analysis using SAT/SMT tools. We demonstrate how such configuration can be analyzed for security policy violation that can be inferred from a security policy specification of an industrial automation system.

I. INTRODUCTION

SCADA (Supervisory Control and Data Acquisition) systems are commonly deployed to continuously monitor and control industrial processes to assure proper functioning, by automating telemetry and data acquisition. Historically, SCADA systems were believed to be secure because they were isolated networks: an operator console, or human-machine interface (HMI), connected to remote terminal units (RTUs) and programmable logic controllers (PLCs) through a proprietary purpose-specific protocol. Yielding to market pressure, that demands industries to operate with low costs and high efficiency, these systems are becoming increasingly more interconnected. Many of modern SCADA networks are connected to both the companies enterprise network and the Internet. Furthermore, it is common that the HMI is a commodity PC, which is connected to RTUs and PLCs using standard technologies, such as Ethernet and WLAN (see Fig. 1). Such configuration has exposed these networks to a wide range of security problems. The access to individual subnetworks are secured by firewalls that implement basic network security policy.

Securing networks properly by configuring firewall rules is difficult, time consuming and error-prone task. Wool has analyzed possible threats of incorrectly configured firewalls in [1] and called for methods that would help to improve the quality of firewall rules. The stated observation considers the complexity and the size of firewall rule sets as the main source of errors. He identified major source of difficulties in creating complex firewall configurations. Although Wool considered only a small set of relatively obvious errors, his survey demonstrated that a rule set having 1000 items includes more than 8 errors on average.

The approach described in this paper is close to the work done by Guttman [2], Bera, Ghosh and Dasgupta [3], and Al-Shaer et el [4]. Similarly we develop the method that is able to verify correctness and consistency of firewall configurations against network security policy given a set of simple policy rules. We show a simple translation of policies and firewall rules into logical formulas and describe the Satisfiability Modulo Theory (SMT) verification method. The SMT tools employ algorithms for solving logical formulas with respect to combinations of background theories expressed in classical first-order logic with equality. In the present work we use Microsoft’s Z3 tool that implements an efficient SMT decisions procedures.

Packet filters implement the basic level of security policies in the network. By restricting the accessibility of certain services, computers or subnetworks, we deploy rough but efficient security measures. Our network model deals only with IP addresses and services or ports. Therefore, the analysis does not reflect hardware or Operating Systems (OS) attacks. The contents of TCP/UDP packets are not examined, but it is possible to extend the description to support this. Our primary goal is to verify safety or resistance of the network with respect to the effect of dynamic routing. Therefore, this classification includes only basic categories of network security properties. Since it can utilize typical fields from IP, TCP, or UDP headers, namely source/destination IP address and service/port allows us to specify wide range of different communications to be analyzed in the network.

This paper is structured as follows: Section II discusses various packet filter representations. Section III presents representation of filtering rules in form of SMT formulas. In Section IV we define a verification method for a single firewall configuration. This is extended to the cascade of firewalls in Section V, thus providing a method for system-wide security policy verification. In Section VII we present a preliminary experimental results showing performance of the presented method. The paper concludes in Section VII by comparing presented method to related work and suggesting further development.
Fig. 1: An example of modern SCADA network.

II. REPRESENTATION OF PACKET FILTERS

Firewall configurations are usually written in form of access control lists (ACL). An ACL format is easy to understand for network administrators and it is also suitable for machine processing. Nevertheless, for an efficient formal analysis this format may represent a problem because it admits conflicting rules. Conflicting rules are pairs of rules that match the same set of packets. These conflicts are solved at runtime by implementing first match semantics. However, certain classes of conflicts can signalize a configuration error, for instance, a rule that completely hides some other rules. Several methods to check conflicts in ACLs and constructing a non-conflicting rule sets were proposed, e.g., [5], [6], [7], [8].

Rules have multidimensional structure. Dimensions correspond to fields in a packet header, in particular, source and destination addresses, port numbers and a protocol type. Formally, we define a rule as a tuple $\langle src, dst, srv, act \rangle$, where $src$ and $dst$ are set of addresses, $srv$ is a set of services, and $act$ is an action.

A logical formula that is a translation of a simple rule $r = (s, d, v, a)$ consists of a conjunction of all selectors. A selector is represented by a predicate that extracts required header field from packet $p$. Thus, for rule $r$ the formula is written as follows:

$$src\_adr(p) \in s \land dst\_adr(p) \in d \land service(p) \in v.$$  

A list of all possible selectors is shown in Table I. A network-mask convention is adopted for representing a sequence of continuous addresses. For instance, address prefix 147.229.12.0/24 is a set of addresses ranging from 147.229.12.0 to 147.229.12.255. We can use the standard set operations, e.g., $src\_adr(p) \in 147.229.12.0/24$ or $dst\_adr(p) \in 147.12.28.0/24 \cup 147.12.30.0/24$. The latter can be expanded to $dst\_adr(p) \in 147.12.28.0/24 \lor dst\_adr(p) \in 147.12.30.0/24$, which allows us to use network-mask format for the canonical address representation.

Often, rule sets implicitly assume the existence of a default rule, which has the lowest priority and matches all packets not matched by any of the previous rules. For a single rule set of an ACL configuration we compute two logical filter representations. A positive filter represents all packets permitted by the ACL configuration. A negative filter represents all packets denied by the ACL configuration.

III. FILTER REPRESENTATION

As proposed in [9] the output of reachability analysis and the input for consecutive security property analysis consist of a collection of reachability sets for forwarding paths in an analyzed network. There are various methods to calculate reachability sets. In this section, we discuss several issues related to these calculations. We overview the problem of efficient address encoding and rule set representation.

Guttman has described an approach to deal with abstract address scheme [2]. The abstract address is a symbolic name of a host or a subnetwork. This address scheme avoids dealing with huge IP address space, which consists of $2^{32}$ addresses. An abstract packet consists of an abstract source address, an abstract destination address, service identification, and a flow orientation. The flow direction represents the communication direction that is either client to server, or server to client. This approach leads to very reasonable complexity which is dependent on the size of the network and mainly on the number of interesting destinations and services. For an example, considering a network with $N$ different distinguished addresses, $S$ different distinguished services, then the abstract packet space of size will be $N^2 \cdot 2S$.

Different approach was proposed by Bera, Ghosh and Dasgupta in [3]. In their work, the IP address space is explicitly represented by bit variables. The bit variables $s_1, \ldots, s_{32}$ represents a source address, bit variables $d_1, \ldots, d_{32}$ represents a destination address, and a vector of bit variables $v_1, \ldots, v_n$ of the appropriate length $n$, represents a service. A flow direction may be modeled separately by a single bit variable or encoded in the service vector. In this way, there is an explicit representation not only for each packet but also for each network represented in network-mask format.

Independently on whether we use abstract address representation or explicit representation, we construct logical formula for each rule in a filter. These are used in composition of formulas for positive and negative filters. Such formula can be encoded as a SAT instance using the Boolean reduction approach, which is defined in detail for explicit address scheme in [3]. If the abstract address scheme is used each abstract address has to be represented by a single Boolean variable.

These two approaches differ from the number of Boolean variables in generated SAT instances. While explicit represen-

<table>
<thead>
<tr>
<th>Function</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>dst_adr(p)</td>
<td>Destination address of a packet $p$.</td>
</tr>
<tr>
<td>src_adr(p)</td>
<td>Source address of a packet $p$.</td>
</tr>
<tr>
<td>dst_port(p)</td>
<td>Destination port of udp or tcp datagram carried in packet $p$.</td>
</tr>
<tr>
<td>src_port(p)</td>
<td>Source port of udp or tcp datagram carried in packet $p$.</td>
</tr>
<tr>
<td>service(p)</td>
<td>Service of a packet $p$.</td>
</tr>
</tbody>
</table>

TABLE I: Network field selectors
tation requires the fixed number of variables, the number of variables used by abstract approach depends on the number of abstract addresses. On the other hand, the former may generate a large number of clauses while the latter tends to keep number of clauses smaller. It remains for future work to analyze and compare both approaches from the practical perspective on real data.

IV. SMT-BASED VERIFICATION METHOD

In this section, we describe an SMT-based verification method for validation of a network security policy. Given requirements on a packet flow and a filter specification in form of a rule set, we compute a subset of rules that violates these requirements. If the subset is empty then all requirements are satisfied.

First, we present the method to verify a single filter against a security policy. Later this method will be extended for verifying a cascade of filters. Checking if the specified packet flow satisfies a security policy. Later this method will be extended for real data.

First, we present the method to verify a single filter against a security policy. Later this method will be extended for verifying a cascade of filters. Checking if the specified packet flow satisfies a security policy.

In this case, it is possible to find an assignment \( s_0 = 1, s_1 = 0, s_2 = 1 \) that satisfies \( f \land p \). While this gives us the required answer we would like to obtain more information to track the problem. To do so, we enrich the filter representation with information that refers to corresponding filtering rules.

\[
\bar{f} = \bigvee r = 0 \land s_0 \land s_1 \\
\bar{r} = 1 \land s_0 \land s_2 \\
\bar{r} = 2 \land s_1 \land s_2
\]

where \( r \) is a bit vector that encodes a rule number. Using this annotation the answer contains information on deny rule that denied the analyzed packet flow, which is, \( r = 1 \).

To capture network security policy we employ Security Policy Specification Language (SPSL) as defined in [10]. This simple language allows us to express services available between different network zones. For network presented in Fig.1, such policy specification can be as follows:

```plaintext
zone ENTP [10.10.100.0/24];
zone DMZ [10.10.10.0/24];
zone PCN [10.10.200.0/24];
zone Internet [*];

service HTTP = TCP [port = 80];
service SSH = TCP [port=22];
service TELNET = TCP [port=23];

policy p1 = deny [telnet,http]([ENTP],[PCN])
policy p2 = deny [*]([Internet],[PCN])
policy p3 = permit [http]([Internet],[DMZ]);
```

For instance, a specification of policy \( p_1 \) can be converted to the following SMT representation:

```plaintext
01 (define-fun p_1 () Bool
02 ; deny [telnet,http]([ENTP],[PCN])
03 (and
04 (= (bvand dst_ip PCN_MASK) PCN)
05 (= (bvand src_ip ENTP_MASK) ENTP)
06 (or (and (= pt TCP) (= dst_pn HTTP))
07 (and (= pt TCP) (= dst_pn TELNET))
08 )
09 )
10 )
```

This policy denies telnet and http traffic to the Process Control Network. This is encoded by specifying source (line 5) and destination (line 4) address ranges of the packets that should be denied. Lines 6 and 7 describe protocol type and destination port numbers that correspond to telnet and http traffic, respectively. Addresses are encoded as bit vectors of size 32. Encoding constraints on addresses follows the general pattern:

```plaintext
(= (bvand x net_mask) net_addr)
```

Here, bvand is a standard bit wise AND operation on bit vectors. Port numbers are encoded as bit vectors of size 16. Using this direct encoding it is possible to directly express policy rules using a standard bit vector theory available in SMT tools.

We demonstrate the translation of ACL configuration to positive and negative filters using the following ACL snippet:

```plaintext
R ip access-list extended paper-example
1 permit icmp any any echo-reply
2 permit icmp any any echo
3 deny ip any 10.10.10.0 0.0.0.255
4 deny ip any 10.10.11.0 0.0.0.255
5 permit ip any
```

These five rules permit any icmp echo and echo-reply traffic and forbid other traffic to target network. The translation to SMT yields four definitions of functions. Note that default permit rule is not translated.

```plaintext
(define-fun f1_r1 () Bool
; permit icmp any any echo-reply
; (and
; (= pt ICMP)
; (= dst_pn ECHO_REPLY)
; )
)
(define-fun f1_r2 () Bool
; permit icmp any any echo
; (and
; (= pt ICMP)
; (= dst_pn ECHO)
; )
)
(define-fun f1_r3 () Bool
; deny ip any 10.10.10.0 0.0.0.255
; (and
; (= (bvand dst_ip x00000ff) x0a0a0aff)
; )
)
(define-fun f1_r4 () Bool
; deny ip any 10.10.11.0 0.0.0.255
; (and
; (= (bvand dst_ip x00000ff) x0a0a0bff)
; )
)
```

Rules constraint only properties explicitly defined. Argument any is not represented as it expresses that the variable
is constrained by the valid range of the corresponding type, which is implicitly enforced by the type system of SMT. The translation of addresses and wild cards are according to the following pattern:

\{(bvor x wildcard) (bvor address wildcard)\}

To verify that ACL obeys a network security policy we need to obtain a representation in form of two partial filters. The negative filter, denoted as f1\_deny, is a boolean formula that is satisfied for all denied abstract packets. Likewise, the positive filter, denoted as f1\_permit, is a boolean formula that is satisfied for all permitted packets. We use this splitting to simplify the process of verification and finding counter-examples. The general method for computation of permit and deny filters is presented as Algorithm 1. We will explain the idea of this algorithm on an example of a deny filter. A list of ACL rules is processed in a reverse order. The deny filter formula is constructed in several steps. The immediate result of each step is denoted as \(f^i_d\). Initially, \(f^0_d\) is empty. The formula \(f^{i+1}_d\) is constructed as follows:

- If rule \(r\) is deny than its logical representation \(\phi_r\) is added to formula \(f^{i+1}_d = f^i_d \lor \phi_r\).
- If rule \(r\) is permit than its logical representation \(\phi_r\) is combined with filter as \(f^{i+1}_d = f^i_d \land \lnot \phi_r\).

Note that in the algorithm the construction of a formula is slightly modified to improve compactness of the resulting formula. All consecutive rules sharing the same action is treated in a single step. Thus, in case of deny rule, we have \(f^{i+1}_d = \lor f^i_d, \phi_r_1, \ldots, \phi_r_n\). The deny filter for ACL from the previous example is generated as follows:

\[
\begin{align*}
01 & \text{(define-fun f1\_deny () Bool) } \\
02 & \quad \quad \text{(and)} \\
03 & \quad \quad \quad \text{(not f1\_r1)} \\
04 & \quad \quad \quad \text{(not f1\_r2)} \\
05 & \quad \quad \text{(or)} \\
06 & \quad \quad \quad \text{(and f1\_r4 (= deny 4))} \\
07 & \quad \quad \quad \text{(and f1\_r3 (= deny 3)))})
\end{align*}
\]

It can be seen that with deny rules there are annotations referring to ACL rules. The annotations allow us to infer information for counter-examples. The permit rule is computed in similar way. Line 8 contains a representation of permit all rule. Permit/Deny all rules match all abstract packets, thus logical representation is constant true.

\[
\begin{align*}
01 & \text{(define-fun f1\_permit () Bool) } \\
02 & \quad \quad \text{(or)} \\
03 & \quad \quad \quad \text{(and f1\_r1 (= permit 1))} \\
04 & \quad \quad \quad \text{(and f1\_r2 (= permit 2))} \\
05 & \quad \quad \text{(and)} \\
06 & \quad \quad \quad \text{(not f1\_r3)} \\
07 & \quad \quad \quad \text{(not f1\_r4)} \\
08 & \quad \quad \quad \text{(and true (= permit 5))})
\end{align*}
\]

Policy verification is performed by checking formulas representing policy and filter by the SMT tool. For restricting policies, \(p_1\) and \(p_2\) it means to find satisfying valuation for \(p_1 \land f_d\). In SMT syntax this is represented by the following code block:

\{assert (and f1\_permit p_1)\}

\begin{algorithm}
\caption{Computation of a permit filter}
\begin{algorithmic}
\Require An input access-control list \(L\), represented as an ordered list of rules, \(r_1, \ldots, r_n \in L\).
\Ensure A boolean formula representing the deny filter \(f_d\).
\State \(f_d := \text{true}\)
\State \(R = L\) Reverse
\While {\(R\) not empty}
\If {\(r\).action = permit}
\State \(p := \text{true}\)
\While {\((r\).action = permit \& R not empty)}
\State \(p := p \land \lnot \phi_r\)
\State \(r := R\).Pop
\EndWhile
\State \(f_d := f_d \land p\)
\Else
\State \(d := \text{false}\)
\While {\((r\).action = deny \& R not empty)}
\State \(d := d \lor \phi_r\)
\State \(r := R\).Pop
\EndWhile
\State \(f_d := f_d \lor d\)
\EndIf
\EndWhile
\end{algorithmic}
\end{algorithm}

The answer of SMT is \textit{unsat}, which means that the conjunction cannot be satisfied and hence the filter \(f_1\) is correct with respect to policy \(p_1\). In case of policy \(p_2\) the result given by SMT is \textit{sat} and a random model is provided, e.g., an assignment satisfying (assert (and f1\_permit p_1)) is as follows:

\[
\begin{align*}
\text{permit} &= 2, \quad \text{pt} = \text{ICMP}, \quad \text{src\_ip} = 10.0.0.0, \quad \text{dst\_ip} = 10.0.0.0, \\
\text{src\_port} &= \text{any}, \quad \text{dst\_port} = \text{any}
\end{align*}
\]

Such result contains diagnostic information telling us that policy is violated by ACL because permit rule 2 matches ICMP echo-reply packets originated from 10.0.0.0 and destined to 10.0.0.0. However, these packets should be denied according to the policy.

A cascade of filters is verified by applying essentially the same approach as described in previous sections. permit and deny predicates are computed for each filter. Then these filters are combined to a single formula representing the cascade of filters.

- \(f^{p}_d = f^{p}_1 \land \ldots \land f^{p}_n\).
- \(f^{d}_d = f^{d}_1 \lor \ldots \lor f^{d}_n\).

where \(f^{p}_1, \ldots, f^{p}_n\) are permit filter predicates and \(f^{d}_1, \ldots, f^{d}_n\) are deny filter predicates. Permit filter is combined using \& operator as a packet is permitted if it passes all ACL on the
path. Contrary, a packet can be filtered by any ACL on the path and thus ∨ operator is used.

V. SYSTEM-WIDE ANALYSIS

In this section, we discuss an extension of a described method for verification of a security policy to system-wide scope. The main goal is to find a network states that violate the given security policy. Recall that security policy is a list of permitted and denied traffic between specified locations. Performing system-wide analysis amounts to check for every pair of network locations specified in a policy rule the permit or deny requirements on the traffic. As there can be multiple paths between these locations these have to be considered. Once we found that a path violates the policy rule it is reported to the user. Considering SCADA network as shown in Fig. 1. Then the topology of this network is capture by the following specification:

\[
\text{path 1 = ENTP -> F1.1 -> F2.1 -> PCN}
\]
\[
\text{path 2 = ENTP -> F1.1 -> DMZ}
\]
\[
\text{path 3 = PCN -> F2.2 -> F1.2 -> ENTP}
\]
\[
\text{path 4 = PCN -> F2.2 -> DMZ}
\]

We use array to remark which paths violate the policy. The evaluation of SMT specification leads to finding a counter example in case of policy rule violation. The presented encoding brings any counter example depending on the run of SMT algorithm. However, it would be desirable if the produced counter example represent the largest subset of a rule set that violates a security policy. Using this approach the user is not confronted with an arbitrary counter example in case of policy violation, but with a counter-example that, if applied to path based policy checking, violates the greatest number of paths.

The idea of finding the greatest number of paths, which violates the policy rule is based on binary search procedure that guarantees to find the result in \( \log_2 N \) steps. The search environment is initialized by introducing a counter array, which keeps the number of paths violating the policy rule. An index in the array is computed as follows:

\[
\text{sums} [i] := \text{sums} [i - 1] + \text{IF path}[i] \text{ THEN 1 ELSE 0}.
\]

This initialization is encoded as follows:

\[
\text{(assert (= (select sums 0) 0))}
\]

We experimentally implemented the proposed SMT-based method using Microsoft’s Z3 tool. The results of execution of this method on problems of various size are shown in Table II. The testing set of filtering rules consists of filters generated using the tool called ClassBench [11]. This generator is equipped with templates of filtering rules derived from a collection of real firewall configurations. The tool generates ACLs of different sizes and parameters. For our purpose, we generated filters for different templates, denoted as acl1-3 and fw1 and fw2. These templates differ by the number of conflicting rules. For every template a range of filters of various size was generated. We use rule sets generated for these templates as an input to our tool that translated them to SMT specification, which was consumed by Z3 tool. We measured time and memory requirements of the SMT method that checks rule set consistency.

Experiments were performed on a 2.53 Ghz Intel Core 2 Duo machine with 8 GB of RAM running Z3 version 4.3.1 in 64 bit mode. Table II contains results for different sizes of the problem. It can be seen that in most cases the time and memory consumption of the methods increases linearly with the number of rules in firewall configuration. The irregularities are caused by the different number of conflicting rules in those samples.

VI. RESULTS AND DISCUSSION

We experimentally implemented the proposed SMT-based method using Microsoft’s Z3 tool. The results of execution of this method on problems of various size are shown in Table II. The testing set of filtering rules consists of filters generated using the tool called ClassBench [11]. This generator is equipped with templates of filtering rules derived from a collection of real firewall configurations. The tool generates ACLs of different sizes and parameters. For our purpose, we generated filters for different templates, denoted as acl1-3 and fw1 and fw2. These templates differ by the number of conflicting rules. For every template a range of filters of various size was generated. We use rule sets generated for these templates as an input to our tool that translated them to SMT specification, which was consumed by Z3 tool. We measured time and memory requirements of the SMT method that checks rule set consistency.

Experiments were performed on a 2.53 Ghz Intel Core 2 Duo machine with 8 GB of RAM running Z3 version 4.3.1 in 64 bit mode. Table II contains results for different sizes of the problem. It can be seen that in most cases the time and memory consumption of the methods increases linearly with the number of rules in firewall configuration. The irregularities are caused by the different number of conflicting rules in those samples.

VII. CONCLUSIONS

In this paper, we presented an approach for verifying ACL configurations by translating them to rule sets, which can be formally analyzed using SMT tools. The proposed method enables network administrators to observe the quality and correctness of firewall configurations, which improves the overall security in administered networks. This technique can be combined with other approaches supposed for securing industrial networks. The overview of security threats in industrial networks were presented by Alcaraz et al [12] and later by Cardenas et al in [13]. These analyses emphasize the
importance of a combination of reactive and proactive methods in order to secure the system against deception and DoS attack.

Description of network security properties is related to the classification of threats and intrusion. There are plenty of different network security problems, such as HTTP attacks, spam, TCP flooding, DoS attacks, Web server misuse, spoofing and sniffing etc. Protection of critical components and network infrastructure is identified as a key requirements for improving security in SCADA system by Hentea in [14].


The network model presented in this paper deals only with IP addresses and services or ports. Therefore, the analysis does not reflect hardware or OS attacks. It also does not examine the contents of TCP/UDP packets. Therefore, this classification only includes selected categories of network security properties. Since it can utilize typical fields from IP, TCP, or UDP headers, namely source/destination IP address and service/port, it allows to specify wide range of different communications to be analyzed in the network.

In this paper we demonstrated the problem of automatic security analysis of IP based industrial networks. The presented verification method aims at validating network design against the absence of security and configuration flaws. The verification technique is based on the encoding problem into SMT instance solved automatically by the solver tool.
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<table>
<thead>
<tr>
<th>Time[s]</th>
<th>10</th>
<th>100</th>
<th>1000</th>
<th>10000</th>
<th>100000</th>
</tr>
</thead>
<tbody>
<tr>
<td>acl1</td>
<td>0.01</td>
<td>0.02</td>
<td>0.11</td>
<td>1.43</td>
<td>13.91</td>
</tr>
<tr>
<td>acl2</td>
<td>0.01</td>
<td>0.02</td>
<td>0.10</td>
<td>1.13</td>
<td>14.36</td>
</tr>
<tr>
<td>acl3</td>
<td>0.01</td>
<td>0.02</td>
<td>0.11</td>
<td>1.22</td>
<td>39.95</td>
</tr>
<tr>
<td>fw1</td>
<td>0.01</td>
<td>0.02</td>
<td>0.13</td>
<td>1.08</td>
<td>30.59</td>
</tr>
<tr>
<td>fw2</td>
<td>0.01</td>
<td>0.03</td>
<td>0.11</td>
<td>1.42</td>
<td>13.81</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Memory[MB]</th>
<th>10</th>
<th>100</th>
<th>1000</th>
<th>10000</th>
<th>100000</th>
</tr>
</thead>
<tbody>
<tr>
<td>acl1</td>
<td>2.35</td>
<td>2.95</td>
<td>7.81</td>
<td>55.41</td>
<td>459.11</td>
</tr>
<tr>
<td>acl2</td>
<td>2.36</td>
<td>2.94</td>
<td>7.73</td>
<td>55.45</td>
<td>460.55</td>
</tr>
<tr>
<td>acl3</td>
<td>2.31</td>
<td>2.97</td>
<td>7.84</td>
<td>55.45</td>
<td>456.98</td>
</tr>
<tr>
<td>fw1</td>
<td>2.34</td>
<td>2.92</td>
<td>7.84</td>
<td>55.45</td>
<td>456.28</td>
</tr>
<tr>
<td>fw2</td>
<td>2.34</td>
<td>3.00</td>
<td>7.89</td>
<td>55.45</td>
<td>458.47</td>
</tr>
</tbody>
</table>
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Abstract—Design of mobile robot control systems is a huge challenge, which require solving issues related to concurrent hardware access and providing high availability. Existing solutions in the domain are based on technologies using low level languages and shared memory concurrency model, which seems unsuitable for the task. In this paper a different approach to the problem of building a cyber-physical system for mobile robots control is presented. It is based on Erlang language and technology, which support lightweight processes, fault tolerance mechanisms and use message passing concurrency model with built-in inter-process communication. Created system used a new, open-source robotic platform, which had been designed for scientific and educational purposes. Integrated system has been tested in several scenarios, proving flexibility, durability and high performance.

I. INTRODUCTION

RECENT decades brought impressive growth in capabilities of autonomous mobile robots. Each year new wheeled, walking, swimming and flying devices are being created overcoming another limitations of mechanical devices. However, despite theoretical opportunities, mobile robots are still not widespread in industry or other commercial applications.

Each robotics system consists of two main layers: the hardware platform, which provides certain capabilities and has certain limitations, and the software controlling the hardware in order to fulfill particular tasks. It has been shown many times that even relatively low quality hardware can be used for solving sophisticated tasks if the software controls it correctly. This fact encourages further research on methods for building software systems for managing mobile robots.

Building a cyber-physical system responsible for controlling a robot is a huge challenge. Advanced robotic hardware platform is typically equipped with various sensors and effectors for determining the state of the environment and being able to modify it. The system has to interconnect all hardware devices and manage its functioning concurrently. The requirement of reliable, concurrent hardware access with real-time constraints makes the design and implementation of such systems an extremely hard task. It seems that further popularization of mobile robots in real-life applications depends on finding proper technologies and defining methods for rapid development of high quality cyber-physical systems for robotics applications.

Research in the domain of mobile robotics, which have been evaluated using real robots, has always been considered more valuable than the results obtained in simulation. Even solutions to relatively simple problems, like cooperative box pushing [1] or formation control [2], required a huge amount of work to verify using hardware. It seems that development of a control system dedicated for a particular robot and a particular task is definitely an inefficient approach.

Reusability of high level control software components can be achieved by using the software agents paradigm. Defining several layers of abstraction in a solution of a complex problem makes it possible to implement high level algorithms without depending on the specific hardware [3], [4].

Recent years brought some attempts to build an abstraction layer over hardware components, which should accelerate robot control software development. The Player/Stage [5] platform succeeded by the Robot Operating System [6] share the same idea: to provide a set of drivers for particular devices and a uniform method for accessing the hardware. Using a typical hardware with the ROS is definitely far simpler than creating hardware drivers from scratch.

There is no doubt, that the C++ language used by the ROS for implementing hardware drivers is the appropriate choice. However using the same language and technology for providing reliable and concurrent access to the hardware layer and for writing control applications may raise doubts. Shared memory concurrency model, used in C++, is based on pthreads library [7], which does not provide any high level constructs or high availability mechanisms. Error in any fragment of such application causes whole system failure which is an extremely undesirable feature in real-time mobile robot control programs.

In this paper a different approach to the problem of building cyber-physical system for mobile robots control is proposed. It is based on a message passing concurrency model adopted from the software agent paradigm. The model is applied in the hardware management layer in order to make the system more resistant to hardware failures. The implementation of the presented system has been created using Erlang language and technology [8], which provides built-in inter-process communication and failure recovery mechanisms.

The system has been tested on a new wheeled robotic platform developed in the Department of Computer Science, AGH University of Science and Technology. The platform will hopefully become very popular in educational and scientific applications. It is fully open-source, built of relatively cheap and common components, powerful and extendible. Documen-
In the following section the details on the hardware platform are presented. In the following section the complete Erlang-based cyber-physical system for controlling the robot is described. Finally results of preliminary experiments are provided.

II. MOBILE PLATFORM HARDWARE DESIGN

The wheeled robotic platform required for testing the Erlang-based cyber-physical system for mobile robot control has to meet several requirements. It has to be equipped with relatively powerful on-board computer, capable of running Erlang virtual machine and Linux operating system. It has to provide precise velocity control and long lasting power source. One of the key features was extensibility – hopefully the system can be used in many different scientific applications, which may require different sensors and effectors. More over it should be relatively inexpensive.

Significant development and miniaturization of electronic components over last decades resulted in creation of several advanced commercial and open-source mobile robotic platforms. The platforms are designed with different applications in mind, like transportation, exploration of unknown or unsafe area, inspection of inaccessible places such as water pipes or in the buildings security.

Most of these solutions are designed to solve a particular problem. The most widespread group, which can be found in our homes, are cleaning robots, like Roomba, Scooba and Myrrh [11]. Although these robots are quite advanced, they are hardly extensible and it is hardly possible to use the platforms to other purposes.

Avatar III is an advanced platform, which belongs to a group of robots whose main task is to detect potential intruder [12]. This type of robots is characterized by very good parameters in comparison to experimental projects, but it still does not support flexibility in adding extensions.

There are several more flexible mobile platforms available, like Komodo [13] or much bigger Husky [14], which provide large spectrum of available extensions. However, it is hard to determine what kind of on-board computer do they use. Moreover, these solutions definitely do not meet the inexpensiveness requirement.

Designing a robotic hardware platform is a very complex task. Many unexpected problems have to be solved, making the process surprisingly slow. Final solution has to include designing a robot body, its components, power management, physical and electrical interfaces, integration with remote devices etc. Building individual components, like motor drivers or power distribution systems, requires a lot of time and expenses along with further design problems and delays.

In the presented platform simplicity was the key factor. For this reason the robot was built from off-the-shelf components integrated within suitable chassis. Beside of time saving, the most important advantage of this approach is the simplicity of building new units – off-the-shelf components are relatively easy to assemble. Another advantage of this solution is the possibility of independent testing of individual parts of the system which greatly simplifies failure diagnosis. On the other hand, ready-made parts often cause problems during integration because they were designed for other purposes. Selecting, testing and integrating proper components is probably the most important outcome of the presented work.

Designed mobile platform is composed of the following components:

- chassis,
- power supply,
- control unit,
- motor drivers,
- sensors and other peripherals.

Selected chassis is a Lynxmotion A4WD1 four-wheel body, 30 cm long and width. The platform is shown in figure 1.

![Fig. 1. Designed robotic platform based on A4WD1 chassis.](image-url)

Power is supplied by two LiPo batteries connected in parallel with the nominal voltage level 14.8 V and single battery capacity 5000mAh, which is sufficient for several hours of continuous operation. Once the robot runs out of energy, batteries can be replaced without restarting the control unit.

The main robot control unit is Pandaboard [9]. Pandaboard is a low-power low-cost single board computer based on the OMAP4430 dual core processor. Platform gives access to many of the powerful features of the multimedia processor while maintaining low cost. This will allow the user to develop software and use available peripherals in many configurations. The major components available on the PandaBoard, which can be used in the robot, are as follows:

- Power Management Companion Device,
- Audio Companion Device,
- Mobile LPDDR2 SDRAM Memory,
- HDMI Connector,
- SD/SDIO/MMC Media Card Cage,
- UART via RS-232 interface via 9-pin D-Sub Connector,
- LS Research Module 802.11b/g/n, Bluetooth, FM,
- Camera Connector,
- LCD Expansion Connectors,
- Generic Expansion Connectors,
- Composite Video Header.

The device runs Linux kernel with either popular distribution. The most basic task of the Pandaboard is to control the motor drivers – the RoboClaws [10].
The RoboClaw 2X15 Amp is an extremely efficient, versatile, dual channel synchronous regenerative motor controller. It supports dual quadrature encoders and can supply two brushed DC motors with 15 amps per channel continuous and 30 amp peak. With support for dual quadrature decoding it get greater control over speed and velocity is automatically maintained speed even if load increases. RoboClaw uses PID calculations with feed forward in combination with external quadrature encoders to make an accurate control solution. RoboClaw is easy to control with several built in modes. It can be controlled from a standard RC receiver/transmitter, serial device, microcontroller or an analog source, such as a potentiometer based joystick.

To control the speed of motor RoboClaw uses pulse width modulation (PWM). Pulse width modulation is a method of adjusting the current or voltage signals, which consists of changing the pulse width of constant amplitude, used in amplifiers, switching power supplies and systems control the operation of electric motors. PWM powers the system directly or through a low pass filter which smooths the voltage waveform or current.

Because the Pandaboard and the RoboClaw works with different logic levels, a converter is required. For this purpose KAmodLVC [15] logic level converter has been used. KAmod-LVC module is an 8-bit bi-directional converted voltage levels. The converter can be used to connect two digital systems operating with different voltages (like 1.8V and 5.0V in this case).

The basic orientation sensors embedded in the robot includes a gyroscope, accelerometer and magnetometer. The sensor can be used to determine the position of the robot in two planes. The diagram of components connections and relations is presented in Fig 2. The alignment of the components in the chassis is shown in Fig 3.

Fig. 2. The block diagram of the robot components.

Fig. 3. Internal design of the robot components.

The central point of control and communication is the Pandaboard. This board has several communication interfaces which are to control the robot effectors and to collect information from the sensors. Communication bus between Pandaboard and motor controller was realized using RS232 interface. For the purpose of control only lines RxD and TxD are used. There is no hardware flow control, because communication with the Pandaboard and RoboClaw is realized in inquiry respond method and it is always initiated by the Pandaboard. Therefore, if the control program waits for data from the controller it is not necessary to control rate. The data rate of this link is set to 38400bps.

The orientation sensor uses serial I2C bus. To communicate with this bus the system uses duplex line Serial Data Line (SDA) and one-way line Serial Clock Line (SCL). Both lines are pull-up to power line so it is easy to detect transmissions collision using hardware. In robotic system this bus combines simplicity and functionality in one at a low investment of hardware and software to give the desired effect.

Robot communication with the surrounding environment is based on the built-in wireless card: Pandaboard WiFi. Each robot has its own unique MAC address so it is possible to communicate with the selected robot even if a group of robots is working in the same network.

Robot design provides an easy way for extending the range of sensors or effectors. It has been tested with ultrasonic sensors, laser rangefinders, cameras and Microsoft Kinect sensor. Further extensions are possible using various interfaces: USB, COM, I2C or SPI.

To determine the exact position of the robot can use the Global Positioning System (GPS) receiver or the more accurate indoor marker-based Hagisonic Stargazer [16] system. Stargazer uses markers placed on the ceiling and on the basis of their positions it can determine the location of the robot with high accuracy.

Ten units have been built so far for testing and further development purposes. The cost of all parts for a single unit does not exceed 900 USD, which is a very low price for the capabilities. The robot can develop speed of 3 m/s, it can put itself into vertical position by climbing a wall. It includes an on-board computer with 2-core CPU, running ordinary Linux OS and providing large variety of extension ports. It meets all defined requirements for testing the Erlang-based cyber-physical system for mobile robot control.
III. CONTROL SYSTEM ARCHITECTURE

On the top of robot’s hardware there is a need for a control software layer that allows users to interfere with it. Due to the fact that the robot was designed from scratch, control system was also chosen to be created from the ground up instead of using existing solution in order to fit the needs perfectly. Main aims of the software layer were to:

- provide high level, easy to use and consistent programming interface to low-level robot’s peripherals,
- allow multiple client applications to run simultaneously on one robot, taking into account concurrency, timing, performance and other possible issues,
- allow users to write their client application in different programming languages,
- give an ability to put client application either on robot’s on-board computer or on a separate network-reachable machine,
- ensure flexibility by allowing to add other external devices in the future.

![Control system architecture schema](image)

Control system has been divided into three parts (as shown on Fig 4):

- hardware drivers,
- mediator,
- programming interfaces.

Hardware drivers are standalone programs that interfere directly with robot’s hardware. Being written in C++, they provide full compatibility with low-level Linux communication mechanisms.

Mediator connects hardware drivers and programming interfaces, handling communication between those two parts and controlling the whole system. It was developed in Erlang/OTP [8] due to the fact that Erlang was designed to be a solution for message passing and orchestrator applications.

Programming interfaces are libraries that end users include in their programs. They provide a consistent API to robot’s hardware and can be implemented in virtually any language. There have been developed exemplary interfaces in Erlang and Java. This part of the system will be described in the next section.

System’s internal communication has been based on Protocol Buffer [21] library, because it offers easy and reliable way of specifying and using custom binary protocols and has support for many popular programming languages.

A. Erlang in Embedded Systems

Erlang is a programming language created in 1986 at Ericsson Telecom AB to ‘provide a better way of programming telephony applications’ and “was designed for writing concurrent programs that ‘run forever’” [17]. At that time telephony applications tackled atypical problems and so had unusual requirements. That applications were highly concurrent, had “soft real-time” constrains, had to be changed “on the fly” and—most importantly—had to be highly fault-tolerant, because “when the software that controls telephones fails, newspapers write about it”.

Modern web servers have very similar requirements: high availability, ability to serve multiple concurrent clients, low latency and low downtime. As recent study shows [18], Erlang is well suited for such servers. It allowed writing Data Mobility server in ⅓ of code and to obtain twice the throughput of C++ implementation. It’s worth to note that the C++ server crashed when overloaded while Erlang just slowed down.

Since its birth, Erlang was designed as a practical tool. It is a dynamically typed, functional language with garbage collector to facilitate prototyping and ease programming. To greatly improve robustness, it implements language-level lightweight processes in shared-nothing architecture[23]. Communication is done exclusively with messages. Moreover, Erlang easily integrates with programs and libraries written in other languages. Finally it has a low memory footprint and people “successfully run the Ericsson implementation of Erlang on systems with as little as 16MByte of RAM. It is reasonably straightforward to fit Erlang itself into 2MByte of persistent storage”[24]. With all that in mind and with soft real-time characteristics of its scheduler, Erlang appears to be a perfect fit for modern embedded systems.

Embedded systems have to deal with hardware, but currently more and more sophisticated logic has to be implemented as well. Functional aspect of the language allows it to create great abstractions over hardware, algorithms and data structures. That is why it is considered that “Erlang programmers are not happy with design patterns as a convention, they want a solid abstraction”[20]. One positive effect of that is code reuse increases and the programmer can concentrate on the problem itself.

Interoperability is also very important in embedded world. Erlang has few methods for that. One of them is to write so-called “NIF”s – Native Implemented Functions. Another method is to use port drivers – communication method based on stdin/stdout streams. The latter has some advantages, most important of them is the separation of processes: even if the external program crashes for whatever reason (hardware failure or system bug), Erlang run-time is not harmed and can make attempt to recover.

In 2008 Erlang gained a SMP scheduler that allows it to scale on multiple cores/CPIUs. This is a great feature, as it allows to fully use modern hardware like 64-core Parallella platform. In conjunction with multiple independent processes and message passing, this is a great advantage over most
programming languages. To compare briefly:

- Standard system processes are heavy – in practice it’s not feasible to create more than few hundred of them. Erlang processes on the other hand are lightweight: each one occupies only 309 words of memory. Some tests showed that it’s possible to run 136,000 Erlang processes on Raspberry Pi[19].
- Concurrency is very hard – while using low–level tools like locks, monitors and semaphores, programmer must deal with hard problems like deadlocks, process starvation, priority inversion. Using higher–level tools, exploiting scheduler that Erlang provides and using generic structures from standard libraries allows to avoid those problems most of the time and to facilitate reasoning about process’ safety and liveness.

B. Mediator

Mediator is a central part of a system. It’s a thin middleware that gives much flexibility:

- Abstracts messaging between components.
- Communicates with components using standard methods, so endpoints can be written independently in most modern languages.
- Supervises each component and takes actions in case of failures.
- It is a central part of a system – only one place where configuration needs to be done.

During start, mediator reads configuration, creates supervision tree and spawns hardware drivers (Fig. 5). Next it runs a server for communication with, possibly remote, logic system.

Communication with hardware drivers is done with Unix pipes. If a software or hardware has an error, mediator tries a simple yet effective tactic: restart and try again. After a number of failures in a row, it is assumed that such system is not recoverable. What is important, other subsystems are not affected and can continue to work, while defective system is turned off.

To communicate with logic, UDP protocol was chosen:

- Usually, if some part of transmission is lost, there is no need for retransmission as newer data will be available.
- UDP allows for communication locally and between computers in exactly the same way.
- When performed on localhost, packets could be lost only in case of UDP buffer overflow.
- UDP is fast and easier to use for programmers than TCP.
- Most modern programming languages have capability to communicate via UDP.

C. Hardware Drivers

As mentioned above hardware drivers are the part of the system that lays right next to robot’s peripherals. There are different driver implementations for each type of supported device. They handle all low-level communication with external devices using hardware-specific protocols. This is also the only place were device logic is implemented.

Drivers are relatively simple programs spawned by the mediator and communicating with it using Unix pipes. Because software that interferes with hardware is always exposed to different kinds of failures, it is crucial to make the system as easy to recover from such issues as possible. Therefore drivers are designed as lightweight programs that can be quickly killed and restarted in case of any problems. This approach is, of course, not a perfect solutions for all types of possible exceptional situations (e.g. hardware malfunction), but makes system much more error-tolerant.

Due to the fact the drivers are separate and independent programs it is easy to add support for other devices, protocols and interfaces in the future.

All original requirements have been met in described robot’s control system. The software is robust, error-tolerant, fast, flexible, perfectly suited to given hardware and ready to be used in future applications.

IV. ROBOT PROGRAMMING INTERFACES

Programming interfaces are the part of the system that end user uses directly. They communicate with the mediator using UDP sockets. Therefore client application can be run on any machine that has a network connection with robot, especially on the robot itself. UDP protocol has been chosen because it introduces small delays and low transmission overhead.

Programming interfaces can be implemented in any language that supports UDP sockets and has Protocol Buffer bindings. Thus it is possible to provide API in popular, easy to learn languages like Java or Python and allow less experienced users to work with the robot.

First implementation of programming interface was written in Java, which is a high-level, widely spread and well documented programming language that can be run on many different types of computers and other devices including

![Fig. 5. Mediator is divided into: D – component mediating with software driver; R – central component, routing messages between components; S – server component, communicates with logic.](image-url)
mobile phones and tablets. This fact extends the number of possible applications in which robot can be used.

Second implementation was written in Erlang. It’s conceptually similar to Java’s implementation, but it’s written idiomatically to allow programmer fully benefit features of Erlang/OTP platform. Moreover, if mediator and logic are to be both running on the same unit, they can be run on one virtual machine, thus reducing memory usage. Finally, this allows fast prototyping and experimenting using REPL (Read–Eval–Print Loop, interactive environment with command line shell).

Apart from running programs on the robot there is a possibility of testing them in a simulation. The platform was integrated with ROBOSS simulation framework [22]. A model of a physical robot is described in XML and its visual representation in ROBOSS is shown on Fig 6.

The use of custom Erlang module behaviour allowed to expose a simple interface which is implemented by specific Erlang modules (one for the simulation and one for the robot). As a result, the program containing logic can be run both in simulation and on the physical robot without any changes. The decision what target driver module should be used is made with regard to the configuration files.

V. EXAMPLES AND TESTS

In order to test the concept of building the Erlang-based cyber-physical platform and to prove that it can be used in solving real world problems, the system has been tested in a number of different applications. There were two basic groups of examples:

- on-board - when controlling program is running on robot’s on-board computer,
- remote - when robot is controlled from other machine.

A. Basic Tests

In the first example robot was remotely controlled by user moving a joystick plugged into a standalone laptop computer connected to local wireless network. Moreover, real-time data read from 9DOF sensor was constantly transmitted back to the laptop and visualised on the screen as charts (see Fig 7). Therefore the user is able to see the immediate change of data charts while robot is moving.

This test showed that control software itself generates very small delays and provides enough performance to control robot manually. Actual latency is mostly dependent on WiFi connection quality – some noticeable delays were observed on wireless router. This suggests that all time-critical decisions should be made on the on-board computer, while robot management or monitoring can be performed remotely.

To verify autonomous control algorithms using localization and motors controllers an advanced Trajectory Follower algorithm has been designed and implemented in Erlang. The algorithm was supposed to control robot’s movements in order to reach specified locations in particular moments in time. A marker-based localization system (Hagisonic Stargazer) was used for finding current localization.

The algorithm is fully reactive. In an infinite loop it calculates most suitable control using localization and specified trajectory. The movements of the robot are smoothed according to specified algorithm parameters.

The Trajectory Follower is designed to be used both with physical robots and in a simulation. It is also desired to run on both remote and onboard nodes. Used simulation framework [22] is .NET based and this is why testing and running the trajectory follower in a simulation requires it working correctly on Windows operating system. Nonetheless, Windows OS is not required to run this component on the physical robot.

B. Trajectory Follower Algorithm

The entry point to the algorithm is a desired path to follow, expressed as a list of line segments and time constraints. On this basis, for each cycle of a control loop invoked by localisation update, desired robot speed is calculated. To preserve abstraction over the physical layer of robot, output of the algorithm is expressed as a pair of desired angular and linear velocities.

Fig. 6. Visualization of a robot model in ROBOSS simulation framework.

Fig. 7. Accelerometer, gyroscope and magnetometer sensors reading received from the robot during motion tests.
linear velocity. Those values are later converted to velocities on respective motors by a dedicated Erlang module, called driver.

In general, it is transparent to the driver whether it communicates with physical device or simulated robot, but it is responsible for translating control and localization. It must adapt abstract values to actual robot configuration: number of independent wheels or tracks, wheels distance and radius.

Velocity calculation algorithm is based on PD controller. Considered parameters – robot’s angular distance $d_\alpha$ from the desired robot orientation and linear distance $d_{\text{track}}$ from the followed trajectory, with respectful weights $w_\alpha$, $w_{\text{track}}$, are used to obtain turn radius $R$:

$$\frac{1}{R} = w_\alpha d_\alpha + w_{\text{track}} d_{\text{track}}$$

The value of $d_{\text{track}}$ can be treated as the P term while $d_\alpha$ can be treated as the D term in PD controller.

The input trajectory consists of successive path segments. The final $R$ value is a weighted average of radiiuses for corresponding segments. The number of segments taken into account and weight depend on the distance to them. Maximal cut-off distance is specified by lookahead parameter in the configuration file.

Behaviour of the algorithm depends on two sets of settings: description of a robot and algorithm parameters. First one defines the name of the dedicated driver, robot’s physical dimensions, localization update interval (in case of polling type of driver) and path to the simulation agent, if one is used. The latter one allows to modify weights of respective factors of PD controller, lookahead parameter, maximal centripetal acceleration and maximal linear velocity.

The input can be also defined as a list of control points of Bézier splines which will result in much smoother path with no rapid turns. In this case the number of segments sampled from smoothed Bézier curve has to be defined. If the lookahead parameter is too small, the robot can sometimes perform tougher turns. To ensure robot stability, centripetal acceleration of the robot must stay below certain limit.

C. Results

Example run performed in a simulation is shown in Fig 8.

There was no difference or time overhead observed in communication while running the application from the remote and onboard node.

During the tests on a real robot, an issue with marker-based localization systems occurred. There were several strong light sources in the testing room. As a result, the robot tended to perform better runs with lights turned off. Exemplary run is presented in Fig 9. The robot managed to successfully read the destination within specified time, however, there is place for improvements. It is possible to reduce the noise and make measurements of localizer more precise by introducing a dead reckoning technique, i.e., applying Kalman filter.

The system has demonstrated stability and performed well during the tests. It generated very small (unnoticeable) and constant delays even when several applications were using hardware components simultaneously. Erlang’s functional nature seems to match high level abstraction what could be experienced during the design and implementation of the applications.

VI. CONCLUSIONS AND FURTHER WORK

The implementation and performed test suggest that the Erlang language and technology is a suitable basis for building cyber-physical systems for mobile robots control. The developed system has been intensively tested in several applications. The results are promising and further work on this approach is definitely justified.

Mobile platform, which has been used for testing the approach, met all specified requirements. Designed robot is relatively inexpensive to build, offers good performance and is very easy to extend. Optional sensors and effectors will be introduced to the systems in order to increase its abilities and the range of applications. Hopefully the platform will become popular among robotics researchers.
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Abstract—Persistent data of most business applications contain recursive data structures, i.e. hierarchies and networks. Processing such data stored in relational databases is not straightforward, since the relational algebra and calculus do not provide adequate facilities. Therefore, it is not surprising that initial SQL standards do not contain recursion as well. Although it was introduced by SQL:1999, even now it is implemented in few selected database management systems. In particular, one of the most popular DBMSs (MySQL) does support recursive queries yet. Numerous classes of queries can be accelerated using redundant data structures. Recursive queries form such a class. In this paper we consider four materialization solutions that speed up recursive queries. Three of them belong to the state-of-the-art, while the fourth one is the contribution of this paper. The latter method assures that the required redundant storage is linearithmic. The other methods do not guarantee such a limitation. We also present thorough experimental evaluation of all these solutions using data of various sizes up to million records. Since all these methods require writing complex code if applied directly, we have prototyped an integration of them into Hibernate object-relational mapping system. This way all the peculiarities are hidden from application developers. Architects can simply choose the appropriate materialization method and record their decisions in configuration files. All necessary routines and storage objects are then generated automatically by the ORM layer.

I. INTRODUCTION

DATA models of numerous business enterprises encompass recursive data structures in the form of hierarchies and networks. They store data on e.g. railway networks, bill of material and product categorization. Their actual storage format can be chosen from a plethora of proposals [1]. There are various ways to query such data. Obviously, a dedicated 3GL client code can be written. Then, the data processing is done on the client side. In this case a significant amount of complex source code must be created, debugged and maintained. This usually causes a noteworthy increase of the budget and a shift in the delivery schedule. Therefore, a server side solution is called for. It was proposed as extensions to SQL, e.g. Oracle’s CONNECT BY clause or recursive Common Table Expressions eventually adopted in SQL:1999. Such extensions have been implemented in numerous database systems [2].

Simultaneously the academia worked on optimization methods for such queries [3], [4], [5]. However, there are still database managements systems that do not support recursion in queries, e.g. MySQL. Since they are widely adopted and used, applications programmers often face the question how to query their recursive data. As noted above, they can choose to hardcode suitable logic in the application. In spite of deceptive simplicity of this solutions, it causes merely troubles: lower efficiency, increased cost and complexity, as well as reduced maintainability.

On the other hand, object-relational mapping systems (ORM) [6], [7] are a possible way to solve the above problem. They bridge the gap between data models of relational storage and object-oriented code [8], [9]. Besides this basic functionality, they also establish a thick abstraction layer that can be augmented with abundant features. In our research, we have prepared proof-of-concept extensions to Hibernate that realize recursive queries [10], [11], [12], partial aggregation methods for such queries [3], [4], [5]. However, there are still database managements systems that do not implement it directly [15]. In order to accelerate processing recursive queries in such a setting we proposed adding redundant data.

In this paper we describe another format of redundant data called logarithmic paths. Its advantage lays in its linearithmic size, while most state-of-the-art methods possibly lead to squared space complexity. We also describe our proof-of-concept implementation of this new method and three known techniques to build redundant data that facilitate recursive querying. They are nested sets, materialized paths and full paths. We show results of extensive performance experiments to verify the quality of these solutions. They have shown that there is no dominating method. All of them have advantages and disadvantages. We summarize them and present recommendations when each of them seems to be the most suitable.

The contributions of this paper are as follows:

- a novel (linearithmic in space) method to build redundant data that accelerate recursive querying,
- a proof-of-concept implementation of this method in Hibernate assisted with the implementation of three state-of-the-art methods,
\begin{verbatim}
> SELECT * FROM emp;

| eid | fname | sname | bid |
|-----+-------+-------+-----|
| 1   | John  | Travolta | 1   |
| 2   | Bruce | Willis | 1   |
| 3   | Marilyn | Monroe | 3   |
| 4   | Angelina | Jolie | 3   |
| 5   | Brad  | Pitt   | 4   |
| 6   | Hugh  | Grant  | 4   |
| 7   | Colin | Firth  | 3   |
| 8   | Keira | Knightley | 6 |
| 9   | Sean  | Connery | 1   |
| 10  | Pierce | Brosnan | 3   |

Fig. 1. Example persistent data on the hierarchy of employees in a company.
\end{verbatim}

- a thorough experimental evaluation of the performance of these four methods,
- an analysis of their quality and circumstances under which each of them is recommended.

The paper is organized as follows. In Section II we address the related work. Section III describes the integration of the proposed method with Hibernate object-relational mapping system. In Section IV we present the new materialization method that uses only linearithmic space. Section V reports the results of an experimental evaluation of four methods to build redundant data for recursive queries. Section VI contains recommendations when each of the considered methods is most suitable. Section VII concludes.

II. RELATED WORK

Recursive relationships between entities can be implemented with an additional database table or by a single foreign key in case of hierarchies (many-to-one association). If nodes and edges are stored in the same table, querying such data can be more efficient. There are numerous optimisation methods for recursive queries [3], [4], [5]. The survey [2] summarizes implementations of recursive queries in commercial and open-source database management systems.

As noted above, a single table with self-referencing foreign key is the most straightforward way to store hierarchical data. In all sections of this paper we use a hierarchy of employees in a company as the running example. The number of levels of the hierarchy is not limited. Therefore, there exists no number \( n \) such that all leaves of the hierarchy are no further than \( n \) hops from the root. Figure 1 contains data on an example hierarchy recorded in the table \texttt{emp}. Figure 2 shows the schema of this table. The standard SQL:1999 query that retrieves all records from the subtree spanned by a particular record is presented on Figure 3.

A. Unrolling

There are database management systems that do not execute recursive queries with MySQL as the most famous example. The wide adoption of the LAMP paradigm of web development make us convinced that numerous web enterprises have to write extra code that queries recursive data. Most of such projects have similar data, e.g. nested categories of stock items, posts in discussion forums or revenue sharing chains in multi-level marketing. In order to address such applications, we have created a number of methods to run queries to such data even against database management systems that lack this feature [15]. Since the resulting solutions are non-trivial, we have prepared appropriate extensions to Hibernate. Our intent has been to hide the details from applications programmers and offer them a uniform API regardless of the chosen backend storage. Both methods considered in [15] have been integrated with API as presented on Figure 6. The first method, called \textit{horizontal unrolling}, joins the subject table \texttt{maxlevel} \( 10 \) times. Figure 4 shows the horizontal unrolling up to the \( 3^{rd} \) level.

\begin{verbatim}
WITH RECURSIVE rcte (eid, fname, sname, bid, level)
    SELECT eid, fname, sname, bid, 0 as level
    FROM Emp WHERE sname = 'Travolta'
UNION
    SELECT e.eid, e.fname, e.sname, bid, level + 1 as level
    FROM Emp e JOIN rcte r
    ON (e.bid = r.eid)
    WHERE r.level<4

SELECT e.eid, e.fname, e.sname, bid
FROM rcte

Fig. 3. This query retrieves all subordinates of Travolta.
\end{verbatim}

Fig. 2. The schema of the table Emp.

\begin{verbatim}
SELECT *
FROM Emp 10
    LEFT JOIN Emp 11
        ON (10.eid = 11.bid)
    LEFT JOIN Emp 12
        ON (11.eid = 12.bid)
    LEFT JOIN Emp 13
        ON (12.eid = 13.bid)
WHERE 10.sname = 'Travolta'

Fig. 4. The horizontal unrolling of the query from Figure 3 up to the third level.
\end{verbatim}

The other method, called \textit{vertical unrolling}, uses temporary tables. It sends a number of queries and constructs the answer
from partial results. Both unrolling methods are notably more efficient than the potential naïve method that loops over nodes of the graphs and poses a separate query for each encountered node. Our experiments indicate that the horizontal variant is faster.

An application programmer/designer/architect chooses the required method of unrolling using the annotation @unrolling. Its parameter method can have two values: "horizontal" or "vertical". The second (vertical) variant is the default since this method yields the same form of result as standard recursive queries. The result of horizontally unrolled query is slightly different.

B. Redundant data

If an application frequently queries hierarchical data, the abovementioned unrolling methods will not be efficient. However, in such cases designers can impose using redundant materialized data. As mentioned in Section I a number of such methods has been proposed [16]. Here we consider three of them. The first method called nested sets and the second method called materialized paths change the definition of base tables. They require adding a new column. The third method called full paths leaves the base table intact and puts materialized data into an additional table. In the following subsections we analyze their details.

1) Nested Sets : If the nested sets are used, two columns will be added to the base table. These are the columns left and right. The values of these columns satisfy the following constraints:
   - e.left < e.right for every tuple e,
   - If a tuple e is in the subtree spanned by a tuple b, then it is true that e.left > b.left and e.right < b.right.

   Figure 5 shows the values of these two columns for the sample data from Figure 1. Arrows present how the values grow.

   ![Diagram of nested sets]

   Fig. 5. Values of the redundant columns left and right in the method nested set computed for sample data.

   The most significant advantage of this method is the possibility to query for descendants by means of a plan vanilla join. In order to find subordinates of Travolta we just execute the following query:

   ```sql
   SELECT e.eid, e.name
   FROM emp e, emp b
   WHERE b.name = 'Travolta'
   AND e.left BETWEEN b.left AND b.right
   AND e.right BETWEEN b.left AND b.right
   ```

2) Materialized Paths: The method of materialized paths stores the whole path from the node to its root in the additional column paths as shown below:

<table>
<thead>
<tr>
<th>eid</th>
<th>fname</th>
<th>sname</th>
<th>bid</th>
<th>paths</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>Hugh</td>
<td>Grant</td>
<td>3</td>
<td>[4,3]</td>
</tr>
<tr>
<td>7</td>
<td>Colin</td>
<td>Firth</td>
<td>3</td>
<td>[3]</td>
</tr>
<tr>
<td>8</td>
<td>Keira</td>
<td>Knightley</td>
<td>6</td>
<td>[6,4,3]</td>
</tr>
</tbody>
</table>

   This method has proven to be noteworthy more universal than nested sets as discussed in Section V. Unfortunately, such materialization of paths breaks the first normal form. The following query enumerates all subordinates of Travolta when the method materialized paths is applied.

   ```sql
   SELECT *
   FROM emp
   WHERE path_string LIKE (SELECT concat(path_string,'%') FROM emp WHERE sname = 'Travolta')
   ```

3) Full Paths : The method of full paths has been studied in [17]. That paper contains also a comparison of effectiveness of the full paths approach against unrolling methods. The full paths approach is similar to the materialized paths. However, the method of full paths stores redundant data in an extra table. We assume the name of this table to be fullpaths. It contains a distinct row for every step in any path towards the root. For Keira Knightley and Colin Firth the table fullpaths will contain the following rows.

<table>
<thead>
<tr>
<th>eid</th>
<th>bid</th>
<th>pl</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

   The column pl (path length) contains the number of steps in the path.

   This method is particularly universal. However, if the structure is deep, the size of the table fullpath can even be square with respect to the size of the base tables.

   If the method of full paths is used, the query for Travolta subordinates will have the following form.

   ```sql
   SELECT e.eid, e.name
   FROM emp e JOIN fullpaths fp USING (eid)
   JOIN emp b ON (fp.bid = b.eid)
   WHERE b.name = 'Travolta'
   ```
II. ORM CAN HIDE RECURSIVE PECULIARITIES

The layer of object-relational mapping \([6], [7]\) facilitates cleaning the architecture and reducing the complexity of a system. However, an additional overhead between the application logic and the storage layers can hinder the performance. In our research we assume that it is not the case. In our opinion an additional mapping layer can help optimizing the system. We can put there disparate algorithms and redundant data structures that aid improving the communication with the backend storage. The ORM layer also hides most of the peculiarities of such features from application programmers.

A. Hibernate interface for recursive queries

In our research we have presented the integration of recursive queries with object-relational mapping systems \([10], [11], [12], [18]\). In particular, our API for Hibernate allows defining recursive queries by XML annotations to Java entity classes \([12]\). Figure 6 shows a sample annotated entity class. For this class, ORM produces the table \(E_{mp}\) presented in Figure 2.

```java
package sample.recursive.mapping;
import org.ncu.hibernate.annotations.*;
@RecursiveQuery (maxLevel = 4)
@RecursiveCondition (on = "Emp.bid",
                      to = "Emp.eid")
@Filter (seed = "Emp.sname = $Param\{sname\}"
         public class Subordinates {
            @Column(name = "Emp.eid")
            public String id;
            ...
        }
```

Fig. 6. This annotation of an entity class causes generation of recursive facilities.

Consider the following scenario. The class from Figure 6 is registered in Hibernate. If the backend database connected to Hibernate implements recursive queries, the programmer can call the API function getRecursive(String). This function sends the recursive query to the storage layer. If PostgreSQL is the backend, it will process the query from Figure 3.

B. Setting the support for recursive queries

If a programmer wants to use some of the above-mentioned methods to query recursive structures, e.g. unrolling or materialization, he/she just adds the annotation \@unrolling\(\text{method} = \text{"method name"}\). The name of available methods are: horizontal unrolling, vertical unrolling, full paths, nested sets, materialized paths and logarithmic paths. The method of logarithmic paths is described in Section IV.

If no unrolling is specified and the database does not support recursive queries, the vertical unrolling will be used by default. More details of horizontal and vertical unrolling can be found in \([15]\).

III. ORM CAN HIDE RECURSIVE PECULIARITIES

If a method based on materialization is chosen, the ORM layer will build the required redundant data at the first recursive access to the data. Depending on the method chosen, the main table will be altered (for nested sets or materialized paths) or an additional table will be created (for full paths and logarithmic paths). Then, redundant data get populated. Eventually, ORM automatically creates all necessary triggers. Thus, a programmer does nothing but chooses the method and specifies it in the \@unrolling\ annotation.

IV. LOGARITHMIC PATHS

Section II-B presents three methods to build redundant materializations that facilitate querying recursive structures efficiently. In this Section we describe another such materialization method, called logarithmic paths or shortly log paths. This method is a kind of a compromise between full paths and vertical unrolling \([15]\).

The idea of logarithmic paths is to store only those paths whose length is a power of 2. We assume that the data on such paths is stored in the redundant table \(logpaths\). For Keira Knightley and Colin Firth the table \(logpaths\) will contains the following rows.

<table>
<thead>
<tr>
<th>eid</th>
<th>bid</th>
<th>pl</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>2</td>
</tr>
</tbody>
</table>

If the data contains \(n\) tuples stored in trees of depth \(m\), then the table \(logpaths\) will contain \(O(n \log m)\) tuples. Therefore, we keep only \(O(\log m)\) tuples for each arbitrary tuple of the base table, while \(full paths\) store \(O(m)\) redundant tuples for each base tuple. For a user query the method of \(log paths\) issues \(O(\log m)\) database queries for \(O(1)\) columns, while the \(horizontal unrolling\) sends \(O(1)\) queries for \(O(m)\) columns.

A. Building the table logpaths

In order to populate the table \(logpaths\), the paths of length 1 are copied from base table:

```sql
INSERT INTO logpaths
SELECT eid, bid, 1 AS pl
FROM emp
```

Next for \(n = 1, 2, 4, 8, \ldots\) (powers of 2) the following query is executed as long as it adds new tuples. The population process will certainly finish since at each step strictly longer paths are created. Finite hierarchical data can contain only finite paths. In fact the number of those executions is \(O(\log m)\) where \(m\) is the maximum depth of the hierarchy.

```sql
INSERT INTO powpath
SELECT e.eid, b.bid, 2n AS pl
FROM powpath e
    JOIN powpath b ON (e.bid = b.eid)
WHERE e.pl = n AND b.pl = n
```
B. Querying

At the query time, we have to reconstruct the information on all paths (as in full paths). We use the following auxiliary query:

```
SELECT lpl.eid, lpk.bid,
       lpl.pl + lp2.pl + ... + lpk.pl AS pl
FROM logpaths lpl
JOIN logpaths lp2
   ON (lpl.bid = lp2.eid)
...
JOIN logpaths lpk
   ON (lp(k-1).bid = lpk.eid)
WHERE lpl.pl < lp2.pl
   AND ...
   AND lp(k-1).pl < lpk.pl
```

This query reconstructs data on paths whose length ($pl$) has exactly $k$ ones in its binary representation. Therefore, we have to run this query for $k = 1, 2, ..., \log m$ and merge their results using set union. Obviously, it will generate all paths and no path will be repeated. The resulting union query will be a part of the eventual user query. If it contains selections, the optimizer should push them down the query tree. Thus, with logarithmic paths only a fraction of the potential content of the table $fullpaths$ will be actually computed.

C. Using ORM

This method has also been integrated into the Hibernate framework. If the annotation \texttt{@unrolling(method = \textquotedblleft logarithmic paths\textquotedblright)} is present, the table $logpath$ will be automatically created and populated at the first recursive query. All necessary triggers are also created automatically.

V. Performance

The methods discussed in this paper has been tested on a computer with AMD Phenom II 3.4GHz, 8GB RAM and 2 Caviar Black 7400rpm 500 GB HDDs. The test has been run against Hibernate with a standard installation of MySQL as the backend database. We used six data sets of various sizes. Three of them contain 100 000 records organized in trees of depths 10, 15 and 20. The other three contain 1000000 records organized in trees with the same depths, i.e. 10, 15 and 20. We have tested seven usage scenarios.

The tables that report the results are organized as follows. Each table is divided into two parts. The first part presents results for data sets of 100 000 records, while the second part corresponds to data sets composed of 1 000 000 records. The first column of each table shows the depths of the trees. The second column presents times of evaluation for the presented methods. The names of two methods, namely $nested sets$ and $materialized paths$ are abbreviated to $ns$ and $mp$ respectively.

A. Building redundant materialization

In the first test we examine the time required to build redundant data structures that accelerate perspective recursive queries. We assume that the base table contains appropriate data and the derived table is empty. The results are presented in Table I.

```
<table>
<thead>
<tr>
<th>Depth</th>
<th>Time to Build Materialized Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full Path</td>
</tr>
<tr>
<td>10</td>
<td>0.00:00:00</td>
</tr>
<tr>
<td>15</td>
<td>0.00:26:20</td>
</tr>
<tr>
<td>20</td>
<td>0.00:54:24</td>
</tr>
<tr>
<td>1000000</td>
<td>1.00:00:00</td>
</tr>
</tbody>
</table>
```

B. Finding subordinates of root

We assume that we have an object representing a root in the hierarchy. We want to enumerate all nodes in the subtree below this root. The results are presented in Table II.

```
<table>
<thead>
<tr>
<th>Depth</th>
<th>Time to Find Subordinates of a Root</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full Path</td>
</tr>
<tr>
<td>10</td>
<td>0.00:00:17</td>
</tr>
<tr>
<td>15</td>
<td>0.00:07:08</td>
</tr>
<tr>
<td>20</td>
<td>0.00:19:43</td>
</tr>
<tr>
<td>1000000</td>
<td>1.00:00:00</td>
</tr>
</tbody>
</table>
```

C. Finding a subordinate of an arbitrary node

We assume that we have an arbitrary object in the hierarchy. We want to find an example node in the subtree below this node. The results are presented in Table III.

```
<table>
<thead>
<tr>
<th>Depth</th>
<th>Time to Find Subordinates of an Arbitrary Node</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full Path</td>
</tr>
<tr>
<td>10</td>
<td>0.00:00:01</td>
</tr>
<tr>
<td>15</td>
<td>0.00:00:02</td>
</tr>
<tr>
<td>20</td>
<td>0.00:00:03</td>
</tr>
<tr>
<td>1000000</td>
<td>1.00:00:00</td>
</tr>
</tbody>
</table>
```

D. Finding the root for an arbitrary node

We assume that we have an arbitrary object in the hierarchy. We want to find the root of the tree that contains the given object. The results are presented in Table IV.

```
<table>
<thead>
<tr>
<th>Depth</th>
<th>Time to Find the Root for an Arbitrary Node</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full Path</td>
</tr>
<tr>
<td>10</td>
<td>0.00:24:03</td>
</tr>
<tr>
<td>15</td>
<td>0.00:44:04</td>
</tr>
<tr>
<td>20</td>
<td>0.00:53:06</td>
</tr>
</tbody>
</table>
```
TABLE IV
TIME NECESSARY TO FIND THE ROOT FOR AN ARBITRARY NODE

<table>
<thead>
<tr>
<th>100 000 rec</th>
<th>full path</th>
<th>logpath</th>
<th>ns</th>
<th>mp</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>00:00:00:00</td>
<td>00:00:00:00</td>
<td>00:00:00:00</td>
<td>00:00:00:00</td>
</tr>
<tr>
<td>15</td>
<td>00:00:16:01</td>
<td>00:00:16:01</td>
<td>00:00:16:01</td>
<td>00:00:16:01</td>
</tr>
<tr>
<td>20</td>
<td>00:00:34:10</td>
<td>00:00:34:10</td>
<td>00:00:34:10</td>
<td>00:00:34:10</td>
</tr>
</tbody>
</table>

TABLE V
TIME NECESSARY TO INSERT NEW NODES TO THE HIERARCHY

<table>
<thead>
<tr>
<th>1 000 000 rec</th>
<th>full path</th>
<th>logpath</th>
<th>ns</th>
<th>mp</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>00:00:00:00</td>
<td>00:00:00:00</td>
<td>00:00:00:00</td>
<td>00:00:00:00</td>
</tr>
<tr>
<td>15</td>
<td>00:00:02:10</td>
<td>00:00:02:10</td>
<td>00:00:02:10</td>
<td>00:00:02:10</td>
</tr>
<tr>
<td>20</td>
<td>00:00:04:20</td>
<td>00:00:04:20</td>
<td>00:00:04:20</td>
<td>00:00:04:20</td>
</tr>
</tbody>
</table>

E. Inserting new nodes

The next three tests are devoted to the assessment of the overhead imposed by all four methods when updates of the structure occur. Table V presents efficiency measures for the operation of inserting new rows into an existing base table. In this test we only added leaves to the hierarchy.

TABLE VI
TIME NECESSARY TO DELETE A NODE FROM THE HIERARCHY

<table>
<thead>
<tr>
<th>100 000 rec</th>
<th>full path</th>
<th>logpath</th>
<th>ns</th>
<th>mp</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>00:00:00:00</td>
<td>00:00:00:00</td>
<td>00:00:00:00</td>
<td>00:00:00:00</td>
</tr>
<tr>
<td>15</td>
<td>00:00:01:10</td>
<td>00:00:01:10</td>
<td>00:00:01:10</td>
<td>00:00:01:10</td>
</tr>
<tr>
<td>20</td>
<td>00:00:02:20</td>
<td>00:00:02:20</td>
<td>00:00:02:20</td>
<td>00:00:02:20</td>
</tr>
</tbody>
</table>

F. Deleting nodes

In this test we examine the time needed to complete the delete operation. As in the previous test, we deleted leaves only. Deleting rows from the structure. The results are presented in Table VI.

TABLE VII
TIME NECESSARY TO MOVE A SUBTREE

<table>
<thead>
<tr>
<th>100 000 rec</th>
<th>full path</th>
<th>logpath</th>
<th>ns</th>
<th>mp</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>00:00:00:00</td>
<td>00:00:00:00</td>
<td>00:00:00:00</td>
<td>00:00:00:00</td>
</tr>
<tr>
<td>15</td>
<td>00:00:01:10</td>
<td>00:00:01:10</td>
<td>00:00:01:10</td>
<td>00:00:01:10</td>
</tr>
<tr>
<td>20</td>
<td>00:00:02:20</td>
<td>00:00:02:20</td>
<td>00:00:02:20</td>
<td>00:00:02:20</td>
</tr>
</tbody>
</table>

G. Updating nodes

In this test we measure the time needed to move a subtree to some other place. The results are presented in Table VII.

VI. ANALYSIS

In this Section we analyze the results of performance tests presented in Section V. We also formulate recommendations for which usage scenarios each of the analyzed methods is the most suitable. We presented four methods to build redundant data for efficient recursive queries. We divide them into two groups of two methods each. The first group contains methods that store data in additional tables, i.e. full paths and logarithmic paths. Since they do not require altering the original database schema, it will be easier to introduce them into an existing installation. The size of redundant data for full paths is $O(nm)$ where $n$ the size of the data and $m$ is the maximum depth of the hierarchy. In case of logarithmic paths this size is only $O(n \log m)$. Thus the method is feasible also in case of deep trees, i.e. when $m = O(n)$.

![Fig. 7. The comparison of times necessary to build materialized data.](image-url)
comparable only to materialized paths. Figure 7 shows this comparison. Unfortunately, the efficiency of queries with this method is notably lower. It is caused by multiple equijoins that are required to assemble all paths. For depth 20, logarithmic paths execute four subqueries combined by the set union. The most complex component of this union is a 4-way self join of the table logpath. The tests have shown that if the depth of the hierarchy grows, so does the execution time of queries. Figure 8 presents the comparison of times necessary to run the query that retrieves subtrees.

On the other hand, full paths are useful when the data is collected incrementally as presented on Figure 9. Both creation and synchronization of redundant data is reasonably fast. However, in presence of deletes and updates that thoroughly change the structure of the tree, full paths are too inert and such operations are exceptionally costly.

The second group of methods modifies the base table by adding extra columns. Such an intervention into the schema may be too severe in existing deployments and probably will never be accepted in such circumstances. This group of methods contains nested sets and materialized paths. The first of them is optimized for retrieving whole subtrees. It requires careful allocation of identifiers. Furthermore, it is definitely the most expensive for maintenance in case of updates. The operations that modify the structure are two orders of magnitude slower than in case of other methods. On the other hand, nested sets are extremely fast for queries that search subtrees.

However, also for such scenarios materialized paths are slightly faster. This method is usually more efficient than all other methods. Unfortunately, it is also the only one that uses semistructured columns, i.e. non first normal form. If we accept this drawback, we will get the fastest querying method. Its disadvantages show at updates changing the logical structure of the tree.

VII. CONCLUSIONS

In this paper we discussed four materialized data structures that accelerate recursive queries to hierarchical data. One of them called logarithmic paths is an original contribution of this paper. Logarithmic paths is the place where other methods meet halfway. Its efficiency is worse by a logarithmic factor than other methods that consume square space. However, logarithmic paths consume only linearithmic space.

We reported the results of experimental evaluation of all the four methods. None of them proved to be always worse or better than another tested method. For each of them, there are scenarios where it is the recommended materialization. We summarized our advises when to use each of the methods.

All these methods have been prototypically implemented as part of Hibernate, i.e. the most popular Java object-relational mapping system. This allows (1) hiding all the peculiarities of
these solutions from application programmers and (2) offering architects and tuners an easy choice of the materialization that is the most suitable for the application at hand.
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Abstract—Most development tools manipulate objects by changing values of their attributes. If the object should change more radically, problems arise. The amount of available information can vary from instance to instance and can be collected incrementally. It can happen that there exists no class suitable for all known attributes and so even movement of the instance to another class can be complicated. We can create exhaustive number of classes to cover all predicted variants, but still some other combinations of data can occur. To solve this situation, appearing often during processing of heterogeneous and mutable data, the model of relaxed objects was invented. It is based on the idea that object classes should be defined loosely in form of conditions – presumptions on data content or availability – and that instances should belong implicitly to all classes that are currently met. Methods associated with such classes assure that each instance is provided by all currently executable methods and its behavior change dynamically with changes of its content. The paper describes the Java-based object interface for this model, its effectiveness, and the domain index suitable for efficient data searching.

I. INTRODUCTION

Most of the object models are designed for situations when we work with groups of objects described by a known set of attributes – with classes. This approach can handle changes of attribute values but can get in troubles when new attributes should be stored and handled. The practice shows that it is sufficient for many cases. The real life is however more complicated and thus the real-life objects can fit to various classes during the time. Sometimes there could be collected some additional data, while other data could be missing. Handling such situations in most class-based object models is very complicated.

Some of the situations could be expected and supported by the application (it could be expected that person can become both parent and driver at once), some could stay hidden (person being a child under 15 and pensioner at once) and could appear during the applications service. An example of an additional attribute could be an e-mail or ICQ for an application being designed sooner than these media got known enough.

The original motivation was the need to implement a historical map that should present given area as it looked like at given time in the past. All data had to be stored temporally together with the period of their validity. The obtaining of historical information from various sources was extremely complicated. A lot of information is lost and thus amount of available/known data differed from object to object and from period to period.

Therefore we wanted an application able storing and processing such data including the originally unexpected ones. Current models and tools were not matching our needs sufficiently. We therefore developed a corresponding object model together with corresponding store ourselves [1].

The Relaxed object model was introduced in [2], [3]. It has been developed for handling data of such extensible applications. We have tested it also for prototyping of applications handling complex data and compared it with the currently dominating approach (the use of relational or object-relational database supported by an object-oriented language).

We have focused on the development speed, variability of the solution and its resulting efficiency (throughput; it could be interesting in the case when we create single-purpose applications processing large amount of non-trivial data).

II. BACKGROUND

The relaxed object model presents inner content of objects as an arbitrary set of values assigned to a subset of predefined set of attributes \( A = \{a_1, a_2, \ldots, a_n\} \). While the class-based object models define strict set of classes \( C \) and assigns each object instance to one of them, the relaxed object model define classes using arbitrary Boolean condition on attribute values. We can thus imagine class Person as any object defining values for attributes Name, Surname and BirthDate. Similarly as a Driver can be considered any object defining values for attributes Name, Surname, BirthDate and DriversLicenseNr, i.e. any Person with assigned driver’s license. On the other hand, class Child can be defined as a Person having BirthDate greater than current date minus eighteen years. We can see that both Driver and Child classes are subclasses of Person class.

An important difference is the very loose coupling between object instances and classes. The class or classes are assigned to object instances not explicitly by its declaration, but implicitly according to their inner content. If the object gain value of another attribute or current values of the object are changed, the object can be immediately considered belonging to different set of classes.

Methods could be formally expressed as a finite set \( F = \{f_1, f_2, \ldots, f_m\} \) of data manipulation functions. Each method \( f_i \in F \) defines a condition \( \text{req}(f_i) \) of its executability on a given object instance. So the method RevokeDriversLicense can require objects having attribute DriversLicenseNr set. As the condition on class Driver implicates the condition required by a RevokeDriversLicense method, this method belongs to the Driver class interface.
Thanks to the concept of Relaxed Object, where the interface \( \text{iface}(o) \) of given object instance \( o \) contains all methods \( f_i \in F \) for whose its content fulfills the requirement \( \text{req}(f_i) \), it is easy to access and use all methods available for a given object at a given moment. The availability can depend not only on physical availability of data, but also on their accessibility with respect to users’ rights to individual attributes. Again, the client application can still provide users with the maximum available functionality.

The concept of Relaxed Object promises solving of some problems arising during transformation of real world entities to their abstract object model.

This paper describes basics of first implementation of these concepts that provides programmers writing in Java language with an extension allowing easy access and manipulation with relaxed object stored in the Oracle relational database. The environment selection has been made with respect to its potential enterprise deployment.

Following section discusses related work. Section 3 concerns on main issues of implementing relaxed objects in Java language and presents its results from performance point of view. Section 4 discusses enhancements currently available for the database layer that allows further performance enhancements. The last chapter gives the final conclusion.

III. RELATED WORK

The model presumes data storage by individual columns. The C-Store database system [4] deals with this idea. It shows that this approach can be under some conditions quite efficient for data retrieval. To optimize reading operations, C-Store keeps data copies organized with respect to particular queries and so slows-down data manipulation. The Datapile system [5] targets to be a backup system for heterogeneous operational databases. It stores attribute values including their time validity into a single table. Data can be only imported from or exported to the classical operational databases. The approach does not allow direct data manipulation. A Java interface for relaxed objects [6] was designed to allow direct manipulation with stored relaxed objects, using classical relational database storage and still provide acceptable response time.

Software development method named Design by contract [7] tries to decrease complexity of implemented applications. It is based on the concept of a contract between two modules. Each module guarantees that if all requirements for input parameters are met, the output fulfills declared output conditions. This approach is not much used in the practice today. The problem is that definitions of requirements are not mandatory. Relaxed objects will require definitions of input conditions, as this test checks if the object belongs to supposed class or not and if the method is available. Still the condition check should be optional on production systems for performance reasons. It should be possible to switch the checking off in the code if it is obvious, that the condition is already met. The conditions could be, for example, already checked and the object was not changed afterwards.

As the implementation had to use relational database store, it was necessary to implement object-relational mapping between Java representation of relaxed objects and the database. Most of the known frameworks (for example Hibernate\(^1\) for Java), provides more mapping methods or their combinations, as well chosen mapping can substantially increase the application performance and decrease the lag caused by SQL communication. The relaxed objects use quite different approach to data storage, none of common mappings – neither vertical, horizontal nor filtered [8] is applicable. It appeared more efficient to implement a special mapping, optimized for its specific object manipulation. One of the advantages is the possibility to add new attributes at the runtime. As the mapping performance was one of major risks, it was tested in detail.

IV. RELAXED OBJECT IMPLEMENTATION IN JAVA

This chapter describes basic ideas of relaxed object interface in Java. Among others, the solution handles:

- **Optimal description of conditions for methods and their parameters.**
- **Optimal way of checking conditions at runtime.**
- **Possibility to find a correct implementation of a given method.**
- **Finding relaxed objects having required characteristics, i.e. fulfilling of a given condition.**

A. Relaxed Object Representation

The representation of relaxed objects in the memory has to be chosen first. The focus was held on the speed of in-memory operations and the size of the data representation as we wanted to add as little overhead as possible.

We distinguish primitive data types and object data types in the further text. Primitive data types as int contain data value directly and do not need any space overhead. On the other hand, object data types store data wrapped into objects and reference to them using four byte references.

From the test results shown in the table 1 is obvious that the creation time depends on the object representation memory size. The object representation sizes are everytime rounded up to 8 Bytes. Class Object itself requires 8 Bytes of memory. Integer value represented as an Integer instance requires 16 Bytes of memory plus 4 Bytes for each reference. Fortunately, the memory overhead for objects with more attributes is relatively smaller. The results for String type have shown to be comparable with int objects (not counting memory for string characters), and so we tested mainly int parameters.

The results show average values from five runs, where each run executes the operation one hundred thousand times. The first two rows correspond to the cases where attributes were declared as public and so the manipulation can be done directly, not through getters and setters. A final modifier denies further changing of a value once it is already set.

The last three columns compare object creation time without attribute initialization, with attributes set by constructor

\(^{1}\)http://www.hibernate.org
The last two rows show the time consumption in the case when the attribute access is exclusive and when it forbids parallel processing. The recommended variant that uses synchronized access only for critical section is better than the variant that requires synchronization for the whole method. In both cases the throughput of the initialization phase decreases significantly.

The relaxed objects allow any combination of set attributes what leads to at least 2\(^{31}\) theoretically possible classes. To avoid this, the relaxed object instance representation should allow arbitrary number of attributes and adapt its behavior according to actual inner content. We supposed that from the speed point of view the HashMap representation of attribute name – value pairs will be optimal while representation in array will provide more efficient storage. The HashMap representation was – surprisingly – 2–3 times slower than array representation for tens of attributes. Moreover the HashMap representation takes 80B plus additional 24B for each pair, while arrays require 24B plus 8B for each new pair.

Table II shows time required by the operations for an array representation. The values were of primitive type int. The last row shows a comparison with the values stored as an already existing value and a (slower) setting value for an unknown attribute. Again, the creation of an object instance distinguishes between the creation of the initialized instance and the creation of an empty object instance and the additional setting attributes one by one. The first case corresponds to the situation where attribute values are known in advance while the other models are more probable in the situation when the attributes are set after the instance creation one by one. This approach is up to 30 times slower than the manipulation with classical Java objects.

The overall memory consumption is approximately 2 times larger than in the case of classical object models.

It is possible to suppose that the users will spend significantly more time by reading and processing information than by its modification. Under such condition it was reasonable to implement two different interfaces of the relaxed object instance – RFObject\(^2\) and its extension RMO\(^3\)bject. The first of them represents immutable object instance and provide methods find, get, isSet and setCallMode. The second one inherits it and adds additional methods set, setValue, unset, amend, store, and delete.

RFObject instance has all its values set during initialization, which makes checking conditions easier, as they can be checked only once. Methods of this class are thread-safe. The RMO\(^3\)bject implementation is thread-unsafe and so it was implemented a wrapper that overrides all methods as synchronized. The programmer then can easily choose whether he/she prefers more efficient or safer object manipulation.

Attributes are defined as members of an enumerated type. Their data type is determined by the interface it implements. This way the compiler can check the type consistency. The description of the type is done using annotation. The definition then can look like:

```java
// Example 1 - Attribute definition
public enum String implements RString {
    @Info("State description")
    StateDescription
}
```

Getters and setters take attribute identification as their first parameter. So getters are declared as get(RBytes): byte[], get(RBoolean): boolean, set(RLong,long): void, set(RString,String): void, etc. This allows compiler to check type consistency. Getters return primitive types to decrease memory and time overhead. The amend(String): void method loads attributes of object from the database. The store(): void method stores object including referenced objects to the database. The unset(...): void method marks an instance attribute as deprecated and the subsequent store invocation removes its value from the database.

The most important is the method find(class<Type>): Type that allows finding proper implementation of the object according to its inner state and required type. Return value is stored in the object cache. Method setCallMode allows programmer to choose if the next method invocation should:

- evaluate the conditions and execute the method, (the default behavior), or
- Relaxed Final Object
- Relaxed Mutable Object

Table I

<table>
<thead>
<tr>
<th>Class Content</th>
<th>Size (B)</th>
<th>Get Time (ns)</th>
<th>Set Time (ns)</th>
<th>Creation +Constr. Time (ns)</th>
<th>Creation +Setters Time (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>public final int</td>
<td>16</td>
<td>110</td>
<td>76</td>
<td>25</td>
<td>88</td>
</tr>
<tr>
<td>public int</td>
<td>16</td>
<td>11</td>
<td>15</td>
<td>25</td>
<td>92</td>
</tr>
<tr>
<td>Int</td>
<td>16</td>
<td>11</td>
<td>17</td>
<td>25</td>
<td>42</td>
</tr>
<tr>
<td>2 x int</td>
<td>16</td>
<td>12</td>
<td>16</td>
<td>26</td>
<td>44</td>
</tr>
<tr>
<td>8 x int</td>
<td>40</td>
<td>20</td>
<td>29</td>
<td>51</td>
<td>98</td>
</tr>
<tr>
<td>32 x int</td>
<td>56</td>
<td>25</td>
<td>52</td>
<td>196</td>
<td>402</td>
</tr>
<tr>
<td>32 x int + sync. crit. section</td>
<td>136</td>
<td>89</td>
<td>91</td>
<td>189</td>
<td>417</td>
</tr>
<tr>
<td>32 x int + sync. method</td>
<td>136</td>
<td>92</td>
<td>95</td>
<td>194</td>
<td>428</td>
</tr>
</tbody>
</table>

Table II

<table>
<thead>
<tr>
<th>Class Content</th>
<th>Get Time (ns)</th>
<th>Set Time New (ns)</th>
<th>Set Time Known (ns)</th>
<th>Creation +Constr. Time (ns)</th>
<th>Creation +Setters Time (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30/80</td>
<td>106/106</td>
<td>5/57</td>
<td>30/58</td>
<td>156</td>
</tr>
<tr>
<td>2</td>
<td>36/37</td>
<td>107/152</td>
<td>56/60</td>
<td>29/71</td>
<td>296</td>
</tr>
<tr>
<td>4</td>
<td>41/84</td>
<td>107/181</td>
<td>59/81</td>
<td>31/89</td>
<td>623</td>
</tr>
<tr>
<td>8</td>
<td>53/85</td>
<td>106/222</td>
<td>69/75</td>
<td>30/133</td>
<td>1416</td>
</tr>
<tr>
<td>16</td>
<td>80/95</td>
<td>109/850</td>
<td>92/107</td>
<td>32/234</td>
<td>4527</td>
</tr>
<tr>
<td>32</td>
<td>104/188</td>
<td>109/650</td>
<td>120/206</td>
<td>30/502</td>
<td>11818</td>
</tr>
<tr>
<td>32Integer</td>
<td>147/190</td>
<td>115/641</td>
<td>162/201</td>
<td>32/677</td>
<td>13060</td>
</tr>
</tbody>
</table>

parameters and with attribute initialization using setters after the object is created. The required initialization time increased with the growing number of parameters.

The overall memory consumption is approximately 2 times larger than in the case of classical object models.

It is possible to suppose that the users will spend significantly more time by reading and processing information than by its modification. Under such condition it was reasonable to implement two different interfaces of the relaxed object instance – RFObject\(^2\) and its extension RMO\(^3\)bject. The first of them represents immutable object instance and provides methods find, get, isSet and setCallMode. The second one inherits it and adds additional methods set, setValue, unset, amend, store, and delete.

RFObject instance has all its values set during initialization, which makes checking conditions easier, as they can be checked only once. Methods of this class are thread-safe. The RMO\(^3\)bject implementation is thread-unsafe and so it was implemented a wrapper that overrides all methods as synchronized. The programmer then can easily choose whether he/she prefers more efficient or safer object manipulation.

Attributes are defined as members of an enumerated type. Their data type is determined by the interface it implements. This way the compiler can check the type consistency. The description of the type is done using annotation. The definition then can look like:

```java
// Example 1 - Attribute definition
public enum String implements RString {
    @Info("State description")
    StateDescription
}
```

Getters and setters take attribute identification as their first parameter. So getters are declared as get(RBytes): byte[], get(RBoolean): boolean, set(RLong,long): void, set(RString,String): void, etc. This allows compiler to check type consistency. Getters return primitive types to decrease memory and time overhead. The amend(String): void method loads attributes of object from the database. The store(): void method stores object including referenced objects to the database. The unset(...): void method marks an instance attribute as deprecated and the subsequent store invocation removes its value from the database.

The most important is the method find(class<Type>): Type that allows finding proper implementation of the object according to its inner state and required type. Return value is stored in the object cache. Method setCallMode allows programmer to choose if the next method invocation should:

- evaluate the conditions and execute the method, (the default behavior), or
- Relaxed Final Object
- Relaxed Mutable Object

Table II shows time required by the operations for an array representation. The values were of primitive type int. The last row shows a comparison with the values stored as an already existing value and a (slower) setting value for an unknown attribute. Again, the creation of an object instance
execute the method without checking, or
only checks the executability condition.

B. Sets and Object Lists
As proposed in [2], the sets and lists are represented as collections of references to relaxed objects. Again, the implementation was split to the final RFSet and RFList interfaces, and their mutable RMSet and RMList extensions. The unset method marks the reference to the object as unused. To remove the referenced object as well, the implementation extends the interface by the method remove. The method filter unsets all objects that do not fulfill given condition.

C. Object persistency
Attribute declaration can add other requirements as uniqueness constraint or index enforcement for the attribute. An application can contain a method that goes through all the available classes, creates missing tables for the attributes in the database and registers all the attributes in the catalog. The implementation supports also transient attributes of instances that can hold temporary data during object stay in the memory and that are not stored in the database. To define a transient attribute, Info annotation from the example above should be changed to Transient annotation.

Transaction support allows setting of isolation level of the transaction or set the transaction as read only. Attributes and/or instances can be explicitly locked in either shared or exclusive mode. An application can request locking objects in the order of the increasing object ID’s, which decreases probability of deadlock occurrence.

D. Methods and Class Definitions using Conditions
One of the main goals was to implement suitable way for declaration of conditions for method executability and for their parameters. As a solution the annotations were chosen similarly to attribute declaration. The next interesting problem was the enforcing of a transparent condition checking. The instrumentation of bytecode was chosen as the most feasible solution through proxies was chosen instead if implementing conditions and returning either RFList or RMList implementations according to the necessity to modify results programmatically.

E. Queries
The relaxed object interface in Java tries to hide the database and provides to the developer an object oriented interface. Queries are thus provided through methods taking the conditions and returning either RFList or RMList implementations.

F. System Catalogue
The library keeps information about defined attributes in a class defined as one of relaxed object classes. The RSetAttributes attribute represents set of attributes having a defined value in a given instance. Due to the reflexivity of the system catalogue definition, the application can query the catalogue using the same way as other stored data.

---

```
public interface Foo {
    Object bar (Object obj) throws BazException;
}

public class FooImpl implements Foo {
    public Object bar (Object obj) throws BazException {
        // Example 3 - Proxy Object Implementation
        return java.lang.reflect.Proxy.newProxyInstance {
            obj.getClass().getClassLoader(),
            obj.getClass().getInterfaces(),
            new DebugProxy(obj)};
    }

    private DebugProxy(Object obj) { this.obj = obj; }

    public Object invoke(Object proxy, Method m, Object[] args) throws Throwable {
        Object result;
        try {
            system.out.println("before method " + m.getName());
            result = m.invoke(obj, args);
        } catch (InvocationTargetException e) {
            throw e.getTargetException();
        } catch (Exception e) {
            throw new RuntimeException("unexpected invocation exception: "+ e.getMessage());
        } finally { system.out.println("after method "+ m.getName());
        return result;
    }
}
```

```java
// Example 4 - Proxy Object Usage
Foo foo = (Foo) DebugProxy.newInstance (new FooImpl());
foo.bar(null);
```

```java
// Example 2 - Method definition
public interface Foo {
    Object bar (Object obj) throws BazException;
}

public class FooImpl implements Foo {
    public Object bar (Object obj) throws BazException {
        // ...
    }
}
```

```java
// Example 4 - Proxy Object Usage
Foo foo = (Foo) DebugProxy.newInstance (new FooImpl());
foo.bar(null);
```
The main weakness of the provided implementation is the performance of a persistent layer due to splitting of objects to more tables for individual attributes. Searching for \( k \) attributes of a given relaxed object requires joining of at least \( k \) tables according to equal ID. The search effectiveness in relaxed object storage without support of any specially designed index is shown on figures 1 and 2.

Results show that the time needed for searching grows significantly with the number of stored objects. The querying is complicated also due to the fact, that search can be done according to at most one indexed column and other conditions have to be checked against data stored in other tables and joined by object ID.

To allow effective searching, special type of index had to be designed and implemented. We needed index embedded to some widespread enterprise database management system to support large number of applications and application environments. We choose an Oracle database for its support of extensible indexing through data cartridges\(^4\). Its first implementation was described in [9]. The index has been significantly evolved and further optimized later.

\(^4\)http://download.oracle.com/docs/cd/B19306_01/appdev.102/b14289/toc.htm

V. TEMPORAL RELAXED OBJECT INDEX

Due the restriction, given by predefined domain index interface in Oracle our indexes are created in two phases. First, they are created as abstract ones. In this phase the index holds only the metadata, not the data from the indexed attribute set (table set). In this state it is possible to attach new attributes to it, or detach unnecessary ones. At this moment the index is switched to real index, it becomes available for query optimization. Real indexes store data in R-tree structure [10] with parameters \( M \) and \( N \). The parameters can be set at the creation time. Otherwise the optimal values are set automatically using built-in heuristics. The heuristics tries to find such a largest \( N \) that one node can be read by one I/O operation.

Let us begin with an example over Relaxed Object model storing information about people in attributes `Name`, `Surname`, `Degree`, `DrivingLicense`, `NrOfChildren`, and `Income`. The statistical office would like regularly check relation between education degree and the income, while some company would like to find potential customers. For these purposes two different multi-table indexes could be created:

```
-- Abstract index COMPANY creation
EXECUTE INX.CONSTRUCT('COMPANY');
-- Adding attributes
EXECUTE INX.ADD_ATTRIBUTE('COMPANY','DrivingLicense');
EXECUTE INX.ADD_ATTRIBUTE('COMPANY','NrOfChildren');
EXECUTE INX.ADD_ATTRIBUTE('COMPANY','Income');
-- Switch index to real state and index data
EXECUTE INX.MAKE_REAL('COMPANY', 20, 50);
-- Create and populate index for statistics
EXECUTE INX.CONSTRUCT('STATISTICS');
EXECUTE INX.ADD_ATTRIBUTE('STATISTICS', 'Degree');
EXECUTE INX.ADD_ATTRIBUTE('STATISTICS', 'Income');
-- Switch index back to abstract one,
-- add new attribute
-- and switch back to real index
EXECUTE INX.MAKE_ABSTRACT('STATISTICS');
EXECUTE INX.ADD_ATTRIBUTE('STATISTICS', 'Income');
```
EXECUTE INX.MAKE_REAL('STATISTICS');

All R-trees over all sets of columns are held within one domain index instance built on column ID of table OBJECTS. The select statements then looks like

```
SELECT * FROM OBJECTS
WHERE MATCH(ID,
  'conjunction of conditions on attribute values') = 1;
```

The query language used within the string parameter of this operator was defined to be as similar to SQL language as possible. With the exception for standard Boolean operators and comparison operators it allows easy definition of interval queries.

Index search then choose the best R-tree available to search object instances according to known attribute values. This is advantageous as the user need neither know all sets of indexed columns nor decide the specific one to be used.

Queries can either let the datastore choose optimal index, hint appropriate indexes, or force it to explicitly use given R-tree index. The SELECT statement then could look as follows:

```
SELECT * FROM OBJECTS
WHERE MATCH(ID,
  'Income >= 8000 AND NrOfChildren IN[1,999)
  AND DrivingLicense LIKE "%B%"
  AND Degree IS NOT NULL') = 1;
```

---

### (1a)

'NrOfChildren >= 1 AND NrOfChildren < 999 AND DrivingLicense = "B"'

---

### (1b)

- error: lower limit set twice 'NrOfChildren >= 1 AND NrOfChildren > 1'

---

### (1c)

equiv. to 'DrivingLicense = "B"'

---

### (1d)

equiv. to 'NrOfChildren IN[1,999)'

---

### (1e)

equiv. to 'Degree IN[MIN_VALUE,MAX_VALUE]'

'Degree IS NOT NULL'

Syntax of values depends on their data type family – integer, float, text or date/time. Details for different database types are shown in Table III.

Strings have to be enclosed in double quotas “”. The ordering and comparison is defined by Oracle function NLSSORT and is case insensitive. The date and timestamp values are enclosed in double quotas as well. If the length of the literal is shorter than expected, it is completed automatically with respect to the required format. So e.g. the value ”2013-05” is by default completed to the timestamp value ”2013-05-01 00:00:00.000000000”.

### B. Heuristics Language Grammar

All hints affecting the heuristics are optional and if present, they must be enclosed in comment brackets /* and */ at the beginning of the query string. The hint grammar is declared on Figure 4. Hint NONE explicitly forbids the use of any existing R-tree and data are searched programmatically. If the user wants to use one particular R-tree index, he or she can force its usage by writing its name to the comment. It is possible to write down the list of more R-tree indexes separated by commas. Each index name can be prefixed by a sequence of plus or minus signs. The heuristics then favors, respectively suppresses their usage accordingly to the prefix lengths.
Table III

**SUPPORTED DATA TYPES**

<table>
<thead>
<tr>
<th>DB Type</th>
<th>Oracle format</th>
<th>Max</th>
<th>Min</th>
<th>Val</th>
<th>Val</th>
</tr>
</thead>
<tbody>
<tr>
<td>NUMBER(9)</td>
<td>FM999999999</td>
<td>10</td>
<td>-999999999</td>
<td>+99999999.999</td>
<td>+9999999.999</td>
</tr>
<tr>
<td>NUMBER(12,3)</td>
<td>FM999999999.000</td>
<td>14</td>
<td>-999999999</td>
<td>+99999999.000</td>
<td>+999999999</td>
</tr>
<tr>
<td>TIMESTAM_P(6)</td>
<td>FXYYYY-MM-DD HH24:MI:SS.FFF</td>
<td>21</td>
<td>0000-01-01 00:00:00.000</td>
<td>9999-12-30 23:59:59.999</td>
<td>9999-12-30 23:59:59.999</td>
</tr>
<tr>
<td>VARCHAR(16)</td>
<td>CHR(255)</td>
<td>16</td>
<td>CHR(0)</td>
<td>32xCHR(255)</td>
<td>0000-01-01 00:00:00.000</td>
</tr>
<tr>
<td>VARCHAR(32)</td>
<td>CHR(255)</td>
<td>32</td>
<td>CHR(0)</td>
<td>64xCHR(255)</td>
<td>999999999</td>
</tr>
<tr>
<td>VARCHAR(64)</td>
<td>CHR(255)</td>
<td>64</td>
<td>CHR(0)</td>
<td>128xCHR(255)</td>
<td>999999999</td>
</tr>
<tr>
<td>VARCHAR(128)</td>
<td>CHR(255)</td>
<td>128</td>
<td>CHR(0)</td>
<td>128xCHR(255)</td>
<td>999999999</td>
</tr>
</tbody>
</table>

Figure 4. Hint comment grammar

**C. The Embedded Heuristics**

The optimal R-tree that allows optimal evaluation of given query is chosen by the embedded heuristics. It takes into account two basic factors. First it tries to avoid filter search phase. Second it tries to minimize the number of I/O operations between the R-tree stored in the BLOB and the operational memory. More formally, the heuristics tries to use such a suitable R-tree that provides maximal value of expression (1). Weights $H_1$ to $H_4$ are still subject of further research and change.

$$H_1 = \frac{N_{\text{ind}}}{N_{\text{attr}}} + H_2 = P_{\text{ind}} / P_{\text{tot}} + H_3 = N / S_{\text{ch}} + H_4 U_{\text{pref}}$$

The first expression $H_1(\frac{N_{\text{ind}}}{N_{\text{attr}}})$ tries to identify the biggest subset of indexed attributes. $N_{\text{ind}}$ represents the number of indexed attributes in the query. $N_{\text{attr}}$ stands for the number of attributes in the query. Optimally the number of indexed attributes corresponds with the number of attributes in the query and so $N_{\text{ind}} / N_{\text{attr}} = 1$. The $H_1$ value is currently set to 3.

The second expression $H_2\left(\frac{P_{\text{ind}}}{P_{\text{tot}}}\right)$ searches for the index with as much pages read into the cache as possible. $P_{\text{ind}}$ denominates the number of pages already read into the index cache. $P_{\text{tot}}$ then holds the number of all pages that forms the index. Current value of $H_2$ is set to 2.

The expression $H_3\left(\frac{N}{S_{\text{ch}}}\right)$ prefers indexes with smaller sizes of attributes, as they can store more rows of indexed data into one index node. $N$ is a parameter of the R-tree, while $S_{\text{ch}}$ stands for system chunk-size. $H_3$ is set to 1.

The last expression $H_4 U_{\text{pref}}$ takes into account the user preferences. $H_4$ is currently set to 1. $U_{\text{pref}}$ is defined by the length of plus/minus prefix in the hint. For example, in the case of the hint `*` the $U_{\text{pref}}$ value is equal to +2 for R-tree COMPANY and to -1 for R-tree STATISTICS.

Following examples show the influence of hints and further aspects to the R-tree selection:

```sql
-- index COMPANY will be used (by heuristics)
SELECT * FROM OBJECTS
WHERE MATCH(ID, 'Income >= 8000 AND NrOfChildren IN[1, 9) AND DrivingLicense IS NOT NULL') = 1;
```

```sql
-- with LIKE, the STATISTICS will be used;
-- without it, the COMPANY one
SELECT * FROM OBJECTS
WHERE MATCH(ID, '/* +COMPANY, -STATISTICS */ Income >= 8000 AND NrOfChildren IN[1, 9) AND DrivingLicense LIKE "%B%"
AND DEGREE = "MGR."') = 1;
```

**D. Combined Search of Data**

All searches supported by domain index are primarily done through R-tree indexes. As R-tree indexes are not and cannot be built on all possible subsets of attributes, it is necessary to combine index search with additional comparisons of found object instances with the query.

In this case the search runs in two phases. The first index search phase – *index search* – uses the best available real R-tree index to find out object instance candidates. In the second phase – *filter search* – compares remaining attributes if they match to the user query or not. The obtained result set is then propagated to the application. The filter search evaluation is more time-consuming, but fortunately it is necessary to use it usually for relatively small amount of objects candidates only.

If the sufficient R-tree index exists, it is not used at all.

**E. Performance Tests**

We tested the search speed using real domain indexes with optimal value of $N$ parameter against searches, written in standard SQL both without any index support as well as using a join over ID columns supported by standard B-tree indexes on them. Tests run on Oracle 11gR2 XE on the PC with the dual-core processor Intel® Pentium® at 2.4 GHz and 4GB RAM DDR3. Third we tried to measure the search with NONE hint, so all instances were searched by filter search. Search times achieved over the database are shown in Table IV.

Times in seconds spent by domain index search are listed in the column REAL. Search times needed by standard SQL search are in column ORACLE. The last variant is shown in column NONE.
WHERE MATCH(ID,
  /* STATISTICS */ Income >= 8000 AND DEGREE = "MGR."
  AND TIME < "2100"
  ) = 1;

-- ORACLE search
SELECT COUNT(DISTINCT Income.ID)
FROM Income I INNER JOIN DEGREE D
ON (I.ID = D.ID)
AND ((I.VALID_TO > D.VALID_FROM
     AND I.VALID_FROM < D.VALID_TO)
  OR
  (D.VALID_TO > I.VALID_FROM
     AND D.VALID_FROM < I.VALID_TO))
WHERE I.VALUE >= TO_NUMBER('8000',
  TYPES.GET_FORMAT('INT'))
  AND D.VALUE = "MGR."
  AND I.VALID_FROM < TYPES.TO_DATE_TIME(2100)
  AND D.VALID_FROM < TYPES.TO_DATE_TIME(2100);

-- NONE r-tree index
SELECT * FROM OBJECTS
WHERE MATCH(ID,
  /* NONE */ Income >= 8000 AND DEGREE = "MGR."
  AND TIME < "2100"
  ) = 1;

The database was populated with 10, 20, respectively 30 thousands of object instances with two attributes each. The attributes have had 8 to 15 unique values. Queries returned approximately 25% of the database content.

The table shows that the time spent by index creation is relatively large due to tree balancing. Optimal balancing has then positive influence to further index search times.

Table IV
SEARCH TIMES COMPARISON

<table>
<thead>
<tr>
<th>Objects</th>
<th>Items</th>
<th>Create time (s)</th>
<th>REAL (s)</th>
<th>ORACLE (s)</th>
<th>NONE (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10000</td>
<td>118,582</td>
<td>174.9</td>
<td>0.510</td>
<td>13.730</td>
<td>25.625</td>
</tr>
<tr>
<td>20000</td>
<td>237,695</td>
<td>390.5</td>
<td>1.160</td>
<td>28.020</td>
<td>57.640</td>
</tr>
<tr>
<td>30000</td>
<td>356,974</td>
<td>574.2</td>
<td>1.410</td>
<td>41.950</td>
<td>80.640</td>
</tr>
</tbody>
</table>

The same results are shown graphically on 5. It can be easily seen the major differences in times. Note that the results for Oracle SQL search were obtained in database without additional B-tree indexes on attribute values. Introducing them speeds up the Oracle SQL queries 3 to 4 times in the case of low dimensional queries. The queries on more attributes where the SQL join takes most of the time the speed-up was not so evident. The graph shows also an apparent increase of time between 10 and 20 thousands of object instances. It is caused by returning results in batches what implied more time-consuming calls from the PL/SQL to the C++ code. The tests were run with the batch size of 2000 objects.

VI. CONCLUSION

Using technologies as Annotations, Annotation Processing and Java Instrumentation API, available in Java 6.0 language, the concept of relaxed objects was successfully implemented including polymorphism that was originally not considered. Future planned extensions of Java that suppose storing method names together with parameter names and types in the bytecode in the retrievable way would make condition definitions even simpler. The suitability of the above described implementation was proved by the pilot application – storage for software test management.

Advantage of the model is its ability of maintain heterogeneous data. The checking of method availability on given instance made the application more fault-tolerant. It appears that relaxed objects seem to be a good choice for prototyping applications having complex or heterogeneous data. Current state of implementation of specialized domain index promises even better performance and greater usability of this concept in the near future.
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I. INTRODUCTION

COLUMNAR databases provide a number of benefits with regard to both data storage (e.g.: data compression [1]) and data processing (e.g.: on-demand materialization [2]). Their characteristics are particularly advantageous for exploratory sessions and ad hoc analytics. The principles of columnar stores can be also combined with a pipelined and iterative processing [3], leading toward modern analytic engines able to handle rapidly growing data sets.

Infobright’s technology discussed in this article combines the benefits of columnar architectures with utilization of a metadata layer aimed at limiting data accesses while resolving queries [4]. In our solution, the content of each data column is split onto collections of values of some consecutive rows. Each data pack created this way is represented by its statistics. Such statistics are utilized by algorithms identifying data packs sufficient to complete particular stages of a given query execution [5].

The above solution is an example of a more general strategy of scaling complex computations on large data sets. Following the principles of rough sets [6] and granular computing [7], this methodology can be expressed by the four following steps: 1) Decompose data onto granules; 2) Create statistical snapshots for each of granules; 3) Do approximate computations on snapshots; 4) Whenever there is no other choice, access some of granules.

Certainly, such methodology should be compared to other approaches based on decomposing and merging computational tasks (see e.g. [8], [9]). It also requires addressing some details specific for particular applications, such as assuring sufficiently fast data decomposition methods, creating small but sufficiently informative snapshots, re-designing standard computational methods and accessing data granules in a minimized and optimized way.

Once the above challenges are solved, one can achieve a powerful framework where approximate computations assist execution of both standard and novel types of operations over massive data. In particular, it can be utilized to support both classical SQL statements and their approximate generalizations.

In the case of Infobright’s RDBMS products, we distinguish three levels of such approximate assistance: 1) Optimization of data operations, which are components of execution of typical SQL statements [10]; 2) Computation of approximated results of SQL statements that occur in correlated subqueries in order to speed up answering to the main queries [11]; 3) Computation of approximated results visible to end users, which means actually extending standard SQL syntax [12].

In this paper we focus on the last two out of the above-outlined levels. We discuss an enhancement of our previous approximate SQL execution framework, now based on statistical metadata operations combined with accessing a small percentage of heuristically most informative data granules. We also report some performance tests proving that this new implementation can speed up a wide range of practically useful correlated subqueries.

The paper is organized as follows: Section II outlines some examples of understanding approximate SQL. Section III recalls our database technology, that is, Infobright’s RDBMS solution. Section IV reports our previous research in the area of approximate SQL. Section V introduces new enhancements into our approximate SQL framework. Section VI recalls basic notions and challenges related to correlated subqueries. Section VII discusses application of enhanced approximate SQL framework to optimization of correlated subquery computation. Section VIII reports some performance tests corresponding to correlated subquery execution. Section IX discusses correlation between data sampling and precision of enhanced approximate query results. Finally, Section X concludes this study.

II. APPROXIMATE SQL

In such areas as, e.g., business intelligence or online analytics, there is a discussion whether the answers to SQL
statements have to be always exact. As an example, in
the case of rapidly growing and/or dynamically changing
data sets, often with a limited/variable access or limited
time/budget resources, the outcomes of a standard SQL
statement may get practically useless prior to finishing its
execution. An analogous dilemma arises for SQL-based
versions of some machine learning methods, which work
heuristically anyway [13].

There are many aspects of introducing approximate
SQL. For instance, one can estimate actual SQL results
by executing queries against data samples [14]. One can
also rely on data synopses [15]. A database system may
build numerous synopses for various subsets of columns
and measures. Each query is then translated and calcu-
lated using only synopses. The answer obtained in such a
way is returned as approximation. Yet another possibility
is to generalize SQL operators in order to provide end
users with more flexible answers [16]. Such extensions are
especially useful when query constraints turn out to be too
restrictive to produce any results or columns’ data types
are too complex for standard conditions and operations.

The two out of the above aspects can be clearly found
in Infobright’s technology. Our statistical metadata layer
can be utilized to heuristically identify subsets of data
packs that form sufficiently informative samples. It can be
also interpreted as data synopses, which produces query
approximations for both internal and external purposes.

We go back to these aspects in Section IV, after getting
more familiar with the considered database architecture.

With regard to the third above-mentioned aspect, which
is tending toward more flexible answers by modifying SQL
operators, some of our approximate query functionalities
can be regarded as SQL syntax extensions. However, one
should remember that Infobright’s main inspiration for
query approximations is to speed up execution and/or
decrease a size of standard SQL outcomes by answering
with not fully accurate/complete results.

Let us also mention about one more important direction
in the area of SQL approximations, specially related to
the enhancements proposed in this paper. It is dedicated
to controlling a complex query execution over time,
by means of converging outcome approximations [17]. Such
a convergence can take different forms, e.g.: monitoring
partial query results until the calculation is completely
finished, with possibility to stop it at any moment in
time, or pre-defining some execution time and/or resource
constraints that, when reached, will automatically stop
further process even if the given query results are still
inaccurate. We go back to this topic in Section VI.

III. INFOBRIGHT’S ARCHITECTURE

In Infobright’s RDBMS, rows loaded into a data table
are partitioned onto so called row packs, each consisting
of, by default, 2^{16} of rows. Each row pack is partitioned
onto data packs, each consisting of 2^{10} values of a column.
Thus, each data pack corresponds to a single row pack
and a single data column. Data packs are compressed
and stored on disk. During query execution selected data
packs are read from disk, decompressed and analyzed.
Decompression stage commonly constitutes query evalua-
tion time or is its significant factor, so one tends to
limit number of data packs decompressions. That is why,
among others, some subset of most recently used data
packs are available decompressed in memory. Prior to
compression, various types of statistics are computed for
each of data packs. For each data table, there is so called
granulated information system with objects corresponding
to row packs and attributes – to statistics. If justified we
can consider also information systems with objects related
to the pairs of row packs from different tables (see e.g.
[5]). Granulated information systems constitute so called
Infobright’s knowledge grid. There are various strategies of partitioning rows into row
packs. In a general area of data processing and mining,
we may refer to this task as to data granulation [7].

Appropriate data organization will have, among others,
direct impact on informativeness of data synopses and
– in consequence – on engine performance. However, we
need to realize that in the case of database solutions
expected to analyze large amounts of data being loaded
in nearly real time such granulation needs to be very fast,
possibly guided by some optimized criteria but utilized
rather heuristically. While loading (or reloading, e.g., by
an insert from select operation) data, one may control
the number of rows in row packs (that is, the number
of rows does not need to be always 2^{16}). To a certain
extent, one may also slightly influence the ordering of
rows for the purposes of producing better-compressed row
packs described by more meaningful statistics, following
analogs to data stream clustering [18].

Knowledge grid can be treated as a metadata layer.

Besides simple statistics displayed in Fig. 1, it may also
contain more advanced structures [19]. However, the size
of all such structures needs to be far smaller than the size
of data. Since granulated tables residing in knowledge grid
are organized in a columnar way, so their columns, called
knowledge nodes, can be selectively employed while query-
ing. Another metadata layer stores information about lo-
cation and status of data packs. It also contains lower-level
statistics assisting in data decompression and, if applica-
table, translating incoming requests in order to resolve them
using only partially decompressed data. There is also one
more metadata layer responsible for interpretation of the
contents of data packs and knowledge nodes. It contains,
e.g., value dictionaries for columns with relatively small
number of unique values and domain-specific descriptions
of values of long alphanumeric columns, which may assist
in their better compression [20].

The most fundamental way of using knowledge nodes
during query execution refers to classification of data packs
into three categories analogous to positive, negative, and
boundary regions in the theory of rough sets [6]: Relevant
(R) packs with all elements relevant for further execution; Irrelevant (I) packs with no elements relevant for further execution; Suspect (S) packs that cannot be R/I-classified based on available knowledge nodes.

As an example, consider table T with 350,000 rows and columns a and b. We have six row packs: (A1,B1) for rows 1-65,536, (A2,B2) for rows 65,537-131,072 and so on. Consider knowledge nodes with minimum and maximum values displayed in Fig. 1. Assume there are no nulls and no other types of knowledge nodes available. Consider the following statement: select max(a) from T where b > 15; [5]. The first execution stage uses min/max knowledge node for column b to classify data packs of b (and the whole corresponding row packs) onto relevant (B4), irrelevant (B5) and suspect (B1, B2, B3, B6) regions with respect to condition B > 15. The second stage employs the third row pack to approximate the final result as max(A) ≥ 18. Thus, only row packs (A1,B1) and (A3,B3) require further investigation. Maximum in A1 is higher than in A3, so, at the third stage, approximation is changed to max(A) ≥ X, where X depends on the result of exact processing of the first row pack. If X ≥ 22, then there is no need to access the third row pack. Otherwise, we need to proceed with its exact processing to get the precise outcome.

The first realistic implementation of an analogous granulated metadata support for query execution refers to [4], where the idea was to partition data into blocks of consecutively loaded rows, annotate each of such blocks with its min/max values with respect to particular data columns, and use such statistics against where clauses in order to eliminate out-of-scope blocks. However, the above example shows that the analysis of fully in-scope row packs is equally useful, as in such cases it is enough to take statistics instead accessing data. Moreover, it is worth re-categorizing data packs as relevant/irrelevant iteratively, which distinguishes us from other approaches.

We refer to the literature for more examples how to utilize knowledge nodes in order to speed up data operations. Let us just mention that in case of multi-column where conditions some data packs, within a single row pack, can be identified as relevant/irrelevant while others may remain suspect. Furthermore, statistics and statuses of different data packs can be combined while processing complex (boolean, arithmetic, etc.) expressions treated as dynamically derived data columns [10]. (Actually, results of correlated subqueries investigated in further sections may be interpreted as such complex expressions.) It is also worth noting that knowledge nodes can be computed and efficiently used for intermediate results and structures created during query execution, such as e.g. hash tables storing partial outputs of joins and aggregations [21].

IV. INFORBRIGHT’S QUERY APPROXIMATIONS

Let us now go back to an outline of approximate SQL approaches that we developed so far. In [5], we introduced informally the notion of rough query, in order to better explain some internal data operations in our database engine. In [22], rough query was formalized for the purposes of correlated subquery optimizations. This topic was continued in [11]. Finally, in [12], we formulated the syntax of rough SQL statements and their results.

The following aspects of rough SQL were studied in [12]: 1) Query execution algorithms; 2) Internal results format; 3) Reporting results to end users. Let us explain those aspects using an example from Section III. Recall that by utilizing min/max knowledge nodes of columns a and b we could compute that the outcome of select max(a) from T where b > 15; is at least 18. This is because of row pack (A3,B3), within which there must be at least one row satisfying condition b > 15 and having value not less than 18 on a. We obtain approximation in the form of interval (18, 25). This would be actually the answer to query select roughly max(a) from T where b > 15; within the rough SQL framework introduced in [12]. Every select SQL statement returns a set of tuples
labeled with the values of some attributes corresponding to the items after `select`. Approximation of a query answer can be specified as statistics describing attributes of such a tabular outcome. Rough SQL can be assumed to produce a kind of knowledge grid for such attributes. Accordingly, the results of rough queries in [12] were provided as ranges \((\text{lower}, \text{upper})\) approximating the results of the corresponding standard queries. Here we should notice that, as for now, our approach concerns only numeric columns, however some efforts of analogous representation for alphanumeric columns have been done too.

Consider an example in Fig. 2, where the task is to compute aggregations \(\min(a)\) and \(\sum(a)\) with respect to column \(b\). The resulting tuples correspond to the groups induced by \(b\). There are three attributes: \(\min(a)\), \(\sum(a)\) and \(b\). Rough version of the same SQL computes ranges for two aggregations and the grouping column. Rough outcome tells us that for each resulting tuple, if its value of \(\min(a)\) is not null, then it is for sure between 1 and 2. Similarly, \(\sum(a)\) is in \((2,3)\), and \(b\) is in \((2,6)\).

In parallel to our research on rough SQL, in [19] we started to extend Infobright’s framework toward a kind of inexact querying. Those studies were further continued in [23]. In this approach, we do not compute query result approximations, neither with full nor partial confidence that they are correct. Instead, we attempt to speed up the query execution process by quickly producing potentially inaccurate results that look in a standard way.

In this case, we follow an expectation that approximate queries yield tuples being almost the same as those resulting from standard queries. We enriched knowledge nodes and the corresponding query processing functions in order to compute degrees of data packs’ (ir)relevance. We also investigated inexact knowledge nodes that describe data packs almost correctly, neglecting local outliers in order to provide crisper min/max intervals. Then, basing on some analogies with extensions of rough sets (see e.g. [24]), we loosened the criteria for R/I pack status, i.e., we treated almost not suspect packs as if they were truly (ir)relevant. This way, we created a framework for computing inexact query outputs with a decreased need for data access.

In [23], we also proposed a more probabilistic approach, where so called degrees of (ir)relevance, i.e., dynamically derived coefficients that heuristically estimate how many elements of particular data packs might satisfy query conditions, are employed to randomly select row packs for further processing. In this case, we can work with standard knowledge nodes [5]. However, with some probability proportional to the above degrees, data packs that are potentially almost relevant or irrelevant may be classified as fully relevant or irrelevant, respectively.

The above randomized approach inspired us to develop a number of intelligent sampling techniques. Given the architecture described in Section III, it is important to randomly select a reasonably small subset of row packs and then choose a sample of rows from those row packs only. A challenge is to select row packs providing sufficient representativeness of the final sample. In this case, utilizing knowledge nodes in order to compute degrees of row packs’ (ir)relevance with respect to particular query conditions is very helpful. While producing a sample, fully relevant data packs should have the highest chance to be selected while fully irrelevant data packs should not be considered at all. For suspect data packs, their degrees of (ir)relevance should directly influence the probability of taking them into account during sample generation. In further sections, we refer to queries executed over samples generated in this way as to sampled queries.

V. Enhanced Rough SQL

Rough SQL reported in [12] provides fast responses, but the spans of approximations are often not informative enough to end users nor internal optimization mechanisms. On the other hand, sampled queries discussed in the end of Section IV provide fast responses (although not as fast as rough queries) that are potentially more informative, but end users have no means to analyze how accurate they are (see Fig. 3A). Certainly, it is crucial to approximate errors occurring for particular data packs and to propagate them through the whole query execution process in order to provide end users with overall estimation. This task gets more complicated along a growing complexity of analytical SQL statements and needs to be considered for all query methods. Thus, a question arises whether it is possible to combine benefits of rough queries and sampled queries within a unified framework.

The above question can be answered in at least two ways (see Fig. 3B). One of possibilities is to enrich sampled queries with an analysis whether their results remain within the bounds produced by rough versions of the same queries. If a given sampled result is not within such bounds, we can quickly move it toward the closest \textit{edge} of rough SQL approximation. Another possibility is to
develop a crisper version of rough SQL that would provide better ranges for both sample-based and fully exact querying, by combining statistical information provided by knowledge nodes with crisp information about opened data packs. Actually, in this case one should expect that rough SQL enriched by additional information about the content of a subset of suspect data packs should provide reasonable ranges for sampled SQL, where a sample is created basing on the same subset of data packs.

From a technical point of view, sampled querying is based on selecting subsets of row packs and then selecting some rows from those row packs. Therefore, it requires decompression of those row packs. Once we have some row packs decompressed, their content can be used to improve rough SQL results in the same time. Realization of this idea is actually very simple: When a data pack is accessed, we can replace its statistics stored in Infobright’s knowledge grid with very crisp information about only those of its elements, which are useful at a given stage of query execution (e.g.: which correspond to rows satisfying conditions over other columns in a given select statement). This means that knowledge nodes, or rather their copies utilized while executing a given query, can become crisper over time, leading to a crisper final result.

Let us emphasize that from a practical point of view there is no requirement for results of sampled queries to fall within the bounds provided by their rough counterparts. It depends entirely on expectations of end users. For distinction, we will refer to a sampled query mechanism enriched by rough results analysis as to an enhanced sampled querying. Analogously, we refer to a rough query mechanism enriched by information from a subset of suspect data packs as to an enhanced rough querying.

Let us go back for a while to the idea presented in [12], where rough SQL was based entirely on Infobright’s knowledge grid. We implemented a number of techniques utilizing knowledge nodes at particular stages of execution of select statements. All of them are based on heuristics analogous to the mechanisms of dynamic approximation of standard query outcomes, as shown in Section III. Approximations are often not perfectly precise but can be obtained very fast. However, additional data access may not necessarily lead to a dramatic slowdown of rough SQL execution. For instance, it is worth noting that Infobright caches recently used data packs in memory. Integration of information residing in knowledge nodes with such packs within a framework for enhanced rough SQL may significantly improve precision of results.

Let us also recall that Infobright’s query execution should be treated as an iterative process, where knowledge nodes and information acquired from data accessed at a particular stage can be employed for heuristic selection of the very next packs that are likely to mostly contribute to narrowing down the (lower, upper) ranges. In general, we can think about several strategies of choosing data packs or row packs to be processed. For instance, to improve enhanced rough SQL results with minimum data accesses, we should choose packs that are expected to maximize information gain for after-select attributes (which may follow exactly the same heuristics as in the example in Section III). On the other hand, in order to increase reliability of sample-based querying, we should rather choose row packs that seem to be statistically representative with respect to the query domain (as discussed in the end of Section IV). Finally, in order to speed up execution without losing quality, we should attempt to combine the above strategies with information about data packs that are currently cached in memory.

Finally, let us note that enhanced rough query result ranges become crisper (or at least not less crisp) when more row packs are taken into account. There is no guarantee that a distance between actual query and approximated query results decreases monotonically. However, while enhanced rough query result ranges become crisper, we intuitively expect to approximate the above distance better and better (see Fig. 4). As mentioned in Section II, there are also some approaches where an end user provides an upper bound for query processing time and acceptable nature of answers (partial or approximate). One can imagine an analogous framework designed for Infobright, wherein a query is executed starting with rough information and then it is gradually refined by decompressing heuristically selected pieces of data. The execution process can be then bounded by means of various parameters, such as time, acceptable errors, or percentage of data accessed. We can also consider a design of Infobright-specific incremental querying, although it would require further extensions of end user interfaces.

VI. Correlated Subqueries

A correlated subquery is a query nested in some other query, called an outer query, which often operates on another table, called an outer table, and which is parameterized by some outer table’s values. Correlated subqueries can occur in a number of SQL clauses. For illustrative purposes, consider the following example of the where clause of the outer query: U.x=(select max(T.a) from T where T.b>U.y). If U and T are large, then the execution of the outer query on T may be time consuming. However, as pointed out in [22], one can quickly derive rough answers
to particular subqueries and, for each row in \( T \), check whether the above condition could be successfully resolved by using such dynamically obtained statistics.

Importance of correlated subqueries is visible in several areas of business intelligence, such as the trend or predictive analysis. Complex nested queries may occur at the reporting stages focused on identifying anomalies and risk indicators. They may be useful also in applications requiring storage of large sets of hierarchical objects in a relational format. In many cases, e.g., for large metadata repositories, a dynamic reconstruction of such objects may be also supported by massive self-join operations or some recursive SQL extensions, if available. However, there are cases where the usage of correlated subqueries seems to be particularly convenient, if they perform fast enough.

Internal rough query algorithms have been utilized in Infobright’s RDBMS for a longer time in order to speed up correlated subqueries [11]. Surely, one can adopt here some well-known methods of the correlated subquery optimization [25], such as caching results for last-observed parameters or rewriting nested queries into semi-joins. However, in some cases, the nested part of a query may still need to be processed in its direct form for a huge amount of rows of an external table. Fast production of query approximations may eliminate the need of a standard computation at least for a subset of such rows.

For a subquery in the \( \text{where} \) clause, we launch its rough version with parameters induced by each consecutive row in the outer table. We attempt to use its rough outcome to avoid the exact mode of execution. For the above-mentioned example of the clause \( U.x=(select \ max(T.a) \ from \ T \ \text{where} \ T.b>U.y) \), we can express it in two stages: \( (x, s(y)) \) and \( (x, \tilde{s}(y)) \). The first of them symbolizes, for a given row, the comparison of its value on column \( x \) with a rough result of the subquery parameterized by its value on column \( y \). If such a comparison is not sufficient to decide whether that row satisfies the \( \text{where} \) clause, i.e., if the value of \( U.x \) does not yield fully relevant or fully irrelevant condition when comparing with the result of statement \( \text{select} \ \text{roughly} \ \text{max}(T.a) \ \text{from} \ T \ \text{where} \ T.b>U.y \); then, for that particular row, we need to proceed with the standard subquery execution \( s(y) \).

A broader roadmap for rough query-related future optimizations of correlated subqueries was presented in [11]. In all cases presented in that paper, the preciseness of rough query outcomes is crucial for ability to minimize data access and speed up computations.

VII. Optimization of Correlated Subqueries by Enhanced Rough SQL

Efficiency of different forms of approximate or randomized query frameworks can be examined in multiple ways. For example, in [23] we investigated stability and reliability of the results of top-k queries while tuning parameters of random selection of almost suspect data packs. As another example, in [12] we presented some strategies utilizing rough queries to speed up standard SQL calculations. In this paper, we focus on the original idea of using rough SQL to improve performance of correlated subqueries [22]. Our goal is to show that additional employment of enhanced rough SQL mechanisms described in Section VI can lead to further gains in this area. In the nearest future, we plan to extend our tests also onto other aspects of practically most promising enhanced rough SQL applications.

At the first glance, one may suspect that accessing data packs slows down producing rough subquery outcomes. However, crisper outcomes let us eliminate more calculations at a higher level. Moreover, we implemented it in such a way that the enhanced rough query execution is triggered only if standard rough query fails. In our previous implementation, we would follow with exact subquery immediately. In the new implementation, we proceed with exact computation only if enhanced rough query fails to give us results that would be precise enough. Therefore, it is not about a trade-off between the amount of accessed packs and precision of results – the way it was implemented assures that we always win by applying this new mechanism. Symbolically, we replace the previous strategy expressed by the pair of stages \( (x, s(y)) \) and \( (x, \tilde{s}(y)) \) by a triple, where \( (x, s(y)) \) is followed by \( (x, \tilde{s}(y)) \) and then by \( (x, s(y)) \), where \( \tilde{s}(y) \) denotes an enhanced rough execution of inner query \( s \) with parameters set up by a value of outer column \( y \). Surely, the other strategies reported in [11] could be extended this way as well.

Mechanism of enhancing is parameterizable. Before running query we can choose how many row packs for single subquery evaluation are permitted to be additionally decompressed. If not specified explicitly, all experiments described in the following section were performed for the only one row pack per subquery evaluation permitted.

VIII. Experimental Results

Table I illustrates one of specific classes of correlated subqueries aimed at selecting and processing extreme cases for some categories. Such nested queries differ from

<table>
<thead>
<tr>
<th>SQL statement</th>
<th>rough → exact</th>
<th>rough → enhanced → exact</th>
</tr>
</thead>
<tbody>
<tr>
<td>TPCH100</td>
<td>2869154</td>
<td>185330</td>
</tr>
<tr>
<td>TELCO→1</td>
<td>21863</td>
<td>12087</td>
</tr>
<tr>
<td>TELCO→2</td>
<td>35779</td>
<td>3</td>
</tr>
<tr>
<td>WEBLOGS</td>
<td>51047</td>
<td>28769</td>
</tr>
<tr>
<td>TEST→1</td>
<td>40707</td>
<td>40707</td>
</tr>
<tr>
<td>TEST→2</td>
<td>40707</td>
<td>3</td>
</tr>
<tr>
<td>SYNAT→1</td>
<td>333582</td>
<td>333552</td>
</tr>
<tr>
<td>SYNAT→2</td>
<td>252868</td>
<td>252142</td>
</tr>
</tbody>
</table>
relatively simpler group by statements in a way of considering observations marked as extreme. They are useful for some aspects of time-oriented analysis, extreme behaviour or outliers tracing. Specific tasks corresponding to such queries may look, e.g., as selecting all latest news about each company in the news table

```sql
select * from news n1 where pub_date
  = ( select max(pub_date) from news n2
      where n1.company_id = n1.company_id )
```
o r. for a set of stemmed documents, selecting all stems that are of maximal TF-IDF value for particular documents (see [26] for comparison)

```sql
select stem from stemmed_docs x where tf_idf
  = ( select max(tf_idf) from stemmed_docs
      where x.id_doc = id_doc )
```

The results in Table I are displayed by means of data packs that had to be opened. Such measure for considered class of queries, reflects real performance of query evaluation fairly accurately. We will then identify number of decompressed data packs with query performance understood as time spent waiting for the results.

The last column reports the results of our new approach, where the intermediate enhanced rough SQL version of a correlated subquery is computed with only one heuristically selected row pack to be additionally accessed. This shows a huge potential of the proposed method. For some of the considered queries, we were able to provide and test equivalent non-nested select statements with additional group by or self-join operators. Usually, such rewriting significantly improves performance. However, for queries such as TELCO_2 and TEST_2, it was impossible to find an alternative way of execution that would be comparably fast to the strategy based on enhanced rough SQL.

**IX. Discussion**

Let us now elaborate more on how the data sampling intensity correlates with the precision of enhanced rough query results. First of all, it turns out that queries with correlated subqueries based on MIN/MAX aggregations can particularly gain from enhanced rough SQL as such aggregations are sensitive to information about single observations. Figure 5 illustrates it by presenting enhanced rough queries for selected values of additional decompressions of row packs per query evaluation. Parameter equal to 0 means an ordinary rough SQL (with no extra data accesses). We can see that after accessing nine additional row packs we achieve fully crisp result.

On the contrary, the precision of, e.g., COUNT is expected to be linear with respect to the number of additional accesses [23]. It makes the enhanced rough query sampling strategy for COUNT (as well as SUM and AVG) questionable, although in some cases accessing several data packs may still help in resolving a query condition. Generally, these types of aggregations may be handled better by enhanced sampled queries, although inexactness of their outcomes is not always acceptable by end users.

It is also worth elaborating on sampling strategies that could decrease a need of additional decompressions by, e.g., achieving crisp results after shorter period of time. For example, one of such strategies for MIN/MAX aggregations is to start decompression from data packs with the most extreme values represented by their knowledge nodes (like in Figure 5). A similar strategy could be followed for COUNT DISTINCT aggregations by referring to data packs with the highest estimated number of distinct values. However, analyzing results from Figure 5 (in particular the little improvement in range estimation between cases with parameter set to 1 and 6) we anticipate the need of enrich sampling strategy development of utilizing information contained e.g. in histograms.

Additional decompressions may be done randomly but a more intelligent procedure is recommended. The presented results also suggest that in case of correlated subquery optimization such mechanism may be complementary to syntactic reformulation of queries (for instance into JOINS). It should be also pointed out that some on-load row reorganization strategies aimed at improving the quality of knowledge nodes may further increase effectiveness of sampling mechanisms [18]. This is because, generally, the increase in the quality of rough information represented by knowledge nodes helps a lot in all aspects of Infobright’s querying algorithms.

**X. Conclusions**

We discussed some enhancements of rough SQL framework developed by Infobright. We reported how such enhancements can speed up execution of correlated subqueries. In our future research, we are going to examine
further cases of practical usage of enhanced rough SQL. We will also attempt to better analyze convergence of query approximations depending on various strategies of sampling blocks of rows during query execution.
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Abstract—Hibernate is the most popular ORM framework for Java. It is a straightforward and easy-to-use implementation of Java Persistence API. However, its simplicity of usage often becomes mischievous to developers and leads to serious performance issues in Hibernate-based applications. This paper presents five performance antipatterns related to the usage of one-to-many associations in Hibernate. These antipatterns focus on the problems of the owning side of collections, the Java types and annotations used in mappings, as well as processing of collections. Each antipattern consists of the description of a problem along with a sample code, negative performance consequences, and the recommended solution. Performance is analyzed in terms of the number and complexity of issued database statement. The code samples illustrate how the antipatterns decrease performance and how to implement the mappings to speed up the execution times.

I. INTRODUCTION

HIBERNATE [1] is a remarkably popular implementation of Java Persistence API, i.e., the official standard of object-relational mapping in Java. However, many developers, especially of enterprise systems, complain on the correctness and the performance of Hibernate-based applications. It turns out that even relatively simple Hibernate applications impose a significant overhead on communication with a database, producing too many and/or inefficient SQL statements.

In this paper, we analyze the subject of the most common mapping, namely one-to-many associations of entities. Because of its wide usage as well as popularity of Hibernate, it seemed that the implementation of this association should have been well optimized. Our research revealed that even simple applications of one-to-many associations can result in (1) unexpected SQL statements being executed, (2) too many SQL statement being executed, and/or (3) too many objects being loaded into memory. Therefore, naïve mapping of one-to-many associations can introduce a significant performance overhead in a Hibernate-based application.

The main contribution of this paper consists of five performance antipatterns (i.e., bad practices with a significant impact on performance) related to the usage of one-to-many associations in Hibernate. Each antipattern consists of the description of a problem, performance consequences, the recommended solution, and a sample code.

II. RELATED WORK

Antipatterns are conceptually similar to design patterns as they describe recurring problems and provide solutions to them. A performance antipattern describes a bad practice that has a significant impact on performance. The articles [2] and [3] provide a good explanation of performance antipatterns along with the definition of 14 performance antipatterns. These papers have formed a good basis for further research on performance antipatterns, mainly in the field of automated detection and fixing of performance problems. The paper [4] introduces a framework for automated detection and assessment of performance antipatterns in component based systems. The authors of [5] focus on detection of performance antipatterns in architectural models. The article [6] explains the method to remove performance antipatterns from software by analyzing UML models. The paper [7] describes modelling and analysis of software performance antipatterns along with their constraints and solvability using different models.

As mentioned above there has been work done in the field of performance antipatterns, defining solid means in terms of their definitions, detection, and fixing. These efforts focus on generic and domain-independent antipatterns, mostly in the application layer. However, they do not touch the data layer. Numerous performance problems have their source in an inefficient way of retrieving or storing large amount of data in a database. Therefore, this area is important to correctly identify the source of performance issues in software. It is especially true nowadays, when the amount of data processed continually increases and the use of automated frameworks for object-relational mapping becomes more and more common.

There is a number of popular ORM libraries, like Hibernate [1], EclipseLink [8], Open JPA [9], and Data Nucleus [10] to name a few. Even though they implement the same specification — Java Persistence API, they differ in mapping policies, generate different schemata and SQL statements that have different performance characteristics. The article [11] analyzes the influence of optimizations on the performance of Hibernate. In another paper [12], the same authors compare the performance of an object-relational mapping tool (Hibernate) vs. an object-oriented database (db4o) using OO7 benchmark. Another comparative study of the performance of object-relational mapping tools for .NET platform can be found...
in [13]. However, these comparative studies focus mainly on queries, which usually are as efficient as SQL queries since they are direct translation to SQL. Some authors (e.g., [14]) identify the need to improve the efficiency of ORM tools by utilizing the features provided by the database engines.

Even though there has been work done on comparing performance of ORM tools, we still lack a systematic approach to identification of their strengths and weaknesses in terms of impedance mismatch [15]. In this paper, we aim at the identification of common performance problems for one-to-many associations in Hibernate. We also define five new antipatterns and provide recommendations how to fix them.

III. ANTIPATTERN: INADEQUATE COLLECTION TYPE ON OWNING SIDE

A. Description

In JPA, @OneToMany annotation used on the owning side (i.e., the side used to manage persistency of elements) is one of the most common implementations of a one-to-many association between persistent entities. Such an approach is commonly used in enterprise development mainly due its simplicity and little coding overhead. However, it can introduce a serious performance overhead in Hibernate when combined with an inadequate Java collection type.

Table I presents three types of semantics available in Hibernate, dependent on the combination of a Java collection type and JPA annotations. Each of these semantics has a different performance characteristic. Table II shows the numbers of statements issued while persisting a collection of a given semantics after an addition or removal of a single element.

The bag semantics has the worst performance when it comes to the number of operations since it always re-creates the entire collection. Hibernate issues a delete statement to remove all associations of the old collection from the association table. Then, it issues $N$ inserts to add all associations representing the new collection to the association table. Hibernate does not analyze how many elements have been changed in the collection.

In the list semantics, an addition or removal of a single element from a collection of $N$ elements results in a single insert or delete respectively and $M$ updates. The updates are needed to correct the indices of $M$ elements. In case of addition, Hibernate needs to correct the indices of the elements before the one being added. In case of removal, Hibernate needs to correct the indices of the elements after the one being removed.

The set semantics seems to be the most efficient. For a single operation on a collection, it requires only a single database operation. However, it is worthwhile remembering that the Java set semantics requires a uniqueness check on the elements of a set. It implies that, in case of any additions of new elements to a persistent set, all elements of the set must be loaded into the main memory.

The antipattern relates to the usage of an inefficient collection semantics for a given usage pattern of a collection:

- For usage patterns of collections where in a single transaction the collection is usually left unmodified or only a few elements are added or removed, the usage of the bag semantics (i.e., java.util.Collection or java.util.List without the index or order annotations) is notably inefficient.
- For usage patterns of collections where in a single transaction most of the elements of the collection are removed, the usage of the set or list semantics (i.e., java.util.Set or java.util.List with the index or order annotation) is inefficient.

<table>
<thead>
<tr>
<th>Semantics</th>
<th>Java Type</th>
<th>Annotation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bag semantics</td>
<td>java.util.Collection</td>
<td>@OneToMany</td>
</tr>
<tr>
<td>List semantics</td>
<td>java.util.List</td>
<td>@OneToMany</td>
</tr>
<tr>
<td>Set semantics</td>
<td>java.util.Set</td>
<td>@OneToMany</td>
</tr>
</tbody>
</table>

B. Consequences

The performance consequences of the usage of an inadequate collection type on the owning side of a one-to-many association include an increased workload on the database engine because:

- For the bag semantics, Hibernate re-creates an entire collection, performing one delete to clear the collection and as many inserts as there are elements in the collection. For the common usage pattern of collections, where only a few elements are added or removed, such a recreation results in suboptimal performance due to the operations on data which actually have not been changed. The bigger the collection is, the performance overhead is more significant.
- For the list or set semantics, Hibernate performs single delete or insert per each removal or addition respectively. For the usage pattern of collections, where most elements of a collection are removed, such a strategy results in suboptimal performance due to many deletes instead of one delete to clear the collection in one operation.

<table>
<thead>
<tr>
<th>Semantics</th>
<th>One Element Added</th>
<th>One Element Removed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bag semantic</td>
<td>1 delete, $N$ inserts</td>
<td>1 delete, $N$ inserts</td>
</tr>
<tr>
<td>List semantic</td>
<td>1 insert, $M$ updates</td>
<td>1 insert, $M$ updates</td>
</tr>
<tr>
<td>Set semantic</td>
<td>1 insert</td>
<td>1 delete</td>
</tr>
</tbody>
</table>
C. Solution

The solution to this antipattern is to analyze the usage profile of collections in an application and adjust the type of Java collections accordingly:

- If a collection is constant or is the subject to minimal changes or is relatively small, the recommended collection type is `java.util.Set` with the set semantics.
- If a collection is heavily modified, the recommended collection type is `java.util.Collection` or `java.util.List` with the bag semantics.

D. Sample Code

Listing 1 presents an example of the antipattern related to an inadequate collection type on the owning side. The sample code has two persistent entities (Forest and Tree), which are connected by an unidirectional association (`Forest` has a collection of `Tree` objects). The classes meet all requirements imposed by JPA and Hibernate on persistent entities (e.g., no-arg constructor). We use a minimal set of additional annotation and configuration parameters, instead relying on default values.

To test the persistency mechanism implemented in Hibernate, we execute two transactions. To ensure the same runtime environment (e.g., clear caches), each transaction is executed with a new EntityManager instance. The first transaction creates a `Forest` instance and 10000 `Tree` instances planted in the newly created `Forest`, whereas the second transaction finds the previously created `Forest` instance, creates a new `Tree` instance and plants it in the found `Forest`. It turns out that Hibernate for such a piece of code as in the second transaction re-creates the entire collection (i.e., executes one delete and 10 001 inserts). This behavior of Hibernate is not performance-wise since in our example one insert would be enough to synchronize the state of the object in the main memory with the state of the records in the database. For large collections with only a few changes it imposes a significant performance overhead.

IV. ANTI-PATTERNS: ONE-TO-MANY AS OWNING SIDE

A. Description

The antipattern relates to the usage of the collection side (i.e., `@OneToMany`) as the owning side of an association for large collections, especially the ones which expect only a few changes in a single transaction.

According to Section III, for such a use case we should use `java.util.Set` to minimize the performance overhead. However, even usage of `java.util.Set` does not guarantee the optimal performance.

First, due to the Java set semantics the entire collection needs to be loaded into the main memory in order to enforce a uniqueness check in case of addition of elements to the collection. It results in an additional database query (or queries due to batch loading) issued and additional processing dedicated to the transformation of each returned row into an object. These additional queries and processing happen even if the application logic does not access the elements of the collection in question.

Second, there might be an overhead connected with transactions and locking, when the entity containing the collection in question uses optimistic locking with versioning. In such cases, Hibernate locks not only the entity but also the collection, which lowers the capability of an application to serve concurrent requests.

B. Consequences

The performance consequences of the `@OneToMany` as the owning side antipattern are as follows:

- There is an increased workload on the database engine. Hibernate issues an additional database query (or a number of queries in case of batch loading) to retrieve the elements of a collection.
- There is an increased workload on the application server (CPU). Hibernate needs to convert each returned row into an object, even if the application logic does not access those objects.
- The memory footprint is significant, especially for large collections. It can result in slower performance due to insufficient memory available, leading to more frequent garbage collections or even page swaps.

```java
Listing 1. The example of an inadequate collection type on the owning side.

```
There may be a decreased throughput. Due to transaction and locking issues, the capability of an application to serve concurrent requests may be significantly lowered.

C. Solution

The solution to this antipattern is to manage a collection from the @ManyToOne side instead of @OneToMany side, i.e., to make @ManyToOne the owning side of the association. In case we are not able to change the owning side of an association, we should at least exclude such a collection from locking by using a Hibernate-specific annotation: @OptimisticLock(excluded=true).

D. Sample Code

Listing 2 presents an example of @OneToMany as the owning side. It mimics Listing 1, introducing only a few changes: (1) the Java type of a collection has been changed to java.util.Set and (2) version fields have been added in Forest and Tree classes. The key piece of code is located in the second transaction, which adds a single Tree to the previously created Forest with 10,000 trees. It turns out that in the second transaction, the entire forest is loaded into memory. Moreover, we are not able to plant trees in parallel because Hibernate locks the entire Forest instance along with all its Tree associations.

V. ANTIPATTERN: INADEQUATE COLLECTION TYPE ON INVERSE SIDE

A. Description

This antipattern relates to the usage of java.util.Set on the inverse side (also known as the mapped collection) of a bidirectional one-to-many association in Hibernate. In case of bidirectional associations, it is recommended to synchronize the state of the objects (i.e., the mapped collection and the element entities with @ManyToOne pointers) in memory. The common implementation to ensure the consistency of the objects relies on an automated update of the mapped collection by the setter method in an element entity responsible for setting the @ManyToOne pointer (see Section V-D).

Therefore, when the type of the mapped collection is java.util.Set, it means that the entire collections needs to be loaded into the main memory in response to each addition of new elements, even though the application does not access neither the collection nor its elements. It happens due to the Java set semantics mentioned earlier, which requires a uniqueness check on the elements of a set.

B. Consequences

The performance consequences of the usage of java.util.Set on the inverse side of a bidirectional one-to-many association with in-memory state synchronization are as follows:

- There is an increased workload on the database engine. Hibernate issues an additional database query (or a number of queries in case of batch loading) to retrieve the elements of a collection.
- There is an increased workload on the application server (CPU). Hibernate needs to convert each returned row into an object, even if the application logic does not access those objects.
- For large collections, there is a significant memory footprint. It can slow down performance of an application due to insufficient memory available, more frequent garbage collections, or even page swaps.

C. Solution

The recommended Java types to be used on the inverse side of a one o many association are java.util.Collection or java.util.List. These types do not force loading the elements into memory until the elements are accessed by client code.

D. Sample Code

Listing 2 presents an example of java.util.Set used on the @OneToMany inverse side with in-memory state synchronization. The example continues the previously described Forest and Tree classes presented in Sections III and IV. Here, Tree is the owning side of an association, while Forest
Listing 3. The example of an inadequate collection type on the inverse side.
@Entity
public class Forest {
    @Id @GeneratedValue
    private Long id;
    @OneToMany ( mappedBy = "forest " )
    Set<Tree> trees = new HashSet<Tree>();
    ...
    public void plantTree(Tree tree) {
        trees.add(tree);
    }
}
@Entity
public class Tree {
    @Id @GeneratedValue
    private Long id;
    private String name;
    @ManyToOne
    Forest forest;
    ...
    public void setForest(Forest forest) {
        this.forest = forest;
        this.forest.plantTree(this);
    }
}

// Transaction 1
// creates and persists a forest...
// ... with 10,000 trees
...
// Transaction 2
Tree tree = new Tree("oak");
Forest forest = em.find(Forest.class, id);
tree.setForest(forest);
em.persist(tree);

is the inverse side. Therefore, to save changes in a database, we need to set a right Forest reference in a Tree instance. While setting the Forest instance in a Tree, the collection of Trees is automatically updated to include the new tree (the invocation of plantTree). Such a pattern is widely used and recommended to ensure up-to-date states of objects. However, it results in a significant performance overhead, when combined with java.util.Set on the inverse side. In the second transaction, which only adds a new tree and does not access other trees in the forest, Hibernate has to load the entire collection into the main memory.

VI. ANTIPATTERN: LOST COLLECTION PROXY ON OWNING SIDE

A. Description

The antipattern relates to the assignment of a new collection object to a persistent field, representing the owning side of a one-to-many association. Thus, a collection proxy returned by Hibernate is lost.

In such a case, Hibernate is not able to track what has been changed in a collection and its policy is to re-create the entire collection regardless of the actual modifications. Therefore, even if the elements of the collection have not been changed, Hibernate issues a delete to remove the associations from the association table and then performs as many inserts as there are elements in the collection.

B. Consequences

The performance consequences of a lost proxy on the owning side are as follows:

- There is an increased workload on the database engine.
- There are unnecessary database operations performed. Hibernate re-creates an entire collection, performing one delete to clear the collection and as many inserts as there are elements in the collection. Such a re-creation results in suboptimal performance due to the operations on data which actually have not been changed.

C. Solution

The recommended solution to the antipattern is to operate on collection objects returned by Hibernate as in most cases it is a much more efficient approach. However, it might be performance-wise to re-create the entire collection in cases where most elements of the collection have been removed. On the other hand, it is one of the places where Hibernate could apply a smarter policy, especially as it has all required data available.

D. Sample Code

Listing 4 presents an example of a lost (according to Hibernate) collection proxy on the owning side. The example consists of two persistent entities: Hydra and Head. Hydra is a mythical creature that re-grows three heads in place of one head cut off. In order to model this feature, we need to provide strict encapsulation of heads. Therefore, getHeads returns an unmodifiable wrapper over the mutable collection of heads. In the first transaction, we create and persist a Hydra instance with three Heads. In the second transaction, we simply read the previously stored instance. It turns out that for this piece of code Hibernate executes two selects, one delete and three inserts, even though the code is purely read-only. The problem lies in the way Hibernate checks whether or not a property is dirty during the commit of a transaction. In order to check the dirtiness of a collection, Hibernate compares the references on the actual collection and the proxy originally loaded. Unfortunately, in our example Hibernate uses getHeads method to access the collection (due to property access mapping). The method returns an unmodifiable wrapper over the original proxy returned by Hibernate. Obviously, it returns a different Java object that the original one loaded by Hibernate. Thus, Hibernate decides that the collection has been changed and re-creates the entire collection.

Listing 5 presents a more straightforward example of a lost collection proxy on the owning side. Again we implement two
Listing 4. The example 1 of a lost collection proxy on the owning side.

```java
@Entity
public class Hydra {
    private Long id;
    private List<Head> heads = new ArrayList<Head>();

    @Id @GeneratedValue
    public Long getId() { ... }
    protected void setId() { ... }

    @OneToMany(cascade=CascadeType.ALL)
    public List<Head> getHeads() {
        return Collections.unmodifiableList(heads);
    }
    protected void setHeads(List<Head> heads) {
        this.heads = heads;
    }

    // Transaction 1
    // creates and persists the hydra...
    // ...with 3 heads
    ...
    // Transaction 2
    Hydra found = em.find(Hydra.class, id);
}
```

persistent classes: Hydra and Head. However, we do not introduce strict encapsulation. Instead we implement simple getters and setters for all fields. In the second transaction, we create a new collection containing the current heads of our Hydra instance. In terms of our business model, nothing has changed — the heads are the same heads as originally loaded. However, Hibernate observes a different collection reference and applies the policy of re-creation of the entire collection.

VII. ANTIPATTERN: ONE-BY-ONE PROCESSING OF COLLECTION

A. Description

The antipattern refers to a sequential processing of a persistent collection, i.e., a piece of code iterates over the collection and for each element in a collection, it may perform a database operation.

Best practices of database programming highlight the need to operate on the sets of records instead of single records. While SQL provides the means to such a paradigm switch in programming, Java is an object-oriented language without support to relational algebra. Therefore, it is a common approach in the Java world to iterate over persistent collections and process their elements one-by-one. Such an approach often leads to a significant performance overhead, considering the number of database round-trips and the volume of data passed between a database and an application.

Listing 5. The example 2 of a lost collection proxy on the owning side.

```java
@Entity
public class Hydra {
    @Id @GeneratedValue
    private Long id;
    @OneToMany(cascade=CascadeType.ALL)
    private List<Head> heads = new ArrayList<Head>();

    public Long getId() { ... }
    protected void setId() { ... }

    public List<Head> getHeads() {
        return heads;
    }
    public void setHeads(List<Head> heads) {
        this.heads = heads;
    }

    // Transaction 1
    // creates and persists the hydra...
    // ...with 3 heads
    ...
    // Transaction 2
    Hydra found = em.find(Hydra.class, id);
    List<Head> currentHeads = new ArrayList<Head>(found.getHeads());
    found.setHeads(currentHeads);
}
```

B. Consequences

The performance consequences of one-by-one processing of a persistent collection are as follows:

- A high number of database operations is executed. It is proportional to the size of the collection.
- RDBMS engine is used ineffectively.
- Network latency can sum up to a significant performance overhead.

C. Solution

The solution to this antipattern is to utilize the capabilities of a relational database by the usage of bulk statements and aggregate functions. Frequently it requires a different object model.

D. Sample Code

Listing 6 presents an example of a one-by-one processing of a collection. The example continues the previous examples consisting of Forest and Tree. Here, in the second transaction we want to delete the entire Forest. A simple remove causes a constraint violation exception since there are trees associated with the forest to be removed. Therefore, we need to unbind the trees first. Unfortunately, in Hibernate there is no other way to do this than setting the Forest reference in each Tree instance to null. In our example it results in
Listing 6. The example of a one by one processing of a collection.
@Entity
public class Forest {
@Id @GeneratedValue
private Long id;
@OneToMany ( mappedBy = "forest " )
Set<Tree> trees = new HashSet<Tree>();
... public void plantTree(Tree tree) {
    trees.add(tree);
}
@ManyToOne
private String name;
@ManyToOne
private Long id;
}
// Transaction 1
// creates and persists a forest...
// ... with 10.000 trees
... // Transaction 2
Tree tree = new Tree("oak");
Forest forest = em.find(Forest.class, id);
for (Tree tree : forest.getTrees()) {
    tree.setForest(null);
}
em.remove(forest);

10000 updates. To fix this inefficiency in Hibernate, we need to change the object model and introduce an explicit class representing the association.

VIII. CONCLUSION

In this paper, we presented five performance antipatterns related to one-to-many associations in Hibernate. Each antipattern consists of the description of a problem, performance consequences and the recommended solution, as well as a sample code to better illustrate the problem. The identified antipatterns introduce a significant performance overhead in terms of the number of SQL statements executed as well as the number of objects loaded into the main memory. These are two critical factors that have serious impact on the performance of applications. The number of SQL statements executed directly increases the load on the database engine. Usually it also introduces an additional performance overhead due to the network latency which is important in modern multi-tiered applications, where applications and databases are located in different servers/tiers. High memory consumption has indirect impact on the performance as it usually leads to more frequent garbage collection or even page swaps.

The presented antipatterns show that the usage of Hibernate is not as simple as it looks at first glance. Even plain use cases can significantly decrease the performance of an application. The antipatterns explain how to use Hibernate efficiently and what policies should be improved in Hibernate in order to shorten the execution time.
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Abstract—Modern software systems are inherently complex. Their maintenance is hardly possible without precise up-to-date documentation. It is often tricky to document dependencies among software components by only looking at the raw source code. We address these issues by researching new software analysis and visualization tools.

In this paper we focus on software visualization. Magnify is our new tool that performs static analysis and visualization of software. It parses the source code, identifies dependencies between code units and records all the collected information in a repository based on a language-independent graph-based data model. Nodes of the graph correspond to program entities of disparate granularity: methods, classes, packages etc. Edges represent dependencies and hierarchical structure. We use colours to reflect the quality, sizes to display the importance of artefacts, density of connections to portray the coupling. This kind of visualization gives bird’s-eye view of the source code. It is always up to date, since the tool generates it automatically from the current revision of software. In this paper we discuss the design of the tool and present visualizations of sample open-source Java projects of various sizes.

I. INTRODUCTION

The complexity of software systems and their development processes have rapidly grown in recent years. In numerous companies the high level structure of dependencies between software components is kept only in the heads of developers. This makes the development process fragile, since teams composed of humans are inherently volatile. Therefore, development teams need methods and tools to inspect current states of complex systems and their fragments.

In this paper we describe a software visualization tool Magnify that caters for these needs. It shows top level views of software entities of disparate granularities: systems, components, modules, classes etc. These views contain graphic presentation of the importance, the quality and the coupling of subcomponents.

Given a source code bundle Magnify parses and analyzes it in order to create a graph-based model [1]. This model is then persisted in the architecture warehouse that provides data for software intelligence [2]. One of its methods is visualization. Magnify reads the data from the warehouse and produces a graph laid out on a plain. Nodes of the graph are entities (classes, packages etc.) of the provided source code.

The size of a node reflects the importance of the corresponding artefact. In the current version of Magnify we use PageRank to assess importance. The colour of a node represents the quality of the corresponding piece of code. In the examples presented in this paper, we use the numbers of lines per class. Any software metrics accompanied with threshold values for green and red can be employed.

Edges represent relationships of two kinds: structural inclusion and dependency.

The paper is organised as follows. In Section II we address the related work. In Section III we recall the theoretical foundations for our research. In Section IV we describe the design of Magnify and possible extension points in its architecture. In Section V we present visualizations of sample open-source Java projects of various sizes. Section VI concludes.

II. MOTIVATION

The idea described in this paper has been contributed to by several existing approaches and practices.

A unified approach to software systems and software processes has already been presented in [3]. Software systems were perceived as large, complex and intangible objects developed without a suitably visible, detailed and formal descriptions of how to proceed. It was suggested that software process should be included in software project as parts of programs with explicitly stated descriptions; software architect should communicate with developers, customers and other managers through software process programs indicating steps that are to be taken in order to achieve product development or evolution goals.

Multiple graph-based models have been proposed to reflect architectural facets, e.g. to represent architectural decisions and changes [4], to discover implicit knowledge from architecture change logs [5] or support architecture analysis and tracing [6]. Graph-based models have also become helpful in UML model transformations, especially in model driven development (MDD) [7].

Visualization of software architecture has been a research goal for years. The tools like Bauhaus [8], Source Viewer 3D [9], Gevol [10], JIVE [11], evolution radar [12], code_smarm [13] and StarGate [14] are interesting attempts in visualization.

However none of them simultaneously supports aggregation (e.g. package views), drill-down, picturing the code quality and dependencies. Moreover, all of them are significantly more complex when compared to our proposal. In our opinion noteworthy better effects can be achieved with simpler facilities. Movies and the third dimension are not necessary to quickly assess the quality, robustness and resilience of an architecture.
III. THEORETICAL FOUNDATIONS

A. Model

We recall the theoretical model [1] for unified representation of architectural knowledge. Definition of the model is based on directed labelled multigraph. According to the model, the software architecture graph is an ordered triple \((V, E, L)\) where \(V\) is the set of vertices that reflect all artefacts created during a software project, \(E \subseteq V \times L \times V\) is the set of directed edges that represent dependencies (relations) among those artefacts, and \(L\) is the set of labels which qualify the artefacts and their dependencies.

Example 1. Each artefact can be described by a set of labels. A method can be described by labels showing that it is a part of project source code (code); written in Java (java); its revision is 456 (r:456); it is abstract and public. Edges are directed and may have multiple labels as well, e.g., a package contains a class; a method calls another method.

The transformations and metrics recalled below give the foundation for the layer of software intelligence tools [2].

B. Transformations

Our graph model is general and scalable, fits both small and huge projects [15], and has been tested in practice [16].

The tests proved that in case of a large project its graph model is too complex to be human-tractable as a whole. This has confirmed that transformations and views of the graph model are a must.

Example 2. For a given software graph \(G = (V, E, L)\) and a subset of its labels \(L' \subseteq L\), its filter is a transformation \(G|_{L'} = (V', E', L')\) where \(V'\) and \(E'\) have a label in \(L'\).

C. Metrics

For complex projects their quantitative evaluation is a must. The graph-based approach is in line with best practices for metrics [17], [18], allows for easy translation of existing metrics into graph terms [19], ensures they can be efficiently calculated using graph algorithms. It also allows designing new metrics that combine both software system and software process artefacts [20].

Example 3. For a given software graph \(G = (V, E, L)\), its metric is a transformation \(m : G \rightarrow R\) where \(R\) denotes real numbers and \(m\) can be effectively calculated by a graph algorithm on \(G\).

IV. MAGNIFY

We implemented Magnify as a server system, based on a graph database, with web front-end written in Scala. Magnify functionality allows loading source code bundles, analyzing them and displaying the resulting graphs of software components. Figure 1 shows a sample of Magnify’s GUI.

The analytical backend is composed of three main modules: the parser, the graph storage and the analysis engine.

The parser is the only part of Magnify that must be programming language specific. Its responsibility is to transform contents of a source code bundle into an abstract software graph. This graph is then persisted. Currently the implementation contains a Java 5 parser based on the javaparser library. The graph storage is based on Tinkerpop Blueprints specification. When the source code is converted and stored in the abstract language-agnostic form, the analysis engine will run. The implementation computes PageRank of every node in the graph and code quality metrics for classes. These metrics are then escalated to the package level. Figure 2 shows the referential deployment diagram of Magnify.

Fig. 1. Magnify functionality - main view

Fig. 2. General architecture of Magnify

The architecture of Magnify is flexible enough to replace any of its components and add new constituents. As noted
above, we can replace the repository with any graph database that conforms to Blueprints API. New data providers can be added, like parsers for more programming languages, runtime profilers, analyzers of version control systems, and analyzers of web data (e.g. forum discussions).

V. Evaluation

In this Section we show sample visualizations produced by Magnify. We have chosen five open-source projects that significantly vary in size and quality. All of them have a noteworthy number of users. They are well adopted by the software development community.

These are Cyclos, Play, Spring and Karaf. For each system we present its top-level visualization created by Magnify. Then, we analyze the resulting images and enumerate conclusions that can be drawn from them.

A. Spring context 3.2.2

Spring is one of the most popular enterprise application frameworks in the Java community. It provides an infrastructure for dependency injection, cache, transactions, database access and many more. Figure 3 shows the visualization of Spring produced by Magnify.

The structure of dependencies implies that Spring is well designed. The graph is notably sparse. The only packages detected as important are empty vendor packages. All the packages that do contain classes are of the same importance. This indicates a well balanced software. Figure 3 contains no brightly red packages. This means that on average the classes are small in most of packages. Thus, the overall quality is satisfactory.

B. Cyclos 3.7

Cyclos is a complete on-line payment system. Figure 4 presents visualization of this system produced by the Magnify tool.

Unfortunately, this time the dependency graph is exceptionally dense. The software engineering experience indicates that the development and maintenance of software systems with so tight coupling is difficult, costly and error-prone. On the other hand, Figure 4 shows few packages in which classes are big on average. That means that overall complexity of the classes themselves is acceptable.

Cyclos is a profound example of a system that should be split into orchestrated group of communicating systems. This kind of refactoring will significantly improve the quality of this software. It will also reduce the cost of further development and maintenance.

C. Play 1.2.5

Fig. 4. The visualization of Cyclos 3.7 produced by Magnify

Fig. 5. The visualization of Play 1.2.5 produced by Magnify
Play is a popular Scala and Java web framework. Figure 5 shows the visualization of Play using Magnify.

It presents a small project with decent amount of dependencies. The flat package structure is typical for dynamic languages. The biggest node corresponds to the project root package play. Brightly red packages reveal potentially high complexity of their classes.

D. **Apache Karaf 3.0.0 RC1**

Apache Karaf is a small OSGi container to deploy various components and applications. Even though it is split into many packages, the number of dependencies is small. Many subtrees of the package hierarchy have only a single dependency on the rest of the system. Thus, Karaf is well packaged.

Figure 6 shows that overall code quality in Karaf is good. There are only a few packages where the average class size is alarming.

**Fig. 6.** The visualization of Karaf 3.0.0-RC1 produced by Magnify

VI. **CONCLUSION**

We follow the research on analysis and visualization of software and software process, and promote an approach that avoids separation between software and software process artefacts. We demonstrate that the implementation of such approach is feasible. We implement software intelligence on top of a software warehouse based on our theoretical graph-based model. We execute experiments on open-source Java programs using those tools.

In this paper we presented Magnify - a tool that performs static analysis and visualization of software systems. It focuses on relationships between components rather than on their internal structure.

Magnify is a general tool that can adapt other quality metrics and importance estimates. Flexibility of its design allows replacing any of its components and adding new parts. In order to support the analyses for another programming language, we have to add only an appropriate parser. All other facilities (the repository and analytic algorithms) need not be changed.

Promising ideas worth implementing in the near future include: (1) improving the vertex clustering algorithm for module repackaging, (2) gathering the information across revisions and (3) adding metadata stating how packages are split into modules and how these modules depend on each other. This kind of metadata would constitute a specification that can be matched against the source code.
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Abstract—The conjunction operator can be augmented with temporal constraints to define an arbitrary pattern of events in event stream processing (ESP). However, using temporal constraints to specify patterns can be complex. This research has defined an operator hierarchy, where the top of the hierarchy defines the conjunction operator and the leaves of the hierarchy define more specific semantics associated with a sequence of events. The use of the specialized operators simplifies pattern expression and make the sequence semantics clear. Furthermore, in an experimental study, patterns using operators from the hierarchy outperform patterns expressed using the conjunction operator with temporal constraints in run time performance, further validating the usefulness of the operator hierarchy.
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I. INTRODUCTION

REAL world applications have become increasingly event-driven in nature, focusing on the occurrence or non-occurrence of several activities or their combinations to respond to a situation of interest using event processing systems such as [1], [2]. The situations of interest are encoded as complex event patterns using a specific ESP language, where complex event patterns are specified using event operators and other events. These complex event patterns are matched by the event processing system to detect complex events.

Encodings of event patterns should be able to define a situation in a unique manner. However, existing work [3], [4], [1], [2] defines patterns in an ambiguous way. For example, suppose in a health care application, situations of importance are detected if i) a high temperature is detected after nausea is detected and ii) a high temperature event is followed by a low temperature. Both i and ii can be defined as sequential occurrences of two events. In these situations, there are several possibilities that can be true of the patterns. For instance, in situation i, the nausea event occurs while there is a high temperature. However, in case of ii, a high temperature cannot occur at the same time as a low temperature. This example shows that the sequence pattern may have different interpretations. One of the possible solutions to this problem is to use the conjunction operator with relevant temporal constraints to restrict the detection of the event patterns. When an interval-based event is considered, this approach can specify all the possible patterns [5]. However, it is desirable to specify the intended semantics in an explicit way such as by using special operators. For example, rather than expressing a sequential pattern, $E_1$ followed by $E_2$ as $AND(E_1, E_2)$ WHERE $E_1.t_e < E_2.t_e$, where $t_e$ represents an ending time of event occurrence, it would be intuitive to express the condition as $SEQ(E_1, E_2)$, where the $SEQ$ operator explicitly defines the intended meaning.

To address the issues of specification complexity and ambiguous operator interpretation, this research defines an operator hierarchy based upon the conjunction and the sequence operators. The top of the hierarchy defines the conjunction operator. Moving down the hierarchy introduces specialized operators to express more specific situations. Though any pattern defined using the operators from the hierarchy can be expressed as a combination of the conjunction operator and appropriate temporal constraints, the use of specialized operators in defining event patterns makes the pattern specification an easier and more expressive task.

To verify the usefulness of the operators in the operator hierarchy, the operators have been implemented with reference to the conjunction operator implementation and are found to run better than their alternative versions using the conjunction operator with temporal constraints. Moreover, the work in this paper makes the following contributions:

1) Design of operators to incorporate different meanings for the sequence and the conjunction operators.
2) Design of an operator hierarchy defining the relationships pertaining to time intervals using Allen’s relations [6].
3) Experimental evaluation of operators from the operator hierarchy to describe usefulness of the newly defined operator hierarchy.

II. RELATED WORK

Past work on event processing, such as Snoop [3], Ode [7], and SAMOS [8] have collectively defined a powerful set of event operators to specify complex event patterns. However, operators such as the sequence and the repetition operators are not consistently defined in these languages. SEL [9] analyzes these event languages and identifies problems with the semantics of the negation, sequence, and repetition operators. The recent languages [11], [2] have adopted operators similar to past work on event processing, but have not considered the semantic inconsistency among the definition of event operators as discussed in [9]. Non-overlapping sequence defined in [10]
is considered to be an immediate sequence (i.e., an event A is immediately followed by B with no event in between), while sequence in [4] considers an arbitrary sequence (i.e., without restrictions on intervening events). These inconsistent definitions of the sequence operator as an overlapping and a non-overlapping sequence is relevant when an event is associated with an interval. The work in [5] defines a generic operator with a temporal constraint to define all of the possible relations among intervals to remove inconsistency in the definition of event operators. However, the expression of event patterns becomes more complex.

III. EVENT SPECIFICATION AND BASIC CONCEPTS

For any two time intervals $i_1 = [t_1, t_2]$ and $i_2 = [t_3, t_4]$, there are thirteen possible relations defined as Allen’s interval relations [6]. When an event $e$ has event time $i = [t_s, t_e]$, $e$ is said to have occurred over the interval $i$, where the event $e$ started occurring at time point $t_s$ and ended at time point $t_e$.

### TABLE I: Situation Monitoring Event Definition

<table>
<thead>
<tr>
<th>Sequence Operator</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOFF()</td>
<td>Stove is brought to OFF state.</td>
</tr>
<tr>
<td>LO()</td>
<td>A lid of a kettle is opened.</td>
</tr>
<tr>
<td>LC()</td>
<td>A lid of a kettle is closed.</td>
</tr>
<tr>
<td>KP()</td>
<td>A kettle is put on the surface.</td>
</tr>
<tr>
<td>IPOUR()</td>
<td>An item is put in the kettle.</td>
</tr>
<tr>
<td>T(v)</td>
<td>Regular event to provide temperature inside the kettle with the given value.</td>
</tr>
<tr>
<td>IP(items)</td>
<td>TIMES(IP(items), 3) WITHIN 2 MINUTES</td>
</tr>
<tr>
<td>KL()</td>
<td>SEQLC(IP(items), LO(), LC(), KP(), T(v))</td>
</tr>
<tr>
<td>TP()</td>
<td>AND(SOFF(), KL(), KP(), T(v)) WHERE T(v) ≥ 100</td>
</tr>
</tbody>
</table>

Let us define a scenario to detect an activity defining the situation that the “tea has been prepared”. Table I defines several events that are either observed or produced from the external environment (external events), or are a complex combination of other events (internal events). In Table I, the $T(v)$ event is an external event that is generated by a thermometer. Other external events are $SON()$, $SOFF()$, $LO()$, $LC()$, $KP()$, and $IPOUR()$. An internal event is a composition of several external or other internal events. The $IP(items)$ event, the $KL()$, and the $TP()$ defined in Table I are internal events. The $IP(items)$ event occurs when the $IPOUR()$ event is detected three times within a 2 minutes window. The $KL()$ event occurs with the sequential occurrence of the $LO()$, $IP(items)$, $LC()$, where $items$ from the $IP(items)$ event has water, milk and tea leaves in it. The $TP()$ is represented as a pattern defining the occurrences of four events $SON()$, $KL()$, $KP()$, $T(v)$, where the temperature value is ≥ 100°C.

Discussion in later sections will consider events from the situation monitoring application (Table I) and the occurrences of events shown in Figure 1.

IV. ISSUES AND SEMANTICS OF CONJUNCTION AND SEQUENCE OPERATORS

This section analyzes the semantics of event operators to identify the issues that must be addressed to define the semantics of operators in a clear and consistent way. Work such as that of [3], [4], [1] describes various powerful event constructs that can be categorized into conjunction, disjunction, repetition, negation, and sequence operators. Among different event operators, this work focuses on the semantics of the conjunction and sequence operators with interval-based temporal representation.

Conjunction of events $E$ and $F$, denoted as $AND(E, F)$, occurs when both $E$ and $F$ occur without temporal ordering restrictions. Detection of $AND(E, F)$ starts when either $E$ (or $F$) occurs and ends when $F$ (or $E$) occurs. In case of interval-based semantics, all thirteen possible relations between interval are valid.

**Example:** The $TP()$ event from Table I is a conjunction of five events $SON()$, $KL()$, $KP()$, $T(v)$, and $SOFF()$. Since the constituent events are combined using the $AND$ operator, the $TP()$ event occurs when all of the constituent events occur.

The complex event defined by a sequence operator has an implicit temporal constraint on events. A sequence of two events $E$ and $F$, $SEQ(E, F)$, detects the occurrence of an event $E$ followed by the occurrence of the event $F$. Detection of $SEQ(E, F)$ starts with the detection of an event $E$ and ends with the detection of an event $F$. Such a requirement of event order by a sequence operator imposes temporal restrictions on event occurrences. When events are considered to be point-based, then $SEQ(E, F)$ is detected if and only if $E.t < F.t$, where $t$ is the time of event occurrence. If events are interval-based, then $SEQ(E, F)$ is detected if and only if $E.t_1 < F.t_2 < E.t_2 < F.t_3 < t_3$, where $t_1 ≤ t_2$ and $t_3 ≤ t_4$. With these temporal conditions on event detection, we have two possible conditions: i) $t_2 < t_3$ and ii) $t_2 < t_4$. Though condition ii is included within condition i, the condition i gives the definition of a non-overlapping sequence operator, whereas the condition ii gives the definition of an overlapping sequence operator. In this section, the condition ii is used to define the sequence operation unless otherwise mentioned.

**Example:** The $KL()$ event is a sequence of $LO()$, $IP(items)$, and $LC()$. The $KL()$ event occurs when all of the constituent events occur with the constraint $LO[t_s, t_e] < IP[t_s, t_e] < LC[t_s, t_e] < LC[t_s, t_e] < LC[t_s, t_e] < LC[t_s, t_e]$.

Using the definition of sequence, $SEQ(E, F)$ says, $E$ must occur before $F$. As discussed in this subsection, there are two possibilities for the sequence operator defining overlapping and non-overlapping sequences. Past work on event processing considers either an overlapping version of a sequence operator or a non-overlapping version. When an overlapping version of a sequence operator is used, then the sequence operator can be used to detect non-overlapping events, but it requires an
explict temporal condition to specify that the non-overlapping sequence is intended. However, if a non-overlapping sequence is used, it cannot be used to specify an overlapping sequence. One of the solutions to this problem could be the use of the temporal filter on overlapping sequence. However, an application can demand specification of sequences of both kinds and, to make event specification more explicit, a separate operator for non-overlapping sequence may be suitable.

**Examples:** If only a non-overlapping version is defined, the sequence of events, such as $SEQ(SON(), SOFF())$ is intuitively explicit as the stove on event precedes the stove off event. Let us encode the pattern specifying the situation that describes the condition where a kettle loading ($KL()$) process is followed by the detection of an item put ($KP()$) event. In this case, $KL()$ can start before the $KP()$ event and ends after the $KP()$ event. This condition defines the sequence given as $SEQ(KP(), KL())$, which has the meaning of an overlapping sequence that cannot be encoded using the non-overlapping version.

**V. OPERATOR DESIGN**

This section addresses the semantic issues discussed in Section IV to design a set of event operators in a way such that each operator has a clear and consistent definition, and the operators are expressible in terms of its intended meaning. While discussing semantics of operators, only the binary operators are considered. One can extend the semantics of binary operators to their $n$-ary version using the binary semantics. Also, for readability, events are represented using its name only, instead of its schema.

**A. Allen’s Relations, Sequence, and Conjunction**

Allen’s 13 relations [6] define all of the possible relations between two intervals when both end points of intervals are fixed. When we have open end point relations, then the disjunction of Allen’s relations to capture the desired relation can be complex. Also, the disjunction of Allen’s relations or a hierarchical representation of composite relations [11] cannot express pair-wise relations among events due to non-transitivity of some operators such as overlaps [5]. Regardless of difficulty in specifying complex interval patterns, however, Allen’s operators are concise constructs for capturing common interval relations. The use of these relations to express event patterns also defines the meaning of the temporal filter on overlapping sequence. However, an application can demand specification of sequences of both kinds and, to make event specification more explicit, a separate operator for non-overlapping sequence may be suitable.

Consider the sequence operator ($SEQ$) discussed in Section IV. To be consistent, consider that the semantics of the $SEQ$ operator includes overlapping or non-overlapping occurrences of events ordered by end points. Then such a definition will include both interpretations of $SEQ$ events from Section IV and this definition of $SEQ$ corresponds to the definition of an overlapping sequence from Section IV. When an event pattern seeks only the overlapping sequence or only the non-overlapping sequence, then either a sequence operator with a required temporal restriction can be used to define the restricted sequence, or different operators defined for each condition can be used to specify a restricted sequence. For example, $SEQ(E, F)$ WHERE $E.t_e < F.t_s$ is the same as Allen’s before operator. The idea of using temporal constraints with operators or the definition of an equivalent operator defines the hierarchy of sequence operators with respect to Allen’s operators. Figure 3 shows the hierarchy of a sequence operator with respect to two different forms of sequence operations along with the relation to Allen’s operators. The hierarchy shown in Figure 3 depicts that the sequence operation combines before, meets, overlaps, starts, and during relations from Allen’s relations. Section V-B further analyzes and discusses the sequence hierarchy to define operators.

**B. Operator Hierarchy**

Allen’s thirteen relations provide a powerful way to express relationships among interval-based events. However, there are restrictions of conjunctive combinations of events as sequential combinations, simultaneous combinations, or the inverse of sequential combinations. Section V-B further discusses the conjunction hierarchy to describe the event operators discussed in this work.

3The paper [5] defines it as $ISEQ$. As this work also defines an operator called $ISEQ$ to denote inverse $SEQ$, we use $ISEQ$ to denote an interval sequence operator.
2^{13} - 1 (8191) total relations when Allen’s relations are combined using disjunctions. When all 8191 relations are treated as operators, then the complexity of pattern specification reduces, although, the large number of event operators to specify an event pattern is undesirable from a language point of view. Further, it is not practical to define all of the operators. To cope with this situation, this section describes an operator hierarchy that defines a small set of event operators as shown in Figure 4.

**TABLE II: Equivalent Event Patterns**

| 1) AND(E, F)                  | ORSEQ(E, F), CAND(E, F), ISEQ(E, F) |
| 2) SEQ(E, F)                  | AND(E, F) WHERE E.t_e < F.t_s |
| 3) CAND(E, F)                 | AND(E, F) WHERE E.t_s = F.t_e |
| 4) ISEQ(E, F)                 | EQUALS(E, F), IENDS(E, F) |
| 5) CAND(E, F)                 | AND(E, F) WHERE E.t_s > F.t_e |
| 6) EQUALS(E, F)               | CAND(E, F) WHERE E.t_e = F.t_s |
| 7) IENDS(E, F)                | CAND(E, F) WHERE E.t_s > F.t_e |
| 8) ISEQ(E, F)                 | CAND(E, F) WHERE E.t_s > F.t_e |

**2) Sequence Operators:** In Figure 3, there are five Allen’s relations that are clustered within the hierarchy of the sequence operator with respect to the definition discussed in the previous sections. The other five Allen’s relations correspond to the inverse of sequence that can be described similarly as the sequence hierarchy is described. The remaining three Allen relations correspond to concurrent conjunction as discussed in Subsection V-B1. Figure 4 depicts that the five Allen’s relations before, meets, overlaps, starts, and during are categorized into two different groups defining a sequence that does not overlap (BEFORE(E, F) implied by Allen’s before relations and an overlapping sequence (OSEQ(E, F)) implied by the other four relations. The overlapping sequence can be further sub-divided into two groups based upon the relationships between the starting time points of the intervals. For the first division, the sequence of E and F has E.t_s < F.t_s and for the second division E.t_s ≥ F.t_s. The former sub-division is given the name, strong overlapping sequence (SOSEQ(E, F)) where both the start time points and the end time points satisfy the < relation. The later sub-division is understood as a weak overlapping sequence (WOSEQ(E, F)), where a start time is strictly not following the < relation. Using the hierarchy shown in Figure 4, the equivalent event patterns for sequence operators can be similarly defined as in Table II, which are omitted due to space constraints. **Example:** In Figure 1, up to time t = 12, we can observe that SOSEQ(E_1, E_2) is defined as SOSEQ\^{3,10}(E_1, E_2) and SOSEQ\^{3,10}(E_1, E_2). And with this, OSEQ(E_1, E_2) is detected as one of the SOSEQ or the WOSEQ pattern is detected that verifies the equivalence: OSEQ(E_1, E_2) = SOSEQ(E_1, E_2) OR WOSEQ(E_1, E_2).

**VI. EXPERIMENTS AND RESULTS**

A. Experimental Setup

The experiments were conducted with 12 different pattern groups having equivalent patterns corresponding to each operator from the hierarchy with the implementation of the AND operator and the operators from subtrees rooted at SEQ and CAND in Figure 4. Table III shows examples of two pattern groups, where the first group has three equivalent patterns defined for the ENDS operator (Rule 7 - Rule 9) and the second group has five equivalent patterns defined for the OVERLAPS operator (Rule 35 - Rule 39). For space reasons, discussion of all the groups with equivalent patterns are omitted from this paper.
TABLE III: Examples of Equivalent Pattern Groups

<table>
<thead>
<tr>
<th>No.</th>
<th>Pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td><code>ENDS(E4(), E2())</code></td>
</tr>
<tr>
<td>8</td>
<td><code>AND(E4(), E2())</code> WHERE <code>E4.t_e \leq E2.t_e</code></td>
</tr>
<tr>
<td>9</td>
<td><code>CAND(E4(), E2())</code> WHERE <code>E4.t_s &gt; E2.t_e</code></td>
</tr>
<tr>
<td>35</td>
<td><code>OVERLAPS(E5(), E2())</code></td>
</tr>
<tr>
<td>36</td>
<td><code>AND(E5(), E2())</code> WHERE <code>E5.t_s &lt; E2.t_s \land E2.t_e &lt; E5.t_e</code></td>
</tr>
<tr>
<td>37</td>
<td><code>SEQ(E5(), E2())</code> WHERE <code>E5.t_s &lt; E2.t_s \land E2.t_e &lt; E5.t_e</code></td>
</tr>
<tr>
<td>38</td>
<td><code>SEQ(E5(), E2())</code> WHERE <code>E5.t_s &lt; E2.t_s \land E2.t_e &lt; E5.t_e</code></td>
</tr>
</tbody>
</table>

Each pattern was run 10 times for an episode of 3000 time units. For each run, the total time taken by all operators (OpTime), the total time taken by the rule processor for processing a rule after an event to be processed has been identified by event processor (RuleTime), and the total time taken by the event processor (RunTime) were recorded.

From the experiments with run-time performance, the following results about the event operators can be observed:

a) 1: The RunTime for patterns defined using the operators from the operator hierarchy is minimum compared to all other alternatives at the higher levels of the hierarchy due to the filtering of incoming events prior to processing them (except for the ENDS operator), while an alternative scheme does the post-processing of incoming events.

b) 2: The RuleTime is better than other alternatives for the patterns using the operator set defined in this work, except for some patterns with the graphs shown in Figure 5.

c) 3: The OpTime is better for the patterns using the operators discussed in this work than other alternative representations for all the groups except for pattern using the AND operator (Figure 5a - Rule 7). For reasons discussed above, in case of the ENDS operator’s buffer management and post processing filtering of events, Rule 9 runs faster than Rule 7.

d) 4: Processing with use of the new set of operators always runs faster than the use of the AND operator with temporal constraints for all cases of run-time comparisons.

e) 5: When a complex pattern is defined by the temporal constraints among different groups, then it is appropriate to define them using the closest upper level operator with temporal constraints or the disjunction of different children operators. This result is seen from the run time comparisons of patterns shown in the graphs represented by the third and beyond bars.

As a conclusion, with the analysis of the run time results discussed above, the set of operators from the operator hierarchy are performing better than using other alternative approaches.
that use parent operators from the hierarchy with additional temporal constraints or the disjunction of the children operators from the operator hierarchy in terms of total running time.

VII. CONCLUSIONS

The work in this paper has identified ambiguities in the definition of event operators in current event processing languages. The conjunction operator and its relationship with the sequence operator is used to define several possible sequential operations using the idea of Allen’s interval relations and a relation hierarchy. The definition of the operator hierarchy defines how an event operator should be selected to achieve the required semantics, making the event specification semantically clear. All the operators discussed in this paper were evaluated by comparing the run-time performance. The experimental results showed that the new set of operators performs better than other alternative approaches on run-time.

There are several possible future research directions. The repetition operator is one of the powerful constructs in event pattern specification. Current event processing systems, however, define the repetition operator in an incomplete way. For example, if one specifies five occurrences of an event $E$, is it that we are expecting sequential repetition over the time (semantics of $\text{SEQ}$) or that the repetition does not have any temporal constraints (semantics of $\text{AND}$)? Other issues related to the definition of event operators, such as event time computation and event detection have not been addressed in this work and are left as future work.
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Abstract—Our research is focused on the simplification of parallel programming for distributed memory systems. Our overall goal is to build a unifying framework for creating, debugging, profiling and verifying parallel applications. The key aspect is a visual model inspired by Colored Petri Nets. In this paper, we will present how to use the visual model for debugging and profiling as well. The presented ideas are integrated into our open source tool Kaira.

I. INTRODUCTION

Parallel computers with distributed memory have recently become more and more available. A lot of people can participate in developing software for them, but there are well-known difficulties of parallel programming. Therefore for many non-experts in the area of parallel computing (even if they are experienced sequential programmers), it can be difficult to make their programs run in parallel on a cluster computer. The industrial standard for programming applications in the area of distributed memory systems is Message Passing Interface (MPI)\(^1\). It represents a quite low-level interface. There are tools like Unified Parallel C\(^2\) that simplify creating parallel applications, but the complexity of their development lies also in other supportive activities. Therefore, even an experienced sequential programmer can spend a lot of time learning a new set of tools for debugging, profiling, etc.

The overall goal of our research is to reduce complexity in parallel programming. We want to build a unified prototyping framework for creating, debugging, profiling and formally verifying parallel applications, where a user can implement and experiment with his/her ideas in a short time, create a real running program and verify its performance and scalability. The central role in our approach is a visual programming language (based on Petri nets) that we use for modeling developed applications. In this paper, we present how to use the same model for debugging and profiling. The presented ideas are implemented in Kaira\(^3\), a tool that we are developing.

II. TOOL KAIRA

This section serves as an overview for our tool Kaira; for more details see [1], [2]. Our goal is to simplify the development of MPI parallel applications and create an environment where all activities are unified under one concept.

The key aspect of our tool is the usage of a visual model. In the first place, we have chosen the visual model to obtain an easy and clear way how to describe and expose parallel behavior of applications. The other reason is that a distributed state of the application can be shown through such visual model. The representation of an inner-state of distributed applications by a proper visual model can be more convenient than traditional ways like stack-traces of processes and memory watches. With this feature, we can provide visual simulations where the user can observe a behavior of developed applications. It can be used for incomplete applications from an early stage of the development. In a common way of developing MPI programs, it often takes a long time to get the developed application into a state where its behavior can be observed. In context of this paper, the visual model is also useful for debugging and a performance analysis as will be demonstrated later.

On the other hand, we do not want to create applications completely through the visual programming. Sequential parts of the developed application are written in the standard programming language (C++) and combined with the visual model that catches parallel aspects and communication. We want to avoid huge unclear visual diagrams; therefore, we visually represent only what is considered as “hard” in parallel programming. Ordinary sequential codes are written in a textual language. Moreover, this design allows for easy integration of existing C++ codes and libraries.

It is important to mention that our tool is not an automatic parallelization tool. Kaira does not discover parallelisms in applications. The user has to explicitly define them, but they are defined in a high-level way and the tool derives implementation details.

Semantics of our visual language is based on Coloured Petri nets (CPNs)\(^3\). Petri nets is a formalism for the description of parallel processes. They also provide well-established terminology, a natural visual representation for visual editing.

\(^1\)http://www.mpi-forum.org/
\(^2\)http://upc.lbl.gov/
\(^3\)http://verif.cs.vsb.cz/kaira

The work is partially supported by: GA\v{C}R P202/11/0340, the European Regional Development Fund in the IT4Innovations Center of Excellence project (CZ.1.05/1.1.00/02.0070)
of models and their simulations. Modeling tool CPN Tools\(^4\) was also the great inspiration for us (especially how to visualize the model).

To demonstrate how our model works, let us consider the model in Figure 1. It presents a problem where some jobs are distributed across computing nodes and results are sent back to process 0. When all the results arrive, they are written into a file. Circles (places in terminology of Petri nets) represent memory spaces. Boxes (transitions) represent actions. Arcs run from places to transition (input arcs) or from transition to places (output arcs). The places contain values (tokens). Input arcs specify what tokens a transition needs to be enabled. An enabled transition can be executed. When a transition is executed, it takes tokens from places according to input arcs. After finishing the computation of the transition, new tokens are placed into places according to output arcs. In CPNs places store tokens as multisets, in our approach we use queues.

A double border around of a transition means that there is a C++ function inside and it is executed whenever the transition is fired. A double border of a place indicates an associated C++ function creating the place’s initial content. Arcs’ inscriptions use C++ enriched by several simple constructions. A computation described by this model runs on every process. Tokens can be transferred between processes by expressions after “@” symbol on output arcs.

As a more advance example, we use the heat flow problem on a cylinder. We will use a version of this problem where the body is discretized by a grid depicted in Figure 2. The implementation of this problem in Kaira is depicted in Figure 3. The transition Compute executes single iteration of the algorithm. It takes a process’ part of the grid and two rows, one from neighbor above and one from below. It updates the grid and sends top and bottom rows to neighbors. When the limit of iterations is reached then the results are sent to process 0 where they are written. The init area (depicted as the blue rectangle) is used to set up initial values of places not only on process 0 but over specified processes (all processes in our case). The measurements of this program and a comparison to the sequential version are part of Section V.

\(^4\)http://cpntools.org/
Packets transported between nodes (The state of the communication environment)

It completely describes a distributed state of the application. The user can control the behavior of the application by the three basic actions:

- Start an enabled transition
- Finish a running transition.
- Receive a packet from a network.

By executing these three types of actions, the application can be brought to any reachable state. The model naturally hides irrelevant states during sequential computations and only aspects important to parallel execution are visible and controllable.

This approach also gives us the possibility to observe the behavior of the application in a very early state of the development without any additional debugging infrastructure. For example, we can see which data are sent to another process even if there is no implementation of the receiving part.

The user has complete well-formed control of the application in the simulator; therefore, the application can be put into an interesting state (and the user can observe the consequences) even if the application rarely reaches such state.

B. Tracing

An application developed in Kaira can be generated in the tracing mode, where activities of a run of the application are recorded into a tracelog. When the application finishes its run, the tracelog can be loaded back into Kaira and used for the visual replay or for statistical summaries. Generally, issues with such post-mortem analysis can be categorized into these basic groups: selection what to measure, instrumentation and presentation of results. Such tracelogs can be useful both for profiling and debugging.

In the case of debugging, we usually want to collect detailed information of the run for the reconstruction of the cause of the problem. In the case of profiling, we want to discover performance issues and therefore need to measure a run with time characteristics as close as possible to real runs of the application. But the measurement itself creates an overhead that devalues the gathered information about performance. Therefore, in both cases, it is important to specify what to store in the tracelog. In common profilers, specifications of measurements are usually implemented as a list of functions that we want to measure/filter out. But it can be a non-trivial task to assemble such a list, especially in the case when we use some third-party libraries with an unclear purpose to the user. It often needs some experience to recognize what can be safely thrown away.

In Kaira, the user specifies what is measured in terms of places and transitions. It is done just by placing labels in a model (Figure 6). The tracing of transitions enables the recording of information about their execution. The tracing of places enables the recording of information about tokens that go through them. The user can easily control what to measure and it is obvious what information will be gained or lost after switching on or off each setting. Moreover, our approach also allows for simply enriching the model by more detailed tracing. Places and transitions can trace additional data. It is implemented as connecting functions to places and transitions.

The usage of this feature is demonstrated in the experiment in Section V. The experiments also demonstrate tracelog sizes so even if we trace all transitions and names of all tokens in places (that is useful for debugging), sizes of tracelogs are usually manageable. The recording of high-level information from the perspective of our visual model is far from recording every function call in the program.

The second task is the instrumentation, i.e. putting the measuring code inside the application. In our case, Kaira can automatically place the measuring codes during the process of generation of the parallel application. Parallel and communication parts are generated from the model, therefore we know where are interesting places where to put measuring codes. By this approach, we can obtain a traced version of an application that does not depend on the compiler or computer architecture. In contrast to a standard profiler or debugger for generic applications, we do not have to deal with a machine code or manual instrumentation.

As we already said, the results are presented to the user in the form of a visual replay or as statistical summaries. In replay, the data stored in tracelog are shown in the same way as in the simulator, thus as the original model with tokens in places, running transitions and packets on the way (Figure 5). The user can jump to any state in the recorded application. Our tool also provides statistical summaries and standard charts like a normal profiler, and additionally, information is presented using the terms of the model. For example, the utilization of transitions (Figure 10), the numbers of tokens in places, etc.

C. Combination of simulation and recording

The useful feature for debugging parallel applications is a technique usually called deterministic replay [4]. Existing
tools use the data-replay, the order-replay or some combination of both approaches. In the data-replay approach, every communication message is recorded and a single process can be rerun with the same communication as was recorded. The advantage is that it is feasible even for instances with many processes. The disadvantage is huge tracelogs and it can be hard to discover errors that need an overall context. In the order-replay approach, we store the ordering of incoming messages. We get smaller tracelogs, but we must simulate all processes during the replay.

In Kaira we have implemented the order-replay approach in the form of control sequences. This feature naturally connects the infrastructure of our simulator with tracing abilities. A control sequence is a list containing actions. Each action is one of three basic types from Section III (starting and finishing transitions and receiving packets). Actions contain information about the process and the thread where the activity is executed, the transition’s name (in the case of transition firing) and the source process of the message (in the case of receiving packets). When we store this information we are able to repeat the run of the application.

Sequences are generated in the simulator or they are extracted from tracelogs. The simulator can replay sequences and get the application into the desired state. Because the control sequence and the model are loosely connected, the sequence remains relevant even if we make some changes into the model. The usefulness can be exposed by the following scenario: The user finds a problem by a visual replay or by summaries obtained from a tracelog. Then a sequence that brings the application exactly one step before the problem can be exported from the tracelog. Then the model can be enriched by more precise debugging outputs. For example, it can be a printf added into a transition’s code or an extra debugging transition. Now we can get the application into the state before the problem by replaying the sequence in the simulator. In this situation, we have the possibility to obtain more information about the problem because of the modified version of the application. This scenario is captured in Figure 7.

D. Other features

Our model allows implementing two additional features that can be used for debugging or the performance analysis. Because we control how parallel aspects are generated, we can always generate the sequential application from the model. Such generated application works like the original one but it is performed exactly by one thread independently on how many processes are specified. This feature does not need any change in the model. It enables easy profiling and debugging of sequential parts of developed programs by the tools designed for sequential applications without problems caused by threads or MPI.

The other feature is the possibility to connect into a running application. We can start a generated application in a mode where the application listens on a TCP port. The application normally runs but when we connect to this port, the run is
paused and the inner state of the application is displayed in the simulator. The application can be also controlled in the same way. When the connection is closed, the application continues computing. This way we can easily debug situations when the application hangs up or we can just observe how far the computation is. But in the current implementation there are some limitations. This feature works only for applications generated with the thread backend (i.e. it does not work for MPI applications) and after the connection to the application, the control is passed to the user after finishing all current running transitions.

E. Drawbacks

Here, we want to discuss the drawbacks of our approach. The most obvious issue is that our approach does not give us any tool to debug or profile codes in places and transitions. We can say what data were on the input of the transition, what was the output. We can get the application into a state before or after execution of the transition or profile the transition as a whole. But we cannot observe, debug or profile the inner state of transition executions. This can be a serious problem and may force the user to use other tools in some situations. On the other hand the codes in transitions are sequential codes without any communication so they can be easily profiled or debugged separately. It can be further simplified by the fact that we can always generate the sequential version of the program.

Other issue is connected with our current implementation. We have focused on minimizing the performance impact of the debugging and profiling infrastructure on generated applications. On the other hand, our tool itself was not subject of optimizations, and therefore, processing a huge trace log or a long control sequence can be time consuming and demanding on memory. Therefore, our infrastructure is not yet suitable for debugging or profiling long running applications. Some numbers to this topic are provided in Section V.

IV. RELATED WORKS

In this section, we want to compare Kaira with selected tools for profiling and debugging. For the comparison with other types of tools we refer to [2].

Different approaches have been proposed for debugging MPI applications. More about debugging in MPI environment can be found in [5], [6].

First, a MPI application runs on each computing node like a normal program; therefore, we can use standard tools like GDB5 (for debugging) or Callgrind6 (for profiling). This approach is sufficient to find some types of bugs or performance issues, but the major disadvantage is completely separated instances of the supportive tool for each process. It is not easy to control more debugger instances simultaneously or merge several profiler’s outputs.

There are specialized debuggers and profilers to overcome this issue. For debugging there are tools: Distributed Debugging Tool7 or TotalView8. They provide the same functionality like ordinary debuggers (stack traces, breakpoints, memory watches), but they allow to debug a distributed application as a single piece. Besides these tools, there are also non-interactive tools like MPI Parallel Environment9. It provides additional features over MPI, like displaying traces of MPI calls or real-time animations of communication. These tools are universal in the sense that they can debug any application. In our approach, we can only debug applications created in Kaira. On the other hand, we are able to provide the debugging infrastructure on a higher level of abstraction than source codes.

To deal with hundreds of processors, there are also automatic debugging tools. These tools usually use the static analysis of source codes to discover misuse of MPI calls (MPI-Check) or the analysis based on the state space exploration (ISP [7]).

As it was mentioned in previous sections, a potentially powerful technique for debugging of MPI applications is the deterministic replay. An example of a tool implementing this approach is MPIWiz [4].

In the case of profilers for parallel applications, one of the most successful freely available tools is Scalasca [8]. The big advantage is the ability to work in an environment of thousands of processors. Scalasca implements the direct instrumentation approach, it provides data summarizations at a runtime or traces for postmortem analyses. In the tracing mode, Scalasca records performance related events. Summarized performance profiles are based on functions call paths. In both cases, resulting reports can be interactively explored in the graphical browser.

The similar tool to Scalasca is TAU (Tuning and Analysis Utilities) [9]. It is capable of gathering performance information through instrumentation of functions, methods, basic blocks, and statements. From this perspective, both Scalasca and TAU adopt similar strategies. The main difference is in the low level measuring systems.

There are also different tools that focus mainly on the visualization of traced data like Vampir [10] and Paraver [11]. These tools are able to import tracelogs produced by others and the user is able to browse traced data. Usually, a set of filters can be specified to remove unnecessary details.

V. EXPERIMENTS

This section contains two example programs. Their purpose is to demonstrate features mentioned in Section III. All programs were executed on a machine with 8 processors AMD Opteron/2500 (32 cores in total) and compiled with Intel Compiler at the optimization level −02.

A. Basic measurements

As the first example, we show results for the heat flow problem introduced at the end of Section II. In this example, we

---

5http://www.gnu.org/software/gdb/
6http://valgrind.org/docs/manual/cl-manual.html
7http://www.allinea.com/products/ddt/
8http://www.roguewave.com/
9http://www.mcs.anl.gov/research/projects/perfvis/software/MPE/
10http://www.mcs.anl.gov/research/projects/perfvis/software/MPE/
show a comparison between the hand-made solution profiled by Scalasca and the version created and profiled in Kaira. Both implementations are distributed together with Kaira.

The implementations share the same computation code. It is about 380 LOC (lines of code without comments). The solution in Kaira contains 25 LOC in transitions and places and 10 LOC for binding the external types. The hand-made solution contains 100 LOC, which are not shared with the solution in Kaira. The following experiments were executed on the instance of the size $6400 \times 32000$ and 300 iterations.

All places and transitions are traced except for places Up row and Down row. The standard function writing token name for the type `std::vector<double>` stores all values from the vector into the tracelog, (6400 doubles for places Up row and Down row). In our example, we do not need such information, so we can change this writing function to store a smaller amount of data or we can just switch off the tracing (as we have done here). In the case of the hand-made solution profiled by Scalasca, 5 patterns in the filter file was used (23 functions were filtered out). These numbers are small, because of simplicity of the example. For illustration, the code generated by Kaira contains more internal functions and when it is profiled in Scalasca, we had to use 14 patterns in the filter file and 382 functions were filtered out. Without the filter file, Scalasca produces extremely huge logs (in the order of gigabytes) and it deforms runs of the application, because traced data are very often flushed on the disk.

Table I shows the comparison between the solutions generated by Kaira and the handmade solution. In both cases, the measurements were done without writing the resulting matrix into the file. Our problem scales well up to 16 processors, then it reaches limits of used computer.

In case of Scalasca we have instrumented all source files. This instrumentation adds some overhead. It can be improved by additional separation of computation code and communication, but it cannot be always possible. For example when we use an external library.

Figure 8 shows that solution produced by Kaira is comparable to handmade solution and our tracing introduces only a small overhead. For this small number of processors, the measured times are better than the handmade solution profiled by Scalasca. Scalasca is designed for thousands of processors; therefore it is not well suited for this experiment. But our goal was to show that Kaira tracing is comparable (in the scale of tens of processes) with existing mature parallel profilers and Scalasca is a well-established tool in this area.

Figure 9 shows the grow of tracelog sizes. Kaira tracelogs are bigger but still comparable. In Kaira case, they contain information for a replay, not only profile data.

### B. Advanced measurement

In this section we will demonstrate how a tracelog can be enriched by custom data and how tool $R$\footnote{http://www.r-project.org} can be combined with Kaira to obtain various statistics. $R$ is one of the most popular statistical tools. Kaira can export collected data from a tracelog in a form of a table that can be loaded into $R$. Each row of this table corresponds to the three basic events (explained in Section III) and their subevents (token add, token removed, packet sent). In Kaira’s distribution, there is a simple script for $R$ that provides basic operations over such table. It is often easy to extract useful information about the performance from data in this form.

As the example, we have chosen the Ant Colony Optimization (ACO) algorithm that is used to solve Traveling Salesman Problem (TSP). There are many ways to parallelize this algorithm; the presented solution is described in more detail in the paper [12]. The visual model for the solution is depicted in Figure 11. We will show how to get specific data from the application’s run and present them with the help of $R$. 

---

Fig. 8. The comparison of running times between the hand-made solution and the solution generated by Kaira for the heat flow example (based on Table I).

Fig. 9. The comparison of tracelog sizes between the handmade solution traced by Scalasca and Kaira's solution traced by Kaira (based on Table I).
TABLE I

MEASURED VALUES FOR THE HAND-MADE SOLUTION AND KAIRA’S SOLUTION OF THE HEAT FLOW EXAMPLE

<table>
<thead>
<tr>
<th>Number of processes</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
</tr>
</thead>
<tbody>
<tr>
<td>Handmade solution [s]</td>
<td>497.39</td>
<td>249.58</td>
<td>134.39</td>
<td>70.98</td>
<td>57.88</td>
<td>73.38</td>
</tr>
<tr>
<td>Handmade solution + Scalasca [s]</td>
<td>3020.89</td>
<td>1525.62</td>
<td>763.63</td>
<td>380.23</td>
<td>193.08</td>
<td>99.33</td>
</tr>
<tr>
<td>Kaira solution [s]</td>
<td>443.5</td>
<td>205.57</td>
<td>137.75</td>
<td>72.95</td>
<td>68.04</td>
<td>83.09</td>
</tr>
<tr>
<td>Kaira solution with tracing [s]</td>
<td>444.78</td>
<td>229.67</td>
<td>147</td>
<td>72.98</td>
<td>68.14</td>
<td>83.06</td>
</tr>
<tr>
<td>Scalasca log size [kB]</td>
<td>128</td>
<td>160</td>
<td>216</td>
<td>336</td>
<td>576</td>
<td>1126</td>
</tr>
<tr>
<td>Kaira log size [kB]</td>
<td>40</td>
<td>136</td>
<td>264</td>
<td>520</td>
<td>1120</td>
<td>2150</td>
</tr>
</tbody>
</table>

For our experiment, we used the file cil51.tsp from TSPLIB\(^{11}\).

In the used version of the ACO algorithm, ants are separated into colonies and the evolution of each colony is computed in parallel (each colony is assigned to a single MPI process). A colony is stored in the place in the top-left corner. The transition Compute takes a colony and computes the next generation of ants. In each iteration, every process saves the best solution to the place Best trail. It is distributed to other processes through the place Ant distribution. When the last generation is computed, Send results takes the best solution and it sends them to process 0, where the overall best solution is chosen.

To verify that the solution works properly, it is useful to inspect the fitness value (i.e. the quality of the solution) in time. We use the ability to connect a tracing function with a place. In our case, we connect a simple function returning a fitness value of an ant to place Best trail (Figure 12). When a token arrives to this place, its value is stored in the tracelog (in the scope of an event that creates this token). After exporting the tracelog table into R, we obtain the charts in Figures 13 and 14.

When the best solution for each colony is sent to others, the convergence is the same for all processes (Figure 13), as we may expect. To check this assumption, we can disable communication, by removing the edge with the expression [bulk, multicast] send@workers. The fitness values for this case are shown in Figure 14.

VI. CONCLUSION

In previous papers, we have been focused on the development of MPI applications by usage of the visual model and visual programming. Our visual language is based on well-known formalism – Coloured Petri Nets. In this paper, we have presented how the same visual model and in fact the same approach was used for debugging and performance analyses. The presented ideas are implemented in our tool Kaira.

We introduced a simulator that allows the live introspection into developed programs. This simulator uses the original visual model. Thus the developer is able to inspect the de-

\(^{11}\)It is available at http://comopt.uni-heidelberg.de/software/TSPLIB95/
developed application’s behavior using the same visual model that he developed and that he understands. Using control sequences, we are able to capture a simulation and later it can be reproduced even on a modified visual model. They serve as basic infrastructure and they allowed us to implement deterministic replay and we want to implement more advanced features like a massive parallel replay.

Also for profiling we use a similar approach and we use the original model. We use it not only to present the obtained data (application’s replay) but also to simplify the measurement specifications. This is crucial for profiling, because when we measure everything, the obtained data are usually useless and setup measurement filters in a standard tool can be hard.

We also demonstrate that presented features can be implemented with a performance that is comparable with existing mature tools. Practical experiments show that a performance of the handmade solution is comparable with the solution generated by Kaira. Measured times differences were up to 20%. The overhead introduced by tracings in Kaira is up to 3%. Our tracelogs are bigger than Scalasca’s tracelogs, but their growths is similar.

We consider these features to be a successful step towards providing the unifying framework for prototyping and development of MPI applications. We are also working on more advanced features: performance prediction and verification. These parts are interconnected by our model and results from one analysis can be used in the rest of Kaira infrastructure. It can serve as another argument why to use Kaira.
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Abstract—Grammar-dependent software development and grammarware engineering have recently received considerable attention. As a significant cornerstone of grammarware engineering, grammar refactoring is, nevertheless, still weakly understood and practiced. In this paper, we address this issue by introducing pLERO, formal specification language for preserving knowledge of grammar engineers, complementing mARTINICA, the universal approach for automated refactoring of context-free grammars. With respect to other approaches, advantage of mARTINICA lies in refactoring on the basis of user-defined refactoring task, rather than of a fixed objective of the refactoring process. To understand the unified refactoring process, this paper also provides a brief insight into grammar refactoring operators, providing universal refactoring transformations for specific context-free grammars.

To preserve knowledge considering refactoring process, we propose formalism based on patterns, seen as well-proven way of knowledge preservation in variety of domains, such as software architectures.

1. INTRODUCTION

AUTOMATED grammar refactoring is the field where two or more equivalent context-free grammars may have different forms. Although two equivalent grammars generate the same language, they do not necessarily share other specific properties measurable by grammar metrics [1]. The form in which a context-free grammar is written may have a strong impact on many aspects of its future application. For instance, it may affect general performance of a parser [2], or it may influence, and in many cases limit, the choice of parser generator [2].

Since there is a close relation between the form in which a grammar is expressed and the purpose for which it is designed, different grammars become domain-specific formalizations if generating the same language. Thus, the ability to transform a grammar to another (equivalent), indeed, becomes the power to shift between domains of possible applications. Even if making each grammar more universal in its application scope, the practical benefits may be easily thwart by the difficulties. The problem is, refactoring is often a non-trivial task and if done manually, it is prone to errors, especially with large grammars. This is an issue, as in general there is no formal way to prove two context-free grammars generate the same language.

We addressed this issue in [3] by proposing mARTINICA, metrics Automated Refactoring Task-driven INcremental syntaxIC Algorithm. Its main idea is to apply a sequence of simple transformation operators to a chosen context-free grammar to produce an equivalent grammar with the desired properties.

Each refactoring operator transforms arbitrary context-free grammar to an equivalent context-free grammar which may have different form than the original. Properties the grammar should possess are defined by so called objective function. That is, the purpose of mARTINICA is to find a sequence of refactoring operator instances transforming particular context-free grammar to an equivalent with a form satisfying user-defined requirements. Current state of the algorithm development requires grammar production rules to be expressed in the BNF notation as it in general, unlike EBNF, expresses elementary properties, e.g. left/right recursion or iteration.

With respect to diversity of possible requirements on the qualitative properties, refactoring operators provide relatively universal grammar transformations. Although the relative universality of refactoring operators contributes to versatility of the algorithm, it also may lead to high computational complexity and, in specific cases, to inability to fulfill the refactoring task. Within the current research, we propose a solution of these issues based on patterns which, in this context, we consider to be a problem-specific refactoring operators.

In general, we consider a pattern to be a problem-solution pair in given context [4] [5]. Alexander argues each pattern can be understood as an element of reality, and of language [4]. As an element of reality, pattern reflects a relation between specific context, certain system of forces recurring in given context, and certain spatial configuration leading to balance in a given system of forces [4]. As an element of language, pattern reflects an instruction showing how certain spatial configuration can be repeatedly used to balance certain system of forces wherever specific context makes it relevant [4].

As such, patterns are tools for documenting existing, well proven design knowledge, supporting construction of systems with predictable properties and quality attributes [5]. Thence, the role of patterns in the field of grammar refactoring is:

1) To preserve knowledge of language engineers about when and how to refactor context-free grammars, and
2) To support process of grammar refactoring by providing this knowledge.

To incorporate patterns in automated grammar refactoring, we have coined a new term: grammar refactoring patterns. Each grammar refactoring pattern describes a way in which a context-free grammar can be transformed preserving generated language, and a specific situation of this to be possible. Description of the situation, in which transformation provided by
a pattern can be applied, defines refactoring problem addressed by the pattern, while grammar transformation defines solution of the refactoring problem.

II. Motivation

Grammarware engineering as an up-and-rising discipline aims at solving grammar development issues, promising an overall rise in grammar quality, and development productivity [6]. Grammar refactoring may occur in many fields, e.g. grammar recovery, evolution and customization [6]. In fact, it is one of five core processes of grammar evolution, alongside the extension, restriction, error correction, and recovery [7]. However, unlike a well-proven practice of program refactoring, grammar refactoring is little understood and practised [6].

![Fig. 1. Previous research approach](image1)

![Fig. 2. Current research approach](image2)

Fig. 1 and 2 both reflect the objective function value at particular grammar forms. Horizontal axis, indeed, denotes a hypothetic area (not a dimension) of all the equivalent context-free grammar forms, and vertical axis denotes the objective function values of this grammar.

The points marked in the graphs represent forms of a context-free grammar. All the points originate from a single point, corresponding to the initial grammar form and its objective function value.

Our previous approach involved an improvement of the objective function through the application of refactoring operators [3]. Its potential to improve is expressed by the up arrows in Fig. 1. The issue lied in local extrema: If populations reached them, further slide over the function became uncertain.

The algorithm of mARTINICA solved this issue by enabling the populations to regress, but merely in a certain number of steps [8], which is one of the few possible heuristics. Two potential ways of the algorithm are to enable a progress to a certain value or a certain number of steps. However, neither of them is ideal and cannot work universally. Further, the issue lied in a negative impact on the computational complexity as well.

Consequently, the current approach considers refactoring patterns. If applied to a grammar, at the corresponding objective function it is possible to skip the local extremus (Fig. 2), what is their primary feature. Certainly, various patterns concern various objective functions. That is, this solution is not universal, however, it is ideal for domain-specific tasks, such as left recursion removal.

Since this approach is not heuristic and it always works, it is considered to be progressive according to the previous one. Generally, the main idea behind our research lies in grammar modifications according to their objective functions, which is supplemented by the current research dedicated to creation of a tool for grammar modifications according to properties of refactoring operators.

III. Related Work

Unfortunately, it was possible to find very little reported research in the field of automated grammar refactoring. The small amount of the published work is mostly concerned with refactoring context-free grammars achieving some fixed domain-specific objective.

Kraft, Duffy and Malloy developed a semi-automated grammar refactoring approach to replace iterative production rules with left-recursive rules [9]. They present a three-step procedure consisting of grammar metrics computation, metrics analysis to identify candidate nonterminals, and transformation of the candidate nonterminals. The first and third step are fully automated, while the process of identifying nonterminals, to be transformed by replacing iteration with left recursion, is done manually. Since grammar metrics are calculated automatically, this approach is called metrics-guided refactoring. However, the resulting values must be interpreted by human, using them as a basis for making the decisions necessary for resuming the refactoring procedure. The work also provides an exemplary illustration of the grammar refactoring benefits, since left-recursive grammars are more useful for some aspects of the grammar application [10], and are also more useful to human users [11] than iterative grammars.

In the field of compiler design, the procedure of left-recursion removal is a well-known practice. Louden reports an algorithm for automated removal of direct and indirect left recursion [12]. This approach is further extended by Lohmann, Riedewald and Stoy [11], presenting a technique for removing left-recursion in attribute grammars and semantic preservation while executing this procedure.
Lämmel presented suite of fifteen grammar transformation operators, four considering grammar construction, five considering grammar destruction and six considering grammar refactoring [13]. These operators are in large degree tailored for solving issues of two specific problem domains e.g. grammar adaptation and grammar recovery. Paper [13] also introduced the idea of incremental grammar refactoring through the sequence of simple transformations deriving from application of refactoring operators, however no specific automated refactoring approach, such as mARTINICA [3] was introduced.

Lämmel and Zaytsev introduced suite of four refactoring operators, specifically aimed for tackling refactoring tasks occurring in the process of grammar extraction from multiple diverse sources of information [14].

IV. BACKGROUND

This section discusses refactoring operators as a basis for understanding grammar refactoring patterns and the core idea of the approach. This section also briefly introduces a method of describing a context-free grammar properties through the formalism of an objective function, used as a specification of the refactoring objective.

A. Refactoring Operators

Formally, grammar refactoring operator is a function taking a context-free grammar \( G = (N, T, R, S) \) and using it as a basis for creating new grammar \( G' = (N', T', R', S') \) equivalent to \( G \). At this stage of development, the experiments were performed on the basis of eight operators: Unfold, Fold, Remove, Pack, Extend, Reduce, Split and Nop. The first three have been adopted from Lämmel’s paper on grammar adaptation [13], while the others are proposed by us [8].

Grammar refactoring patterns are proposed as an addition to the base of refactoring operators. However, in this context, the key difference between refactoring operators and patterns is that the growth in the number of patterns (in the base of operators) does not have significant negative impact on the algorithm complexity, and the opposite is often true. This is caused by their domain-specific orientation and quite narrow scope of refactoring tasks to which individual patterns are applicable.

B. Objective Function

We adopt a modified understanding and notation of objective functions from mathematical optimization. An objective function describes properties of a context-free grammar to be achieved by refactoring. However, it does not describe the way in which the this should be performed, and the condition in which desired context-free grammar properties are achieved.

In our view, the objective function consists of two parts: objective and state function. Our refactoring algorithm works with only two kinds of objectives, which are minimization and maximization of a state function. We define a state function as an arithmetic expression whose only variables are the grammar metrics [1] calculable for any context-free grammar. As such, a state function is a tool for qualitative comparison of two or more equivalent context-free grammars.

Exemplary objective function prescribing minimization objective under state function consisted of count of nonterminals \( \text{var} \) and count of production rules \( \text{prod} \) is (1).

\[
\text{f}(G) = \text{minimize } 2 \cdot \text{var} + \text{prod} \quad (1)
\]

C. mARTINICA: Refactoring Algorithm

The main idea behind mARTINICA (Fig. 3) lies in applying a sequence of grammar refactoring operators to a context-free grammar, to produce an equivalent grammar with a lower value of the objective function if the objective is minimization, or a higher if the objective is maximization. On the other hand, pLERO allows specifying one operator of such a sequence.

Since mARTINICA is an evolutionary algorithm, it also requires other input parameters, in addition to the initial grammar and the objective function, in order to be executed. It requires three other input parameters: number of evolution cycles, population size and length of a generation life. The first two are typical for algorithms of a similar type, while the third parameter is our own.

As shown in Fig. 4, presenting a white-box view, the algorithm starts with creation of an initial population of grammars. Each population member is then created in the basis of the initial grammar, transformed by semi-random sequence of refactoring precesses. After the initial phase, the algorithm iterates for count of evolution cycles through:
1) Test grammars creation in which candidate population members are created. For each grammar in each generation three test grammars are created:
   a) Self-test grammar that attempts to redouble transformation that led to improvement in value of objective function in past generation of this population member.
   b) Foreign-test grammar that attempts to incorporate transformation that led to progress in value of objective function in past generations of some other population member.
   c) Random-test grammar that attempts to transform grammar towards optimization of value of objective function on the basis of random sequence of refactoring operators.

2) Selection in which population members are substituted by candidates with best value of objective function.

Secondly, each of the refactoring operators can be applied to an arbitrary context-free grammar, including the situation of particular grammar form not allowing occurrence of a specific transformation. In this case, the original grammar form is returned as a result of the transformation. On the other hand, each grammar refactoring pattern prescribes some specific pre-conditions a context-free grammar must fulfill in order to be transformable by a particular refactoring pattern.

In our approach, each pattern is represented as a specification consisting of a set of transformation rules, while transformation rule provides transformation on some subset of grammar’s production rules that exhibit specific structural properties. In this notion of refactoring patterns, each instance of refactoring operator is actually a refactoring pattern which lacks explicit specification of required structural properties of grammar’s production rules, and each refactoring pattern is in fact non-parametric refactoring operator.

Fig. 4. White-box view of mARTINICA

VI. CORE

For the purposes of patterns expression, we propose pLERO, pattern Language of Extended Refactoring Operators. pLERO is currently being developed in two distinct dialects e.g. imperative [15] and functional. Refactoring patterns written in imperative dialect of pLERO are more process-centric, meaning that they are intended for specification of particular steps of a refactoring process, while refactoring patterns written in functional dialect are more result-centric and facilitate understanding of a grammar’s structural changes.

In this paper, we present the functional dialect of pLERO, while detailed description of the imperative dialect of pLERO can be found in [15].

A. pLERO

Through pLERO it is possible to define patterns for grammar refactoring or other transformations, applicable to grammars expressed in BNF. That is, pLERO is a language for defining parameterless operators of a problem class.

Pattern description consists of a set of transformation rules, while each rule comprises predicate describing the shape of a grammar’s production rules, and transformation defining how production rules matched against predicate should be changed.

Predicate and transformation are expressed in similar fashion by formalism of meta-production rules. Each meta-production rule defines structure of some subset of a grammar’s production rules. Predicate is specified by exactly one meta-production rule matched against grammar’s production rules, while transformation is described by set of meta-production rules defining shape of production rules to be included in grammar during refactoring process.

Each meta-production rule can be divided in two parts, namely, left side of meta-production rule and right side of meta-production rule. Left side of meta-production rule specifies nonterminal on the left side of a grammar’s production rule, while right side of meta-production rule specifies sequence of symbols that can be found on the right side of a grammar’s production rules. Left side of meta-production rule
is some pattern variable, while right side of meta-production rule is concatenation of pattern variables.

Pattern variable specifies homogenous sequence of symbols in a grammar’s production rules, consisting of variable prefix and name. Variable prefix describes possible matched symbols and their number, while variable name is identifier of this sequence. The prefix can be \( t \) for terminals, \( n \) for nonterminals, and \( s \) for both terminals and nonterminals. The letter specifying the symbol type can be followed by the asterisk \( * \) denoting the variable can match a sequence of symbols instead of a single symbol. For instance, the most generic variable type has prefix \( s* \) that can match any sequence of symbols.

Variable prefix and name are separated by dot \( . \). After the dot, the variable name follows, e.g. \( s*.symbols \).

Pattern variable on the left side of meta-production rule may only have prefix \( n \) not followed by asterisk, denoting exactly one nonterminal. Each pattern variable on the right side of meta-production rule can have arbitrary valid prefix.

Each specification of refactoring pattern in pLERO must comply with the same template (Fig. 6) which allows specification of global pattern variables denoting same symbol sequences in all transformation rules of a pattern during entire refactoring process.

![Fig. 6. Template of a pattern notation](image)

The template also enables to specify new nonterminal symbols, which need to be generated for the use in production of new production rules. Notion of individual transformation rules must also follow specific template shown in Fig. 7.

![Fig. 7. Transformation rule decomposition](image)

While variables may consist of all the possible prefixes, new variables may not; more specifically they cannot consist of partially deterministic constructs such as \( * \) or \( s \), and in current version of pLERO only \( n \) is allowed. Reason for this is that these constructs do not specify unambiguous concatenation of symbols and though it is not possible to generate definite sequence of symbols on their basis. Moreover new variables may be used only in meta-production rules contained within transformation part of transformation rule, and their use in predicate is prohibited. Reason for this is that new variables correspond with sequences of symbols that occur only in refactored grammar, and not in the original grammar.

1) Pattern Matching:

In order to apply transformation provided by refactoring pattern on some context-free grammar it is first necessary to match this grammar against this pattern. Process of pattern matching has two purposes:

- Determining if a grammar is transformable by a pattern
- Determining which pattern variable represents which sequence of symbols within production rules of a grammar

To each assignment of specific sequence of symbols to particular pattern variable we refer as to variable binding and to each variable representing definite sequence of symbols we refer as to bound variable.

Variables are bound during the matching of the rule and used in the replacement construction process. Global variables keep their value after they are bound during the first successful match. Other variables (to which we refer as to local variables) are bound only during the application of a rule and cleaned before the next matching.

The matching of a predicate against a grammar production is successful if all the pattern variables can be bound to a
part of the production and no unmatched symbols are left. Variables can match only some type of symbols, based on their prefix. Simple variables must match exactly one symbol of a specified type, while sequence variables can match any number of symbols (including zero).

For instance, the predicate "n.1 ::= n.2 s*.1 t.1" would match production "A ::= B 'c' 'd' 'e' f'", resulting in bindings "n.1" = "A", "n.2" = "B", "s*.1" = "c", "t.1" = "f'", and also "B ::= D 'f' 'e' f'", "n.1" = "B", "n.2" = "D", "s*.1" is empty, "t.1" = "f'". Since it does not start with a nonterminal, it would not match "C ::= "d' 'e' 'f' ".

If the pattern "n.1 ::= s*.1 n.2 s*.2" is matched against the production "A ::= B C D", the resulting binding would be "n.1" = "A", "n.2" is empty, "n.2" = "B", and "s*.2" = "C D".

Variable prefix specifies only structure of some sequence of symbols, and it does not define particular symbols of a specific grammar. On the other hand, variable name is an identifier of a specific variable binding established during a particular pattern matching process. For instance, the predicate "n.1 ::= n.1 n.2" would match production "A ::= A B", however it would not match production "A ::= B C" since in this case variable n.1 would be bound to two different nonterminals (B and C).

The matching of sequences is non-greedy. This means that short sequences are performed first during the matching. The process continues while the entire production is matched.

However, there are some cases in which conflicts in matching of predicate against production can arise, e.g. conflict always occurs if predicate contains two consecutive sequences of arbitrary symbols ("s*A s*B"). In this case, we have adopted first-match found resolution strategy.

2) Pattern Application:

Each transformation rule of refactoring pattern describes structure of some production rules and specifies new production rules that should replace this production rule. Predicate is a concatenation of pattern variables, which can match a sequence of production rule symbols and then represent these symbols in the transformation.

If a variable of the same type and name is present in a transformation rule, it will represent the same sequence of symbols in all its occurrences. In the transformation, meta-production rules have to consist only of the variables occurring on the predicate side of the transformation rule or in global variables. After the predicate matches any grammar production, its variables are bound to parts of the production and the replacement productions are constructed on the basis of transformation patterns.

If applied to a grammar, all transformation rules of a pattern are traversed in the order of their specification. Predicate is then matched against all the unprocessed productions of the original grammar. If the match is successful, replacement production is constructed and the production is replaced in the grammar.

Order of specification of transformation rules within a pattern is important, for it serves as a conflict resolution mechanism in case when there are multiple predicates that can be matched against one production rule.

On the other hand, multiple production rules can be matched against one predicate, but only if all global variables of a predicate are bound to a same sequence of symbols in each production, and in that case replacement productions are constructed for each such rule.

B. Implementation

To be able to perform experiments and to demonstrate the correctness of the approach, automated pattern application system (Fig. 5) has been implemented, in which pLERO plays a central role.

The system takes the initial grammar and the pLERO pattern specification from the two different text files, and after the refactoring it creates new text file containing the resulting grammar.

The first text file is parsed by grammar parser which creates its representation in the form of grammar model, while the second is parsed by meta-grammar parser which creates metagrammar model.

The core of the system is divided in two coexisting entities:

1) Pattern matcher – The purpose is matching of grammar model against meta-grammar model

2) Grammar transformer – The purpose is construction of replacement productions and generating of refactored grammar.

To resolve various conflicts occurring during the process of pattern matching, various resolution strategies are implemented in a separate module to which we refer to as a conflict resolver.

VII. EXPERIMENTAL RESULTS

As an example, see Fig. 8 and 9 containing fragment of Algol 60 grammar [16] and pattern for immediate left-recursion removal (not direct). Then, Fig. 10 and 11 reflect equivalent grammar fragments produced after two sequential pattern applications.

After the first application of the pattern immediate left-recursion concerning nonterminal "term" was removed.

After the second application of the pattern immediate left-recursion concerning nonterminal "factor" was removed.

VIII. CONCLUSION

The most significant contribution, that we expect based on the results presented in this paper, is the contribution to automated grammar evolution. As such, our refactoring approach presents an appropriate basis for creation of new theory concerning automated task-driven grammar refactoring, while the provided experimental results as well as the other experiments [3] [8] explicitly demonstrate correctness and effectiveness of this approach.

However, achievement of this goal also requires deeper understanding and intensified research in refactoring operators,
term ::= factor
term ::= term multiplying_operator factor
multiplying_operator ::= 'x'
multiplying_operator ::= '/'
multiplying_operator ::= '÷'
factor ::= primary
factor ::= factor ↑ primary
primary ::= unsigned_number
primary ::= variable
primary ::= function_designator
primary ::= ('arithmetic_expression')

Fig. 8. Fragment of Algol 60 grammar [16]

pattern LeftRecursionRemoval {
  variables: n.A;
  new symbols: n.A1;
  n.A ::= n.A s*.x ->
  n.A ::= s*.x ->
      n.A ::= s*.x n.A1;
}

Fig. 9. Example of a pattern for immediate left-recursion removal

term ::= factor N4
N4 ::=-
N4 ::= multiplying_operator factor N4
multiplying_operator ::= 'x'
multiplying_operator ::= '/'
multiplying_operator ::= '÷'
factor ::= primary N20
N20 ::=-
N20 ::= ↑ primary N20
primary ::= unsigned_number
primary ::= variable
primary ::= function_designator
primary ::= ('arithmetic_expression')

Fig. 10. Resulting grammar after first application of refactoring pattern

term ::= factor N4
N4 ::=-
N4 ::= multiplying_operator factor N4
multiplying_operator ::= 'x'
multiplying_operator ::= '/'
multiplying_operator ::= '÷'
factor ::= primary N20
N20 ::=-
N20 ::= ↑ primary N20
primary ::= unsigned_number
primary ::= variable
primary ::= function_designator
primary ::= ('arithmetic_expression')

Fig. 11. Resulting grammar after second application of refactoring pattern

as well as quality-based grammar metrics. Crucial part of this research are refactoring patterns, since they operate with knowledge derived from experience of language engineers, and thus they present an appropriate tool for converging of state-of-art and state-of-practice in the field of grammar refactoring.

In the future, we would like to focus on achieving greater abstraction power of the pLERO language, so it would for-

Fig. 11. Resulting grammar after second application of refactoring pattern

malize other knowledge considering refactoring problems and context of their occurrence, such as consequences of pattern’s application on grammar’s quality attributes. We would also like to adopt our approach to EBNF notation, which is structurally richer and would cause pattern matching to be more deterministic.

However, our vision goes even further, since mARTINICA and pLERO currently cover only one aspect of grammar adaptation, e.g. grammar refactoring, while the ultimate goal is to create universal approach covering other processes concerning grammarware engineering, e.g. grammar construction and destruction.

In case of interest, it is possible to download automated pattern application system from:
http://pler.fer.te.tuke.s
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Abstract—We present a novel method for automatic parallelization of functional programs which combines interpretation and just-in-time compilation. We propose an execution model for a Lisp-based programming language which involves a runtime environment which is able to identify portions of code worth running in parallel and is able to spawn new threads of execution. Furthermore, in order to achieve better performance, runtime environment dynamically identifies expressions worth compiling and compiles them into a native code.

I. INTRODUCTION

With advent of multi-core processor we are experiencing growing demand for programs which are able to utilize multiple processor cores to increase their efficiency. This trend is likely to continue as the hardware manufacturers have switched their focus from increasing performance by scaling clock speed to developing processors that are able to process multiple tasks simultaneously. Traditionally, programmer has to explicitly define which parts of a program will run in parallel and eventually has to use special means, e.g., locks, semaphores, critical sections, to synchronize parallel branches of execution in order to ensure correct outputs of the program. Currently, this approach to parallel programming is the prevailing one, on the other hand, it is also a very demanding approach from the programmer’s point of view.

Another approach, we call it implicit parallelism, is to provide a language which is used the same way as any sequential language but its execution can be implicitly parallelized by a compiler or an interpreter of the language. Basically, compiler or runtime environment identifies portions of code which can be run in parallel and takes care of their proper synchronization, and thus, program returns always the same results, no matter which parts of the program were executed simultaneously. If this is achieved, the programmer can completely forget about the issues with parallel execution which is the desirable effect. Nowadays, implicit parallelism is relatively rare and has limited use.

In [14] we outline an evaluation model of the Lisp-based language called Schemik. The execution model of the language is based on a pushdown automaton which allows to describe operational semantics of the language in terms of transitions of the automaton. This model allows for further extensions. The most important extension detects expressions which are worth evaluating in a separate thread of execution and spawns new threads computing values of expressions in parallel. The model has shown its practical merits. (1) Implementation of the model shows that programs can be implicitly parallelized. (2) Using the automaton it can be proved that program returns always the same results no matter which parts of the program run in parallel. (3) One can incorporate software transactional memory to isolate side-effects performed in each thread of execution, hence efficiently parallelize even programs with side effects as discussed in [15]. On the other hand, the model itself is proposed for an interpreted language and this brings significant overhead. This paper presents a new extension for the evaluation model proposed in [14] which incorporates methods of just-in-time (JIT) compilation and preserves all mentioned features of the execution model, especially the ability to run programs in parallel without the need to use dedicated language constructs.

The paper is organized as follows. First, we provide a brief description of the language and of the formal model of the execution, including the methods which are used to automatically parallelize programs. Afterwards, we describe new extension which adds support for JIT compilation. The paper is concluded with a section focusing on implementation details and experimental evaluation.

II. INTERPRETER

A. Evaluation Model: An Overview

In this section, we briefly describe a sequential evaluator which is essential for understanding our approach to parallel computation. We assume that readers are acquainted with some dialect of Lisp or Scheme, and therefore, in the following text we tacitly use the usual terminology which can be found in [4], [9], [12].

Our stack-based evaluator is a deterministic pushdown automaton with two stacks— execution stack (denoted E) containing stack operations controlling the evaluation, and result stack (denoted R) containing Schemik objects playing the roles of operands and intermediate results of operations.

The input (first expression to be evaluated) is encoded on the execution stack and the output (result of evaluation) is pushed on the result stack at the end of the computation. The content of both stacks is what completely describes the current state of the evaluator. Therefore, a setting of the stacks shall be called...
a configuration of the evaluator. The result stack contains first-class objects of Schemik in their internal representation which are basically the same objects as in Scheme [12] (i.e., numbers, symbols, functions, special operators, etc.). The execution stack can be seen as a stack for pending operations. Unlike the result stack, it contains stack operations which are not Schemik objects. The stack operations are represented by tuples of the form (operation-name, arg, $E$, flag) where operation-name is a name for a step of evaluation (e.g., EVAL, FEVAL, FUNCALL, IF, INSPECT, etc.); arg is an object representing argument for stack operation; $E$ is an environment (i.e., a table describing bindings of lexical variables) associated to the stack operation; flag is an indicator of the tail-recursion optimization [12]. For brevity, attributes arg, $E$, and flag can be omitted from descriptions of a stack operations if they are not used in that particular operation.

During the computation, the automaton changes its configuration. A change from one configuration to another will be called a transition. Each transition is determined by stack operation which resides on the top of the execution stack. The computation halts if the execution stack is empty and the object on the top of the result stack is a flag of 0, meaning that symbolic expression $E$ cannot be evaluated in the top-level environment $E_t$ (environment containing initial bindings of lexical variables), $N$ says that expr does not appear in a tail position, see [12].

The operation (EVAL, object, $E$, f) initiates evaluation of object (e.g., a symbolic expression) in environment $E$. If this operation is on the top of the execution stack, an appropriate transition is made depending on the type of object. Three situations may occur: (i) object is a self-evaluating object (i.e., neither a symbol nor a non-empty list), in which case object is pushed on the result stack; (ii) object is a symbol (name of a lexical variable), its value in environment $E$ is pushed on the result stack; (iii) object is a list (head, arg$_1$, arg$_2$, ... , arg$_n$) then the top of the execution stack is replaced as follows:

$$E: (\text{EVAL}, (\text{head}, \text{arg}_1, \text{arg}_2, \text{arg}_n), E, f) \cdots \text{ R: } \cdots \text{] }$$

$$E: (\text{EVAL}, \text{head}, E, N), (\text{INSPECT}, (\text{arg}_1, \text{arg}_2, \text{arg}_n), E, f) \cdots \text{ R: } \cdots \text{] }$$

The previous transition has prepared the head of the original list for evaluation. The role of INSPECT is to distinguish between different evaluation rules based on the value of the head, i.e., the first element in the list. The head may evaluate to a function, a special operator, or a macro. For instance, if INSPECT is on the top of the execution stack and the top of the result stack contains a function, INSPECT will prepare application of the function, i.e., it will prepare all arguments for evaluation and then it prepares a function call using FUNCALL:

$$E: (\text{INSPECT}, (\text{arg}_1, \text{arg}_2, \text{arg}_n), E, f) \cdots \text{ R: } \cdots \text{] }$$

$$E: (\text{EVAL}, \text{arg}_1, E, N), (\text{EVAL}, \text{arg}_2, E, N), \text{ ... , (EVAL, arg}_n, E, N)\text{, R: function} \cdots \text{] }$$

The application of functions is performed by FUNCALL which is used in the form (FUNCALL, n, E, f), where n is the number of arguments. Arguments and the function itself are stored on the result stack. In general, (FUNCALL, n, E, f) takes n + 1 objects from the result stack where first n objects represent arguments and the last object taken is the desired function. If the function is a primitive function (i.e., a built-in function), the arguments are passed to the function and the result is pushed on the result stack. If the function is a user-defined function, a body of the function is evaluated in a local environment where formal parameters of the function are bound to arguments obtained from the stack. Therefore, if the body of the function is $B$, the corresponding transition is the following:

$$E: (\text{FUNCALL}, n, E, f) \cdots \text{ ] }$$

$$R: \text{arg}_1, \text{arg}_2, \text{...}, \text{arg}_n, \text{user-defined fn. with body} B \cdots \text{] }$$

$$E: (\text{EVAL}, B, E^\prime, T) \cdots \text{ ] }$$

$$R: \cdots \text{] }$$

Note that $E^\prime$ denotes the local environment. According to the value of the flag f, $E^\prime$ is a fresh new environment (if f equals N) or a reused old environment (if f equals T), which corresponds to a proper tail call, see [12]. For each of the operators, INSPECT has a separate rule of evaluation. For instance, for the special operator if the INSPECT operation enforces that only one branch of execution is performed as follows:

$$E: (\text{INSPECT}, \text{cond, then-branch else-branch}) \cdots \text{ R: condition} \cdots \text{] }$$

Typically, the operator if is used in the form: (if cond then-branch else-branch). If cond evaluates to anything but #f, the special form returns the value of then-branch; otherwise the value of else-branch is returned or #void is returned in case else-branch is not present. Since the result is given by the value of cond, INSPECT places the two branches on the result stack, evaluates condition with the operation EVAL, and a new stack operation IF is used to select branch for further evaluation according to the value of cond:

$$E: (\text{INSPECT}, (\text{cond then-branch else-branch}), E, flag) \cdots \text{ R: special operator } \cdots \text{] }$$

$$E: (\text{EVAL}, \text{cond, E, N}), (\text{if, E, flag}) \cdots \text{ ] }$$

$$R: \text{then-branch, else-branch} \cdots \text{] }$$
Now it remains to clarify the newly introduced stack operation \texttt{IF}. The stack operation pops three values from the result stack—an object \( O \) representing the value of the \texttt{cond}, \texttt{then-branch}, and \texttt{else-branch}. If \( O \) is not equal to \#f, \texttt{then-branch} is pushed back to the execution stack for evaluation:

\[
E: \langle \text{IF, } E, \text{flag} \rangle \cdots \]
\[
R: \#f, \text{then-branch, else-branch} \cdots \]
\[
E: \langle \text{EVAL, else-branch, } E, \text{flag} \rangle \cdots \]
\[
R: \cdots \]

Otherwise, \texttt{else-branch} is pushed back to the execution stack for evaluation.

B. Parallel Evaluation Model

In this section, we introduce the implicit parallel evaluation model which is an extension of the evaluation model proposed in the previous section. We outline only the parallel evaluator of a purely functional subset of the language, i.e., subset of Schemik without assignment operations and mutators of pairs (\texttt{set!}, \texttt{set-car!}, \texttt{set-cdr!}), I/O functions (\texttt{display}, etc.), and continuations (\texttt{call/cc}). Description of the language in its full extent can be found in [16].

Our parallel evaluator of purely functional subset of the language is based on the idea that each operation \texttt{EVAL} may be processed in an independent evaluator as far as the resulting value is dependent only on given arguments and environment. We introduce a new stack operation \texttt{FEVAL} (abbreviation for "fork eval") representing evaluation in an independent evaluator, i.e., a thread. Basically, all the independent evaluators form a tree structure with a single (main) evaluator at the top of the hierarchy. Each evaluator has its own independent pair of stacks and environments are shared among all evaluators. We can share environments without any inconsistency issues because we are considering programs without side effects only. This means, once an environment is established, it does not change bindings of symbols (lexical variables).

C. Stack Operation \texttt{FEVAL}

Operation \texttt{FEVAL} is similar to \texttt{EVAL}; it prepares an expression for evaluation in an independent evaluator, i.e., using a new pair of stacks. Operation \texttt{FEVAL} is specific in that it is not a result of any transition caused by another operation. The appearance of \texttt{FEVAL} on any execution stack is caused by external entity called \texttt{scheduler} which converts a suitable \texttt{EVAL} operation on an execution stacks to the \texttt{FEVAL} operation and creates a new evaluator containing the original \texttt{EVAL} on top of its execution stack. This way a parallel branch of the evaluation is created. The transition created by scheduler may be depicted as follows:

\[
\text{EV}_1: \quad E: \cdots \langle \text{EVAL, object, } E, f \rangle \cdots ]
\quad R: \cdots ]
\quad \cdots ]
\quad \text{EV}_1: \quad E: \cdots \langle \text{FEVAL, } \langle \text{EV}_2, \text{object} \rangle, E, f \rangle \cdots ]
\quad R: \cdots ]
\quad \text{EV}_2: \quad E: \langle \text{EVAL, object, } E, N \rangle ]
\quad R: ]
\]

An invocation of \texttt{FEVAL} represents merging of two branches of the evaluation. If \texttt{(FEVAL, <EV_1, object>, E, f)} appears on the top of the execution stack, the value of the referred evaluator \texttt{EV}_1 is stopped and its stacks are appended to the corresponding stacks of the current evaluator processing the \texttt{FEVAL} operation.

This behavior of \texttt{FEVAL} is correct because the referenced evaluator \texttt{EV}_1 has performed right the same transitions that should be otherwise performed by the evaluator containing the \texttt{FEVAL} operation. We can consider the creation of this operation as a request for parallel evaluation to other evaluator and processing of \texttt{FEVAL} operation as a request for obtaining (partial) results from the referenced evaluator.

D. Scheduling Strategies

An important issue in implicit parallel evaluation is how to decide which expression is worth evaluating in a parallel branch. In theory, an arbitrary expression may be parallelized but it is desirable to focus on particular expressions that require larger amounts of transitions.

The decision on which expression will be evaluated in a parallel branch is done by the \texttt{scheduler}, associated to each evaluator, regularly seeking through the execution stack for operations \texttt{EVAL} that may be converted into the \texttt{FEVAL} operations. A stack operation \texttt{(EVAL, object, E, f)} is considered as a good candidate for parallel evaluation if \texttt{object} is a list or a list fulfilling further criteria. For instance, \texttt{object} should be a list containing other list, or a list with a user-defined function as its first element.

In particular, we use strategy assigning limited number of independent evaluators to candidate expressions which has its origin in the organization of the execution stack. This strategy assumes that more complex expressions are at the bottom of the stack and their evaluation will need more transitions, and thus, their evaluation in a parallel branch will be more beneficial. Therefore, scheduler walks through the execution stack from the bottom and looks for candidate expressions.

III. JUST-IN-TIME COMPILATION

The ability of the execution model to automatically parallelize programs comes from the fact that one can easily determine the structure of the program execution by inspection of the automaton. Particularly, by inspection of the \texttt{execution stack}. However, if the program, or its portion, is compiled, we are losing the ability to analyze the program structure since scheduler is unable to identify expression for parallelization.

In order to combine JIT compilation with the ability to parallelize programs, we propose an extension which compiles into a native code only expressions which are insignificant from the point of parallelization, and thus, compiler does not interfere with the mechanism for automatic parallelization. Such typical insignificant expression is an atom (symbol or self-evaluating object) or function call where arguments are atomic expressions. Apparently, their evaluation is very fast and their evaluation in parallel branches would lead to fine-grained parallelism and to a related overhead caused by
scheduling and spawning too many threads of execution. These expressions which are insignificant from the point of view of parallelization and which are, on the other hand, worth compiling shall be called compilable. Formally, an expression $E$ is compilable if it satisfies one of the following conditions:

1. Expression $E$ is either atom (i.e., symbol, number, string, etc.).
2. or $E$ is an expression of a form $(E_1 E_2 \ldots \ E_n)$ where $E_1$ is a primitive function or a special operator and $E_2, \ldots, E_n$ are all compilable expressions.

Remark 3.1: Notice that the definition of compilable expression is recursive. Later, we use this fact to incrementally compile complex expressions using the less complex ones.

Remark 3.2: It might be impossible to decide whether expression is compilable or not, strictly speaking, generally, it is an undecidable problem. Therefore, in a case when we are unable to determine if an expression is compilable, we assume that the expression is not compilable at all. When determining compilability of a non-atomic expression, it is crucial to determine the type of the first expression. For this purpose we use the following approximation. If the first expression $E_1$ is a symbol defined only in the top-level environment (w.r.t. the environment in which $E_1$ is evaluated) and if a primitive function or a special operator is bounded to this symbol, we assume that $E_1$ evaluates to a primitive function or a special operator. Note that this condition can be checked in a constant time and covers among others common function calls where symbol is used to directly represent a primitive function. For instance, $(+ a 1)$ is an example of such expression.

A. Compilation: An Overview

The compilation process consists of several independent steps.

Before the program execution starts, all lists in the source code consisting solely of atoms are marked with a flag indicating that the given expression is a good candidate for compilation. For this purpose all source code expressions are equipped with a data structure similar to property-lists known from Common Lisp [9] which contains flags and further information produced by compiler, e.g., native code. Notice that this flag does not mean that expression is compilable, rather it is an indicator that compiler should try to compile this expression.

Every time the operation EVAL is on the top of the execution stack, its argument (evaluated expression) is checked if it has associated native code generated by the compiler, if so, the given code is executed and returned value is pushed on the result stack as if the evaluation was performed in a usual way. Otherwise, if the given expression is marked as a good candidate for a compilation, it is inserted into a queue of expressions waiting for compilation. In any case, if the expression has not attached any native code, it is evaluated in a standard way as described in Section II.

All expressions waiting for compilation in a queue are processed one by one by a compiler. For each expression, compiler checks whether is compilable, and if not, flag representing that an expression is a good candidate for compilation is removed. Otherwise, expression is compiled and the results of the compilation process (native code and intermediate representation of the code) are attached to the expression. Furthermore, expression containing this expression is marked as a good candidate for compilation.

Remark 3.3: Marking a parent expression as a candidate expression for compilation is a necessary step allowing us to incrementally compile complex expressions. For example, initially entire expression $(+ a (+ b 1))$ is not marked as a good candidate for compilation since the second argument is not an atom and one can not decide if $(+ b 1)$ is compilable. However, subexpression $(+ b 1)$ is marked as a good candidate. If this subexpression is compiled, an entire expression $(+ a (+ b 1))$ becomes also a good candidate and may be compiled into a native code. This corresponds with the recursive definition of compilable expression.

The key part of the compilation process is a transformation of a given expression into a native code, this transformation and related implementation aspects are discussed in the next section.

B. Compilation: Code Generation

The main task of the compiler is to take an expression and transform it into a native code which under the same conditions evaluates to same value as it would be evaluated usually. For instance, having an expression $(+ a 1)$ we need to generate function with a prototype like this:

```lisp
(value *plus_a_1(environment *))
```

which gets value of $a$ in a given environment and returns its value increased by one.

The process of expression compilation we propose can be divided into three steps. At first, expression is compiled into a high-level intermediate representation (HIR), this representation by its nature is very close to three-address code used by many compilers. In the next step optimization techniques are applied. Afterwards, HIR is transformed into a native code. Optionally, this step may consist of additional transformation. For instance, we transform HIR into a corresponding low-level intermediate representation (LIR) which is used to perform low-level optimizations, and after that, the native code is generated.

The high-level intermediate representation we propose consists of operations having up to three arguments. These arguments may be constants (regular Scheme objects), registers playing the role of (temporary) variables, or lists of operations of HIR playing the role of code blocks. We assume that registers are enumerable and shall be denoted $R_i$ where $i$ is an integer. List of essential operations used by HIR along with their semantics is presented in Table I.

The recursive way we define compilable expressions has been reflected in a way we compile expressions into a HIR. Entire process of transformation of the expression to HIR is described by the recursive procedure COMPIL:HIR procedure.
TABLE I
LIST OF OPERATIONS USED IN HIGH-LEVEL INTERMEDIATE REPRESENTATION

<table>
<thead>
<tr>
<th>operation</th>
<th>meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>set $R_i$, source</td>
<td>assigns value of source to the register $R_i$; source may be either a constant or register</td>
</tr>
<tr>
<td>eval-symbol $R_i$, $S$</td>
<td>evaluates symbol $S$ w.r.t. current environment and stores the result into the register $R_i$</td>
</tr>
<tr>
<td>prepare count</td>
<td>an auxiliary operation introducing each function call, its purpose is to declare number of arguments</td>
</tr>
<tr>
<td>putarg $i$, source</td>
<td>passes value of source as the $i$-th argument of the function; source may be either a constant or register</td>
</tr>
<tr>
<td>funcall $R_i$, $fun$</td>
<td>calls function $fun$ and stores the returned value into the register $R_i$</td>
</tr>
<tr>
<td>add $R_i$, $R_j$, value</td>
<td>adds $R_i$ and value, which may be a constant or register, and stores the result into $R_i$; note that there are also operations for subtraction, multiplication, comparisons, etc.</td>
</tr>
<tr>
<td>car $R_i$, $R_j$</td>
<td>extracts the car-part of a dotted pair stored in the register $R_i$ and stores the result into $R_j$</td>
</tr>
<tr>
<td>cdr $R_i$, $R_j$</td>
<td>analogous operation to car extracting the cdr-part of a dotted pair</td>
</tr>
<tr>
<td>if $R_i$, BRANCH1, BRANCH2</td>
<td>if value in the register $R_i$ is other then #f, code in BRANCH1 is performed, otherwise, BRANCH2 is executed; note that BRANCH1, BRANCH2 represents an entire list of operations in HIR, i.e., correspond to code blocks</td>
</tr>
<tr>
<td>rslt-push $R_i$</td>
<td>pushes value in the register $R_i$ on top of the result stack</td>
</tr>
<tr>
<td>exct-push expression</td>
<td>pushes value of expression on the execution stack; expression may be either a constant or register</td>
</tr>
</tbody>
</table>

which is presented in Algorithm 1. This procedure has two arguments—the given expression $E$ and register number $base$. This number identifies the first register that can be used to compute the value of the expression $E$. The crucial feature of this procedure is that COMPILNHIR does not generate code directly, but returns a procedure which generates the final HIR for the expression. This procedure has one argument $i$ and allows to shift used registers by offset $i$. In other words, COMPILNHIR does not generate final code, but rather a template of the code. This behavior is illustrated in Figure 1 (top) containing the result of COMPILNHIR procedure for expression (foo a 1) and argument $base$ equal to 10. As one can see this “template” is very close to three address code and the main difference is that registers do not have fixed numbers and may be shifted by offset $i$. Nonetheless, without loss of generality we may apply optimization techniques proposed for three-address code, e.g., constant and copy propagation, or dead-code elimination.

We now turn our attention to the HIR($i$) procedure which is a result of the COMPILNHIR($E$, $base$) procedure, as described in Algorithm 1. We assume that the generated code satisfies the following conditions:

(i) The result of the computation is stored in the register $R_{base+i}$ or generated code modifies content of the evaluator’s stacks directly and in that case no value is returned.

(ii) No register with an index lesser than $base + i$ will be used to compute the result.

If the expression is an atom (see Algorithm 1, lines 2–5), procedure HIR generates operation which gets the value of the atom and stores the result into the register $R_{base+i}$. In case we encounter an expression which has attached code in HIR, see lines 6–7, we use the fact that intermediate code is already available and we use it to compute value of the expression. Notice that HIR is in fact a procedure and is invoked with an argument $base+i$. This ensures that once generated HIR code may use different set of registers which does not interfere with the registers already used. Furthermore, from the assumption (i) follows that the result, if returned, will be in the register $R_{base+i}$.

Code generation for non-atomic expressions consists of multiple sub-actions, see lines 8–22. Initially, the value of the first element is determined, i.e., the called function is determined. Subsequently, code that computes values of all arguments is generated, assuming that all arguments are evaluated in the left-to-right order and arguments are stored in registers $R_{base+i+1}$, $R_{base+i+2}$, ..., $R_{base+i+n}$. To generate code evaluating arguments, we recursively invoke the COM-

Algorithm 1 Procedure COMPILNHIR($E$, $base$)

1: return procedure HIR($i$) such that:
2: if $E$ is a constant (e.g., number) then
3: emit operation set $R_{base+i}$, $E$
4: if $E$ is a symbol then
5: emit operation eval-symbol $R_{base+i}$, $E$
6: if $E$ has attached HIR code then
7: invoke HIR($base + i$)
8: if $E$ is an expression ($fun$ $E_2$ $E_3$ ... $E_n$) where $fun$ is a primitive function then
9: for all $E_j$ where $j \in \{2, \ldots, n\}$ do
10: invoke COMPILNHIR($E_j$, $base + i + j - 1$)
11: if operation exct-push was emitted then
12: abort compilation
13: if $fun$ is primitive function + then
14: invoke COMPILNADDITION($base + i$, $n$)
15: else if $fun$ is primitive function car then
16: emit operation car $R_{base+i}$, $R_{base+i+1}$
17: else
18: invoke COMPILNFUNCALL($base + i$, $n$, $fun$)
19: if $E$ is expression ($if$ $E_{cond}$ $E_1$ $E_2$) and $E_{cond}$ is compilable then
20: invoke COMPILN($base + i$, $E_{cond}$, $E_1$, $E_2$)
21: if $E$ is quotation ($quote$ $val$) then
22: emit operation set $R_{base+i}$, $val$
23: otherwise abort compilation
Procedure HIR(i):
emit operations:
eval-symbol R11+i, a
set R12+i, 1
prepare 2
putarg 1, R11+i
putarg 2, ...

Algorithm 2 Procedure COMPILEADDITION(i, n)
1: emit operations:
set R_i, 0
add R_i, R_{i+1}
... 
add R_i, R_{i+n}

Procedure HIR(i):
emit operations:
eval-symbol R11+i, a
if R11+i, {
set R11+i, 0
rslt-push R11+i
}
{ exct-push (foo b) }

Fig. 1. HIR of (foo a 1) (top) and HIR of (if a 0 (foo b)) (bottom)

PILE-HIR procedure at lines 9–10. Due to the assumption (ii), it is guaranteed that the registers used to compute arguments will not overlap in an undesirable way. This means, values of already computed arguments which are stored in the registers will not be overwritten during the computation of remaining arguments. Note that if any argument is compiled expression which does not return a value and rather directly manipulates with stacks, it is a sign that we cannot obtain a value of this argument and entire expression is not compilable and compilation process has to be aborted, see lines 11–12.

Situation when the generated code directly tempers with the execution stack is discussed later.

If the called function is a primitive function and if the compiler has mean to compile this function into a native code, appropriate code is generated. This is the case of frequently used functions, for instance, function for addition, subtraction, car, cdr, etc. Procedure presented in Algorithm 1 shows how this rule applies for addition and function car, see lines 13–16 and related Algorithm 2. Otherwise, code for generic function call is generated, see line 18 in Algorithm 1 and Algorithm 3.

Remark 3.4: In case of frequently called functions (e.g., addition) it may be efficient to generate code directly instead of performing generic function call, since calling a function in native code has overhead related to argument passing.

Compilation of special operators requires different approach. In this paper we discuss only two operators— if and quote since our experiments have shown, these operators affect the program performance the most. Compilation of the (quote val) expression is straightforward, it suffices to assign value of val to the register R_{base+i}. In case of the if operator is situation much more complex.

Let us consider the following two snippets of source code (if (> a 0) l (+ a l)) and (if (> a 0) l (foo a)) and let us assume that (> a 0), (+ a l) are compilable expressions and (foo a) is not compilable. In the first case we have an expression which can be safely compiled because all subexpressions are compilable. In the second case we have limited information on (foo a) and we have to assume that this expression may perform any sequence of operations, and thus, is significant from the parallelization point of view. In conclusion, we may assume that only (> a 0) is compilable. Unfortunately, the second type of conditions appears in real-world programs more often than the first one, hence we have to take this fact into account.

The compilation process of conditional expression is presented in the COMPILEIF procedure (described in Algorithm 4) which is invoked from COMPILE-HIR. While compiling conditional expression, we always assume that the condition is compilable expression and its HIR is available, see lines 1–4 in Algorithm 4. For expressions representing branches two situations may occur. (1) Both branches are compilable and HIR is available, (2) or at least one expression is not compilable or HIR is not available for this expression. In the first case, we generate a code which computes value of the condition and if the value is true or false, it computes value of the first or the second branch, respectively, and stores the result into a given register, see lines 5–10 and 15 in Algorithm 4. Notice that this case corresponds to the first snippet of the code discussed in the previous paragraph. In the second case, which corresponds to the second code snippet from the previous paragraph, we are unable to determine the value of the expression entirely and at some point we have to pass control back to the evaluator. Basically, generated code has to compute value of the condition and accordingly perform one branch of the execution. Code generated for each branch depends on the nature of the expression in a given branch. If HIR of the expression is available, this code is returned along with the operation rslt-push which pushes result on the result stack and passes execution back to the evaluator, see lines 11–14 in Algorithm 4. Otherwise, operation exct-push is performed, this operation pushes given expression on the execution stack, in other words, it evaluates expression by means of the evaluator. An illustrative example of compiled conditional expression (if a 0 (foo b)), which is generated by the COMPILEIF procedure, is presented in Figure 1 (bottom).

C. Native Code Generation

Using the COMPILE-HIR procedure we have obtained high-level intermediate representation of the expression. This representation by its nature allows multiple optimizations, especially, those based on data-flow analysis. Since the HIR is very
Major part of our JIT compiler is written in Schemik itself, i.e., the JIT compiler is self-hosted and its code is a part of the standard library and all intermediate representations are objects (lists) in Schemik language as well. This way we benefit from the expressiveness of the Schemik language, especially, from the ability to conveniently transform one list of values to another. Every time the evaluator encounters compilable expression, it invokes the jit:compile function which is an ordinary function written in Schemik taking care of the transformation of an expression into the HIR and, subsequently, into a native code. For this purpose, Schemik has bindings to the MyJIT library. Function jit:compile returns representation of the expression in the HIR and a native code and an evaluator assigns these results to a given expression. The jit:compile function is always evaluated in a separate thread, however, it is evaluated with a regular evaluator as discussed in Sections II and III, hence benefits from the parallel evaluation of expressions and even from the JIT compilation of expressions. Since the compilation of the user supplied source code is mixed together with the compilation of the compiler itself, it usually takes some minimal amount of time for compiler to take effect, because compiler tends to compile itself first. However, if compiled version of an expression is not available, regular evaluation process is used, hence compilation has minimal impact on the execution time, if compared with the regular evaluator.

IV. EXPERIMENTS

In order to evaluate impact of the JIT compiler we performed set of experiments on a computer equipped with two Intel Xeons E5642 (eight CPU-cores in total) using standard benchmarks. Results of these experiments are presented in Table II containing times needed to compute given task for various configurations of the interpreter. First two columns represent results for an interpreter/compiler running only with one thread. The next two columns represent results when interpreter/compiler was allowed to use up to eight threads to compute results. The last column shows the results for the Guile Scheme (1.8.8). Experiments shows typical performance improvement by factor 2 or 3 depending on the type of benchmark and data size. It also shows that the results are fully comparable with Guile.

IMPORTANT feature of parallel systems is their scalability. Our experiments show that the compiler slightly decreases scalability, see Figure 2. However, this is mostly only an effect of the Amdahl’s law. Nevertheless, this shortcoming is adequately compensated since the compiler significantly improves performance, as it is apparent from Table II.

V. RELATED WORKS

Basically, two approaches to impose implicit parallelism into programming languages can be distinguished. The first is static code analysis which hard-wires parallel execution into a program during the compilation. This technique proved to be useful and has become part of the commercial compilers.
TABLE II
RESULTS OF BENCHMARKS (IN SECONDS) FOR VARIOUS CONFIGURATION
OF THE EVALUATOR

<table>
<thead>
<tr>
<th></th>
<th>1 thread</th>
<th>8 threads</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No JIT</td>
<td>JIT</td>
</tr>
<tr>
<td>bubblesort</td>
<td>5.77</td>
<td>3.27</td>
</tr>
<tr>
<td>combinations</td>
<td>2.74</td>
<td>1.62</td>
</tr>
<tr>
<td>cpstk</td>
<td>8.77</td>
<td>5.19</td>
</tr>
<tr>
<td>fib30</td>
<td>1.23</td>
<td>0.49</td>
</tr>
<tr>
<td>fib35</td>
<td>5.24</td>
<td>2.03</td>
</tr>
<tr>
<td>mazefun</td>
<td>13.62</td>
<td>5.19</td>
</tr>
<tr>
<td>mergesort</td>
<td>7.62</td>
<td>3.55</td>
</tr>
<tr>
<td>nqueens</td>
<td>3.68</td>
<td>1.80</td>
</tr>
<tr>
<td>powerset</td>
<td>2.41</td>
<td>1.53</td>
</tr>
<tr>
<td>primes</td>
<td>8.65</td>
<td>3.63</td>
</tr>
<tr>
<td>quicksort</td>
<td>6.33</td>
<td>2.24</td>
</tr>
<tr>
<td>sum</td>
<td>8.08</td>
<td>2.78</td>
</tr>
<tr>
<td>tak</td>
<td>5.72</td>
<td>1.49</td>
</tr>
</tbody>
</table>

Fig. 2. Scalability of standard benchmarks

However, static code analysis usually focus only on loop parallelization, see [5], [13], what limits its use.

The second approach utilizes run-time analysis and dynamic parallelization. From this category most influential programming languages are Fortress [3] and Concurrent Haskell [19], [6]. However their execution model is tied to specifics of given languages and therefore it is hardly possible to transfer their model into other languages, e.g., into Scheme. Idea to parallelize Lisp-programs is not novel and many approaches to parallel execution of programs in Lisp [17] and Scheme [8], [10] appeared. Nevertheless, majority of this approaches were focusing on explicit parallelism, survey of these approaches can be found in [11]. Relatively, new approach to automatic parallelization of Scheme programs is proposed in [7] which is an interpretation model based on a speculative execution model. To the best our knowledge there is no other execution model like ours which combines run-time analysis and dynamic parallelization along with compilation.

VI. CONCLUSIONS

We have proposed an extension of the execution model for an implicitly parallel programming language. Our extension introduces means of JIT compilation into the execution model which was originally intended for interpreted programming language. Our experiments show that JIT compiler can efficiently decrease execution time of programs while preserving all features of the underlying model language, especially the ability to automatically parallelize programs. In future we intend to focus on further optimizations which are able to decrease program execution time even more, e.g., function inlining or specialization.
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Abstract—Machine-code decompilation is a reverse-engineering discipline focused on reverse compilation. It performs an application recovery from binary executable files back into the high level language (HLL) representation. One of its critical tasks is to produce an accurate and well-readable code. However, this is a challenging task since the executable code may be produced by one of the modern compilers that use advanced optimizations. One type of such an optimization is usage of so-called instruction idioms. These idioms are used to produce faster or even smaller executable files. On the other hand, decompilation of instruction idioms without any advanced analysis produces almost unreadable HLL code that may confuse the user of a decompiler. In this paper, we present a method of instruction-idioms detection and reconstruction back into a readable form with the same meaning. This approach is adapted in an existing retargetable decompiler developed within the Lissom project. The implementation has been tested on several modern compilers and target architectures. According to our experimental results, the proposed solution is highly accurate on the RISC (Reduced Instruction Set Computer) processor families, but it should be further improved on the CISC (Complex Instruction Set Computer) architectures.
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I. INTRODUCTION

R

ev

verse engineering is a process analyzing existing objects to discover knowledge about their functionality. Within the computer and information security, reverse engineering is often used for analysis of binary executable files. This is useful for vulnerability detection, malware analysis, compiler verification, code migration, etc. In present, this analysis is commonly done by using low-level tools such as disassemblers and dumpers.

Machine-code decoders (i.e. reverse compilers) are more effective but not so wide-spread. Their task is to recover HLL representation (e.g. C source code) from executable files. In contrast to compilation, the process of decompilation is much more difficult because the decompiler must deal with incomplete information on its input (e.g. information used by the compiler but not stored within the executable file). Furthermore, the input machine code is often heavily optimized by one of the modern compilers (e.g. GCC, LLVM, MSVC); this makes decompilation even more challenging.

Code de-optimization is one of the necessary transformations used within decompilers. Its task is to properly detect the used optimization and to recover the original HLL code representation from the hard-to-read machine code. One example of this optimization type is the usage of instruction idioms [1]. An instruction idiom is a sequence of machine-code instructions representing a small HLL construction (e.g. arithmetic expression, assignment statement) that is highly-optimized for its execution speed and/or small size.

The instructions in such sequences are assembled together by using Boolean algebra, arbitrary-precision arithmetic, floating-point algebra, bitwise operations, etc. Therefore, the meaning of such sequence is usually hard to understand at the first sight. A notoriously known example is the usage of an exclusive or to clear the register content (i.e. xor reg, reg) instead of an instruction assigning zero to this register (i.e. mov reg, 0).

The goal of this paper is to present an approach how to deal with instruction-idioms detection and their reconstruction during decompilation. This approach has been successfully adapted within an existing decompiler developed within the Lissom project [2, 3]. Moreover, this decompiler is developed to be retargetable (i.e. independent on a particular target platform, operating system, file format, or a used compiler); therefore, the proposed analysis has to be retargetable too.

This paper is organized as follows. In Section II, we give an introduction to instruction idioms and their usage within compiler optimizations. Then, we briefly describe the retargetable decompiler developed within the Lissom project in Section III. Afterwards, we present our own approach in Section IV. The most common instruction idioms employed in the modern compilers are presented and illustrated in the same section. Section V discusses the related work of instruction idioms reconstruction. Experimental results are given in Section VI. Section VII closes the paper by discussing future research.

II. INSTRUCTION IDIOMS USED IN COMPILERS

In present, the modern compilers use dozens of optimization methods for generating fast and small executable files. Different optimizations are used based on the optimization level selected by the user. For example, the GNU GCC compiler supports these optimization levels1:

- O0 – without optimizations;

• O1 – basic level of speed optimizations;
• O2 – the common level of optimizations (the ones contained in O1 together with basic function inlining, peephole optimizations, etc.);
• O3 – the most aggressive level of optimizations;
• Os – optimize for size rather than speed.

In the nowadays compilers, the emission of instruction idioms cannot be explicitly turned on by some switch or command line option. Instead, these compilers use selected sets of idioms within different optimization levels. Each set may have different purpose, but multiple sets may share the same (universal) idioms. The main reasons why to use instruction idioms are:

• The most straightforward reason is to exchange slower instructions with the faster ones. These optimizations are commonly used even on the lower optimization levels.
• The floating-point unit (FPU) might be missing, but a programmer still wants to use floating-point numbers and arithmetic. Compilers solve this task via floating-point emulation routines (also known as software floating point or soft-float in short). Such routines are generated instead of hardware floating-point instructions and they perform the same operation by using available (integer) instructions.
• Compilers often support an optimization-for-size option. This optimization is useful when the target machine is an embedded system with a limited memory size. An executable produced by a compiler should be as small as possible. In this case, the compiler substitutes a sequence of instructions encoded in more bits with a sequence of instructions encoded in less bits in general. This can save some space in instruction cache too.

Another type of optimization classification is to distinguish them based on the target architecture. Some of them depend on a particular target architecture. If a compiler uses platform-specific information about the generated instructions, these instructions can be classified as platform-specific. Otherwise, they are classified as platform-independent.

As an example of platform-independent idiom, we can mention the div instruction representing a fixed-point division. The fixed-point division (signed or unsigned) is one of the most expensive instructions in general. Optimizing the division leads to a platform-independent optimization.

On the other hand, clearing the content of the register by using the xor instruction (mentioned in the introduction) is a highly platform-specific optimization. Different platforms can use different approaches to clear the register content. As an example, consider the zero register on MIPS ($zero or $0), which always contains the value of 0. Using this register as a source of zero bits looks like a faster solution than using a xor instruction.

Furthermore, different compilers use different instruction idioms to fit their optimization strategies. For example, GNU GCC uses an interesting optimization when making signed comparison of a variable. When a number is represented on 32-bits and bit number 31 is representing the sign, logically shifting the variable right by 31 bits causes to set the zeroth bit equal to the original sign bit. The C programming language classifies 1 as true and 0 as a false, which is the expected result of the given less-than-zero comparison. This idiom is shown in Fig. 1. The Fig. 1a represents a part of a source code with this construction. The result of its compilation with optimizations enabled is depicted in Fig. 1b. We illustrate the generated code on the C level rather than machine-code level for better readability.

The compiler used the before-mentioned instructions idiom—replacing the comparison by the shift operation. The not-standardized lshr() function is used in the output listed in Fig. 1b. The C standard does not specify whether operator ">>" means logical or arithmetical right shift. Compilers deal with it in an implementation-defined manner. Usually, if the left-hand-side number used in the shift operation is signed, arithmetical right shift is used. Analogically, logical right shift is used for unsigned numbers.

III. LISSOM PROJECT RETARGETABLE DECOMPILER

In this section, we briefly describe the concept of an automatically generated retargetable decompiler developed within the LiSSom project [2]. This decompiler aims to be independent on any particular target architecture, operating system, object file format, or originally used compiler. The concept of the decompiler is depicted in Fig. 2. Its detailed description can be found in [3]. Currently, the decompiler supports decompilation of MIPS, ARM, and Intel x86 executable files stored in different file formats.

The input binary executable file is preprocessed at first. The preprocessing part tries to detect the used file format, compiler, and (optional) packer, see [4] for details. Afterwards, it unpacks and converts the examined platform-dependent application into an internal uniform Common-Object-File-Format (COFF)-based representation. Currently, we support conversions from UNIX ELF, Windows Portable Executable (WinPE), Apple Mach-O, Symbian E32, and Android DEX file formats. The conversion is done via our plugin-based converter described in [5, 6]. Afterwards, such COFF-file is processed in the decompilation core that consists of three basic parts—a front-end, a middle-end, and a back-end. The last two of them are built on top of the LLVM Compiler Infrastructure [7]. LLVM Intermediate Representation (LLVM IR) [8] is used as an internal code representation of the decompiled applications in all particular decompilation phases.

```c
int main(void) int main(void)
{
    { 
        int a, b; int a, b;
        /* ... */ /* ... */
        b = a < 0; b = lshr(a, 31);
        /* ... */ /* ... */
    } } 
(a) Input. (b) Output (for better readability in C).
```

Fig. 1: Example of an instruction idiom (C code).
The aim of the decompiler presented in the previous section is to allow retargetable decompilation independently on the particular target platform or the used compiler. Therefore, the methods of instruction idiom detection and reconstruction have to be retargetable too. For this reason, we implement these methods within the front-end phase because it uses the unified code representation in the LLVM IR format.

Detection of instruction idioms is based on a detection algorithm operating on the LLVM IR code. LLVM IR is a set of low-level instructions similar to assembly instructions. Moreover, LLVM IR is platform-independent and strongly typed, which meets our requirements. Therefore, machine instructions from different architectures can be easily mapped to sequences of LLVM IR instructions. This brings an ability to implement platform-independent instruction-idiom analysis.

The detection algorithm is similar to a peephole technique used in optimizing compilers [11]. It operates on a basic-block level, where each basic block contains a continuous sequence of instructions described via LLVM IR operations. A particular idiom is detected only if a basic block contains predefined LLVM IR instructions stored in a proper order and they must contain expected operand values (e.g. constant, register number). While examining instructions in an idiom sequence, we may find unrelated instructions (e.g. inserted by a code-motion compiler optimization). The detection algorithm may skip these instructions and continue the search on the following ones, but only if they do not modify the operands of already detected instructions. Otherwise, the search continues behind the current instruction from the beginning. Whenever an instruction idiom is detected, it is substituted by its more readable de-optimized version, once again in the LLVM IR form. The skipped instructions are left untouched on their original positions.

It should be noted that this algorithm does not search for a particular idiom over multiple basic blocks in present. The detection enhancement via usage of a control-flow analysis represents a future research. However, according to our experimental tests, the nowadays common compilers rarely scatter instructions related to idioms over multiple basic blocks. Therefore, the impact of this enhancement may be low.

An example demonstrating this substitution on the LLVM IR level is shown in Fig. 3. Fig. 3a represents the already mentioned `xor` bit-clear instruction idiom. To use register
TABLE I: Shortened list of instruction idioms found in compilers.

<table>
<thead>
<tr>
<th>Instruction idiom</th>
<th>GNU GCC</th>
<th>Visual Studio C++ Compiler</th>
<th>Intel C/C++ Compiler</th>
<th>Open Watcom</th>
<th>Borland C Compiler</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less than zero test</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Greater equal zero test</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Bit clear by using xor</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Bit shift multiplication</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Bit shift division</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Division by –2</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Expression x – 1</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Modulo power of two</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Negation of a float</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Assign –1 by using and</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Multiplication by an invariant</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Signed modulo by an invariant</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Unsigned modulo by an invariant</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Signed division by an invariant</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Unsigned division by an invariant</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Substitution by copyysignf()</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Substitution by fabsf()</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

content, a register value has to be loaded into a typed variable %a. Using the xor instruction, all bits are zeroed and the result (in variable %b) can be stored back into the same register. To transform this idiom into its de-optimized form, a proper zero assignment has to be done. This de-optimized LLVM IR code is shown in Fig. 3b. In this case, the typed variable %b holds zero, which can be directly stored in the register.

In Table I, we can see a shortened list of instruction idioms used in common compilers. This list was retrieved by studying the source codes responsible for code generation (this applies to open-source compilers—GNU GCC 4.7.1 and Open Watcom 1.9) and via reverse engineering of executable files generated by these compilers (this method was used for other compilers—Microsoft Visual Studio C++ Compiler 16 and 17, Borland C++ 5.5.1, and Intel C/C++ Compiler XE13). Some of these instruction idioms are widespread among modern compilers. We have also found out that actively developed compilers, such as GNU GCC, Visual Studio C++, and Intel C/C++ Compiler, are using these optimizations heavily. For example, they generate the idiv instruction (fixed signed division) only in rare cases on the Intel x86 architecture; they generate optimized division by using magic number multiplication instead. The decompiler currently supports all of these idioms, among others.

A decompilation of an executable file is a time consuming process. The decompilation time highly depends on the executable size. A good approach how to optimize instruction-idioms analysis is to use any available information to save decompilation time. This is especially important when we support many instruction idioms. Some of them are specific for a particular compiler and therefore, they can be omitted from the detection phase whenever another compiler is detected. On the other hand, detection of the used compiler (as described in [4]) may be inaccurate in some cases and the algorithm will not detect any used compiler. In that case, the idiom analysis tries to detect all the supported idioms. Another optimization approach is to detect only the platform-specific idioms based on the target architecture and omit idioms for other architectures.

Transformation of instruction idioms by using LLVM IR is a quite straightforward task and it is entirely platform independent. On the other hand, the detection of an instruction idiom is more challenging. For example, the expected operand values (e.g. values used for magic number multiplication) may not be stored as clearly as in an original HLL source code. For example, the original HLL constant may not be stored directly as a number (i.e. immediate value), but it may be computed through several machine-code instructions. These instructions fold the original value at run-time based on different resources (e.g. register value, memory content). For example, the MIPS instruction set does not allow direct load of 32-bit immediate value and it has to be done using more instructions (e.g. lui and ori). Therefore, the operand value is not stored directly within one instruction but it is assembled by an instruction sequence. This is quite complicated because the idiom-detection phase (as well as the rest of the decompiler) is done statically and run-time information is unavailable. To deal with this problem, we utilize a static-code interpreter, originally used for function reconstruction—see [3] for a detailed description of the static-code interpreter.

Using an interpreter to statically compute a value stored in a register is quite common task in instruction-idiom analysis. An example is shown in Fig. 4. An interpreter has to be run to statically compute a number stored in register @regs3 by using the backtracking of previously used operations and their operands. The obtained result is in this case 680390859. This number is used in optimized division by number 101 performed by the magic-number multiplication on ARM and the GNU GCC compiler. Another similar issue is accessing the data segment to load constants; the interpreter can solve this issue as well.

The last implementation issue is not related to idiom detection or transformation, but to the processing within the middle-end phase of the decompiler. This phase is responsible for optimization of the LLVM IR code generated by the frontend phase. We exploit the LLVM opt and its optimizations for this purpose. For example, it serves to reduce the code size, which has a positive impact on the decompilation results (as
\%a = add i32 679477248, 0
store i32 \%a, i32 ∗ @regs3

\%b = load i32 ∗ @regs3
\%b_1 = add i32 913408, 0
\%b_2 = add i32 \%b_1, \%b
store i32 \%b_2, i32 ∗ @regs3

\%c = load i32 ∗ @regs3
\%c_1 = add i32 203, 0
\%c_2 = add i32 \%c_1, \%c
store i32 \%c_2, i32 ∗ @regs3

; @regs3 contains value 680390859
; = 203 + 913408 + 679477248

int main(void) { int main(void) {
int a; int a;
/* ... */ /* ... */
a = a / 10; a = a / 10;
/* ... */ /* ... */
}
}

(a) Input. (b) Output with idiom analysis enabled.

(c) Output with idiom analysis disabled.

Fig. 4: An example of a constant computation in LLVM IR.

has been discussed in Section III). Besides our decompilation project, opt is normally used as an optimization part of the LLVM compiler toolchain. However, LLVM is a modern compiler toolchain and it also uses instruction idioms for code optimizations. Therefore, the opt tool has tendencies to bring back idioms instead of the de-optimized code. Therefore, we had to disable these optimization passes used in opt.

In Fig. 5, we demonstrate reconstruction of another idiom. In this figure, we can compare decompilation results with and without the instruction-idiom analysis. Fig. 5a illustrates a simple C program containing the division idiom. Decompilation result obtained without instruction-idiom analysis is depicted in Fig. 5c. It contains three shift operations and one multiplication by a magic value. Without the knowledge of fundamentals of this idiom, it is almost impossible to understand the resulting code. On the other hand, the decompilation result with instruction-idiom analysis enabled is well readable and a user can focus on a program sense, not on deciphering optimizations done by a compiler, see Fig. 5b.

V. RELATED WORK

The fundamentals of instruction idioms and their usage within compiler optimizations are well documented, see [1, 12–16]. From these publications, we can gain insights into the principles behind instruction idioms as well as how and when to use them to obtain a more effective machine code.

Contrariwise, the detection and reconstruction of instruction idioms from a machine code is mostly an untouche area of machine-code decompilation. This topic is only briefly mentioned in [17–19]. Nevertheless, some of the existing (non-retargetable) decompilers support this feature. In order to observe the state of the art, we look closely on their approaches.

We used a test containing five idioms from a larger list listed in Table I. These idioms are the most common ones (e.g. multiplication via left shift) and the support of idiom reconstruction within a tested decompiler should be easily discovered via these idioms. A source code of this test is listed in Fig. 6. Each expression of the printf function represents one instruction idiom, whose meaning is described in Section IV. This source code was compiled for different target platforms (i.e. processor architecture, operating system, and file format) based on their support in each decompiler. Finally, each decompiler was tested by using this executable file and we analysed the decomplied results afterwards.

Boomerang is the only existing open-source machine-code decompiler [20]. However, it is no longer developed. According to our tests, it was able to reconstruct only the first instruction idiom.

REC Studio (also known as REC Decompiler) is freeware, but not an open-source decompiler. It has been actively developed for more than 25 years [21]. None of the instruction idioms was successfully reconstructed. We only noticed that REC Studio can reconstruct the register cleaning idiom (via the xor instruction) described in Section I.

SmartDec decompiler is another closed-source decompiler specialising on decompilation of C++ code, see [22] for details.
However, SmartDec was unable to reconstruct any instruction idiom from the machine-code.

Hex-Rays decompiler [23] achieved the best results—three successfully reconstructed idioms from five (it succeeded in the 1st, 2nd, and 4th test). Therefore, we have chosen this decompiler for a deeper comparison with our own solution as described in Section VI.

There are two other interesting projects. The dec compiler was the first of its kind, but it is unusable for modern real-world decompilation because it is no longer developed [17, 24]. On the other hand, the Decompile-it.com project looks promising, but the public beta version [25] is probably still in an early version of development and it cannot handle any of these instruction idioms.

In conclusion, we cannot compare our idiom-detection algorithm with approaches used in other tools because of two reasons. (1) They are either not distributed as open-source. (2) The open-source solutions do not support idiom recovery at all or they support only a very limited number of idioms. On the other hand, we can compare our results with the Hex-Rays Decompiler.

VI. EXPERIMENTAL RESULTS

This section contains an evaluation of the proposed method of instruction-idiom analysis and reconstruction. The decompiled results are compared with the nowadays decompilation “standard”—the Hex-Rays Decompiler [23] that is a plugin to the IDA disassembler [26]. We used the latest versions of these tools, i.e. Hex-Rays Decompiler v1.8.0.130306 and IDA disassembler v6.4.130306. The Hex-Rays Decompiler is not an automatically generated retargetable decompiler, such as our solution, and it supports the Intel x86 and ARM target architectures. Our solution also supports the MIPS architecture at the moment.

All the three mentioned architectures are described as instruction-accurate models in the ISAC language in order to automatically generate our retargetable decompiler. MIPS is a 32-bit processor architecture, which belongs to the RISC processor family. The processor description is based on the MIPS32 Release 2 specification [27]. ARM is also a 32-bit RISC architecture. The ISAC model is based on the ARMv7-A specification with the ARM instruction set [28]. The last architecture used for the comparison is Intel x86 (also known as IA-32) that belongs in the CISC processor family. The model is based on the 32-bit processor core specified in [29] without extensions (e.g. x86-64).

We created 21 test applications in the C language. Each test is focused on a detection and reconstruction of a different instruction idiom. The Minimalist PSPSDK compiler (version 4.3.5) [30] was used for compiling MIPS binaries into the ELF file format, the GNU ARM toolchain (version 4.1.1) [31] for ARM-ELF binaries, and the GNU compiler GCC version 4.7.2 [32] for x86-ELF executables (the 32-bit mode was forced by the -m32 option).

As can be observed, we used the ELF file format in each test case; however, the same results can be achieved by using the WinPE file format [33, 34]. All three compilers are based on GNU GCC. The reason for its selection is the fact that it allows retargetable compilation to all three target architectures and it also supports most of the idioms specified in Sections II and IV.

Different optimization levels were used in each particular test case. Because of different optimization strategies used in compilers, not every combination of source code, compiler, and its optimization level leads to the production of an instruction idiom within the generated executable file. Therefore, we count only the tests that contain instruction idioms. Furthermore, it is tricky to create a minimal test containing an instruction idiom without its removal by compiler during compilation.

An example of this problem is depicted by using a C code with multiplication idiom in Fig. 7a. The result of this code can be computed during compilation; therefore, the compiler emits directly the result without the code representing its computation (see the example in Fig. 7b). Therefore, we use functions from the standard C library for initialization of variables used in idioms. For example, this can be done by using statements a = rand(); or scanf("%d", &a);. Example of an enhanced test is depicted in Fig. 7c. Such code cannot be eliminated during compilation and the instruction idiom is successfully generated in the executable file, see Fig. 7d.

The testing was performed on Intel Core i5 (3.3 GHz), 16GB RAM running a Linux-based 64-bit operating system. The GCC compiler (v4.7.2) with optimizations enabled (O2) was used for creation of the decompiler.

Finally, we enabled the emission of debugging information in the DWARF standard [35] by using the g option because both decompilers exploit this information to produce a more accurate code, see [10] for details. The debugging information help to eliminate inaccuracy of decompilation (e.g. entry-point detection, function reconstruction) that may influence testing. However, the debugging information does not contain information about usage of idioms and therefore, its usage does not affect the idiom-detection accuracy.

Fig. 7: Problem of idiom removal by compiler.

All test cases are listed in Table II. The first column represents description of a particular idiom used within the test. The maximal number of points for each test on each architecture is

\begin{verbatim}
int main(void) {
    int a = 1;
    a = a * 8;
    return a;
}
(a) Test C code.

#include <stdlib.h>
int main(void) {
    int a = rand();
    a = a * 8;
    return a;
}
(b) Compiler optimized code without instruction idiom.
\end{verbatim}
TABLE II: Experimental results—number of successfully detected and reconstructed instruction idioms. Note: several tests differ only in the used numeric constant; however, different instruction idioms are emitted based on this value.

<table>
<thead>
<tr>
<th>Tested instruction idiom</th>
<th>MIPS</th>
<th>ARM</th>
<th>Intel x86</th>
</tr>
</thead>
<tbody>
<tr>
<td>intA = intB &lt; 0</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>intA = intB &gt;= 0</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>intA = 0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>intA = intB + 4</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>intA = intB - 2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>intA = intB / 4</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>intA = intB / 10</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>intA = intB / 120</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>intA = intB % 2</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>intA = intB % 3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>intA = intB % 5</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>intA = intB % 8</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>uintA = uintB / 9</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>intA = ~intB - 1</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>intA = intB &amp; 2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>intA = intB &amp; 3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>intA = intB &amp; 5</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>intA = intB &amp; 8</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>floatA = ~floatB</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>floatA = copy2sign(floatB, floatC)</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>floatA = fabs(floatB)</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Tested instruction idiom</th>
<th>Hex-Rays</th>
<th>Hex-Rays</th>
</tr>
</thead>
<tbody>
<tr>
<td>floatA = floatB &lt; 0</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>floatA = floatB &gt;= 0</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>floatA = floatB + 4</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>floatA = floatB - 2</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>floatA = floatB / 4</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>floatA = floatB / 10</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>floatA = floatB / 120</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>floatA = floatB % 2</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>floatA = floatB % 3</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>floatA = floatB % 5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>floatA = floatB % 8</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>floatA = floatB % 10</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>floatA = floatB % 120</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>floatA = floatB % 20</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>floatA = floatB % 30</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>floatA = floatB % 50</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>floatA = floatB % 100</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

Total: 41 40 97.6 91 90 98.9 53 58.2 74 16 21.6 47 63.5

The decompilation results are depicted in Fig. 8. We can observe four facts based on the results. (1) The Hex-Rays decompiler does not support the MIPS architecture; therefore, we are unable to compare our results on this architecture. (2) Results of the Hex-Rays decompiler on ARM and Intel x86 are very similar (approximately 60%). Its authors covered the most common idioms for both architectures (multiplication via bit shift, division by using magic-number multiplication, etc.). However, the non-traditional idioms are covered only partially or not at all (e.g. integer comparison to zero, floating-point idioms). (3) Our solution achieved almost perfect results on MIPS and ARM; only one test for each architecture failed.

(4) The concept of idiom detection within the front-end phase reaches its limits on the Intel x86 architecture, where the accuracy drops to 20%. The difference between the same tests for ARM (or MIPS) and x86 lies in the complexity of the instruction-semantics description. In general, RISC instructions have only a few side effects (modification of registers, flags, or memory) and their behavioural description in LLVM IR is compact. Therefore, detection of instruction idioms on such smaller pieces of code is quite easy. Contrariwise, almost every CISC instruction has several side-effects and its description in LLVM IR is much more longer. In such long code sequences of LLVM IR, we are unable to detect idioms with higher accuracy. The solution of this problem represents a future research and it is described in Section VII.

VII. CONCLUSION

In this paper, we have focused on the problem of instruction idiom detection and reconstruction during the decompilation process of an existing retargetable decompiler. We proposed a new concept of this analysis that has been successfully tested on the MIPS, ARM, and x86 architectures within the Lissom project [2] retargetable decompiler.

In conclusion of the experimental results, our solution is capable to detect and reconstruct instruction idioms for the common RISC architectures with a very good accuracy (i.e. more than 97%), which is better than existing non-retargetable decompilers (some of them lacks this analysis as we demonstrated in Section V). However, the accuracy drops down significantly with the increasing instruction-set complexity. This issue has to be solved in the future research.

The major problem is the code complexity of CISC instructions during the early phases of decompilation (i.e. the front-end phase). On this level, it is problematic to properly detect the idiom without an increase of the false-positive ratio (that...
is kept to be zero). However, it should be possible to perform this analysis after the optimization phase (i.e. the middle-end phase) that is based on the LLVM opt tool. This optimization phase will simplify the analysed code and it should be possible to detect idioms more easily. Moreover, changing order of this phase is supposed to have a minimal effect on the other phases.

The second propose of the future research lies in further testing of the retargetable idiom detection and reconstruction by using executables created by different compilers and for different target architectures. There is always a room for improvement by adding new instruction idioms into our database of supported idioms.

Finally, usage of control-flow analysis for instruction-idiom detection may be useful when dealing with more aggressive optimizations.
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Abstract—The occurrence of identifiers and references in computer languages is a common issue. The same applies for domain specific languages, whose popularity is increasing and there is a need for aid in their design process. This paper analyses the problem of identifiers and references in computer languages. Current methods use an imperative approach for supporting references in languages; therefore a language designer is required to manually write reference resolving. The method proposed in this paper perceives references and identifiers as language patterns, which can be specified in a declarative manner with much less knowledge about the problem of resolving references in computer languages.

I. INTRODUCTION

REFERENCES in languages are common. We use simple identifiers in our everyday life to identify objects, activities, abstract designs, etc. Even every one of us has an identifier, which we call “name”. If we want to reference to somebody else, we use the name of that person. The problem arises when somebody uses short name John and there is more than one person with that short name known to him. How do we know which John is he or she referring to? In that case we have to know more information and understand the mutual scope of names between the communicating parties to be able to properly identify the correct person.

The situation is not different in the area of computer languages. Majority of computer languages use references in a form of variable names, function names or any other named structures. How can we decide if the identifier used in our code refers to this particular structure, if we have more than one structure declared with the same name? In the theory of computer languages, the process of searching for these identifiers is called reference resolving. The basic solution of reference resolving is routine: A language designer creates a table of identifiers for storing every identifier declared in the code. Then he/she defines a lookup method for searching in the table for a suitable identifier based on the given textual reference in the code. Every language needs to solve the lookup process with its own function even when such a function is well-known and similar in most languages. Defining the lookup function is a common and routine task, but the implementation is poorly automatized.

In the last few years we can notice the increase in the language-oriented development [1]. Developers create special small or medium sized languages, called domain specific languages (DSLs) for many different areas. The development of DSLs is difficult [2] and identifiers and references are common in DSLs, which doesn’t make it easier without proper support. The problem of a reference resolving is particularly acute in the area of external DSLs, as they need to function autonomously without any existing general purpose language (GPL). In this paper we aim to simplify the specification of DSLs with references by proposing declarative manner of specifying language constructs as identifiers and references.

II. DECLARING REFERENCES IN LANGUAGES

Every GPL uses some sort of references. Even the oldest ones use some a form of named variables and they need a method to resolve the variable identifiers on their places of usage. It is possible to identify two types of statements concerning variables:

• declaration - a place where a name (and, optionally, a type) is assigned to a variable
• usage - a place where we use or change the value contained in a named variable by referring to its name

The declaration of one variable can occur only once in a language sentence scope but usage of the variable can occur on multiple places. A typical example of a declaration is:

float a;

It is a declaration of a variable a restricted to contain a decimal value. A typical example of usage is an assignment or reading of a value:

a = 10; // assignment
factor(a); //reading of a value

Supporting tools for processing and executing sentences from a language can be created in two different ways. A language designer can design a language and manually implement all the tools needed for language processing. The second option is to write a language specification using any of the existing compiler generators and then generate the processing tools. Use of a compiler generators is preferable because it provides better automation and is frequently used in the area of specification of DSLs.

Compiler generator tools help with specifying lexical units, syntax, semantic actions [3] and sometimes they even implicitly define language concepts by means of abstract syntax. There are many compiler generator tools, we can mention the most common known Yacc [4], or even more sophisticated ones such as ANTLR [5], Beaver [6], LISA [7], [8], JastAdd [9] or Xtext framework [10], [11]. If we look on the problem of resolving textual references to places of its declaration, usually it can be addressed within the semantic
actions of the designed language. Some of the current compiler generators use attribute grammars in order to simplify the specification of semantic actions, for example in LISA. JastAdd uses an expanded version of attribute grammars described by Hedin [13], [14] as reference attributed grammars (RAGs). RAGs aim to simplify attribute grammars for references by allowing attributes to be of reference type to other nodes in the syntax tree. RAGs only extend theoretical type model of attribute types and the actual process of discovering nodes in the tree needs to be manually implemented in the semantic actions of an attribute grammar. Xtext framework offers different approach with simple definition of referenced node types, so it is not needed to be programmed with provided API.

We would like to show the usual process of declaring and resolving references on an example of a simple language of state machines. For the purposes of better comparison with the existing research we will use the example of the state machine language used in the JastAdd tutorial paper [15].

Listing 1. EBNF context-free grammar for a state machine language [15]

```
<statemachine> ::= <declaration>*
<declaration> ::= <state> | <transition>
ystate > ::= "state" ID ";"
<transition > ::= "trans" ID":" ID"->" ID ";" ID = [a-zA-Z][a-zA-Z0-9]*
```

In the listing 1 is specified the grammar of the state machine language, which consists of declarations. A declaration can be a state or a transition. A non-terminal for a state contains only the state name represented by the named token ID. A transition contains the name (ID) of the transition, the name of the starting state and the name of the ending state of the transition. The abstract syntax of the state machine language is displayed in the listing 2. For every non-terminal there is one concept in the abstract syntax and instead of using just textual terminals for references (as it is common during the language designing phase) we used declarations of actual references.

Listing 2. Abstract syntax for the state machine language

```
concept StateMachine
AS: declarations: list of Declaration

concept Declaration

concept State : Declaration
AS: name: string

concept Transition : Declaration
AS: name: string, from: State, to: State
```

In the abstract syntax and the grammar, it is possible to identify the point where there is a need for reference resolving during the language processing. Every transition has a textual name reference to the existing state concept. A sentence in the state machine language can be represented by a simple example of identifiers and references (see listing 3).

Listing 3. State machine language example sentence

```
state Ready;
state Running;
trans WaterHigh: Ready -> Running;
trans WaterLow: Running -> Ready;
```

Each state has a name, which acts as an identifier as well as each transition has a name serving as an identifier, but in this example we actually need only the state identifier because there will be no reference to the transition names. In the listing 3 we can see two states: Ready and Running and there are two transitions, each using the already defined state names as starting and ending states. During the language processing, the names represented as strings have to be connected to the actual state declarations. The process of interconnecting the referenced language concepts in any computer language can be perceived as a transformation from abstract syntax tree (AST) to abstract syntax graph (ASG). AST is a tree structure of language concepts created directly after parsing of the language textual form. Tree structure of textual forms of languages does not allow creation of direct references to existing declaration. Therefore we need textual placeholder for identifier to make references possible in later phase of language processing. ASG is a structure transformed from AST, which allows references from any node to any other node, so it means that a graph structure is created by extending the tree structure. The AST and ASG of our state machine code are displayed in fig. 1.

The transformation from AST to ASG in current compiler generators is accomplished manually within semantic actions. An example of semantic actions defined via attributed grammar written in JastAdd for a simple name analysis of the state machine language is shown in listing 4. Attributes are specified
for from Transition named source and for to Transition named target. The lookup attribute is used for searching for a specific named State in the already specified list of States. Understanding of the provided example requires more knowledge about the specification notation used in JastAdd [15], but it shows the common amount of code needed to solve references in a language sentence and this problem is repeating in most of existing languages.

```java
aspect NameAnalysis {
  syn State Transition source() =
    lookup(getSourceLabel());
  syn State Transition target() =
    lookup(getTargetLabel());
  inh State Declaration
    .lookup(String label);
  eq StateMachine.getDeclaration(int i)
    .lookup(String label){
    for (Declaration d :
      getDeclarationList()) {
      State match = d.localLookup(label);
      if (match != null) return match;
    } return null;
  }
  eq State Declaration
    .localLookup(String label) = null;
  eq State localLookup(String label) =
    (label.equals(getLabel()))?this:null;
}
```

III. LANGUAGE SPECIFICATION WITH ANNOTATED CLASSES

There are different methods of specifying languages. The most common is in form of grammars. In our approach we use our own tool for language specification, which allows to model languages as classes in object-oriented programming paradigm [16]. This way the reuse of UML modeling tools for modeling languages [17] is possible.

In order to use our approach, the model of the state machine language has to be described by classes as described in Fig. 2. Each class in the model represents exactly one language concept. The connections between the language concepts are represented by the relationships in the model (inheritance, composition). Each UML composition relationship describes a required connection between the concepts, while the aggregation relationship means a connection created with identifiers. Generalization is used to represent alternation for the parent concept.

Modeling a language in a graphical form is great for general overview, but as we enrich a model with additional information such as concrete syntax and semantics, it becomes hard to understand. Execution of a plain model without any specified actions or supporting tool is usually not possible. In order to solve these problems and for practical purposes we define the language concepts in a textual form of classes of object oriented languages. The first class could be created for the root concept (StateMachine) of the state machine language.

Listing 5. StateMachine concept specification
```java
class StateMachine {
  List<Declaration> declarations;
  StateMachine(List<Declaration> decls) {
    this.declarations = decls;
  }
}
```

Each class diagram is a representation of the abstract syntax with the recognized language concepts and their connections, as it is possible to notice in Fig. 2. Abstract syntax of StateMachine in listing 5 is represented by the definition of the class fields, in this case we have only one field named declarations for storing the list of Declaration concepts. Concrete syntax is represented by the class constructor. In this case there is only one concrete syntax representation (hence one constructor) which consists only of the list of Declaration concepts. It is a simple example for defining language constructs in a form recognizable to any programmer with a knowledge of object-oriented programming. In later examples we will discuss additional forms of concrete syntax specification. More details about this representation can be found in [16].

The next specification is a declaration of an abstract language concept Declaration, which in grammar form serves as a non-terminal for choosing between State and Transition non-terminals. It is possible to achieve the same effect in our language specification using inheritance and abstract classes. Therefore, the Declaration concept can be specified as a simple empty abstract class or an interface. We have chosen to use abstract class as this representation is closer to our model situation.

Listing 6. Declaration concept specification
```java
abstract class Declaration {}
```

A. Declaring identifiers

The presence of identifiers and references is so common in computer languages, that we can consider it a language pattern. This pattern was already used in languages, but we have identified and distilled it as one of the building blocks of languages and therefore it can be extracted and later used
in any language in form of declaration. Our example of the state machine language uses a special form of unique named identifiers for the State concepts. And this is where our method comes forward and provides the capability to simply annotate a field which should be used as a special identifier for encapsulating the language concept. In our example we have the State language concept with the label property, which serves as an identifier of the State instance (see listing 7). In order to declare the label property to be used as identifier, we only need to annotate the property with the @Identifier annotation. The optional options available for the @Identifier annotation will be discussed later in this paper.

Listing 7. State concept specification
```java
class State extends Declaration {
    @Identifier
    String label;

    @Before("state")
    @After(";")
    State(@Token("ID") String id) {
        this.label = id;
    }
}
```

We have used also other annotations, which are not new in our language specification. The @Before and @After annotations serve for defining terminal symbols in textual concrete syntax of State. The @Token annotation has a similar purpose, it can be used to concretize the lexical symbol used for checking and extracting data. If we compare this concrete syntax specification with the grammar defined for the state machine language in listing 1, it is simple to find connections between both specifications. The token ID is already defined in a special language configuration file in our tool and it serves for accepting names.

B. Declaring references

For the identifiers to have a logical meaning in the language, it is needed to reference to them from another place in the language sentence. The places used for referencing to existing identifiers are marked with the @References annotation. In our example we marked the constructor parameters sourceLabel and targetLabel as referencing names to the State concept. We need to define the concrete syntax according to the grammar from listing 1, therefore we are using the @Before, @After and @Token annotations as well.

Listing 8. Transition concept specification
```java
class Transition extends Declaration {
    String source;
    State target;

    @Before("trans")
    @After(";")
    Transition(
        @Token("ID")
        String label,
        @Before(";")
    )
}
```

The usage of the @References annotation has an impact on some programming techniques. We are using @References to annotate constructor parameters and this way we are assigning special behavior to those parameters. Our language specification implementation allows us not to store the value of the annotated constructor parameter in any traditional programming way, actually this value is automatically stored for us during the language processing phase. Therefore, in the listing 8 it is possible to leave the constructor body with only one statement for storing the label of the transition. The requirement for the usage of the @References annotation is that it should be used on a String parameter and it is required to specify the referencing class (in the value parameter of the annotation), in our example it is the State class. The next parameter of @References is field, which allows us to define the name of the referenced class field (sometimes called property) used to store the specified language concept (object of the specified class). Both parameters are used later to filter all identifiers according to their corresponding language concepts, and they are used for injecting [18] appropriate object into the class field using reflection [19]. In our example of the Transition concept the objects of the State class are injected into the source and target fields, which are also checked for type consistency.

IV. Scope of references

References in computer languages are seldom created within one universal scope of availability. Even if there is a universal scope, called global scope, languages are not using only this one scope. Every variable in the language can be declared in a different scope and the rules for discovering a proper defined variable can be very difficult to define. An example of different scopes for the count variable is shown in listing 9. The count variable is declared in the global scope and at the same time it is also declared in the local scope of the foo function (D2), therefore the output of foo is 0 as we are using the variable declared closer to the place of its usage. The output of goo is 10 as the count variable name is referencing to the global variable declaration (D1) because there is no other closer variable declaration with this name.

Listing 9. Simple scope example with the count variable
```java
int count = 10; // D1

void foo() {
    int count = 0; // D2
    print count;
}
```
void goo() {
    print count;
}

Support for using identifiers and references in scopes is very different in most compiler generator tools. Most of the tools are delegating this work to the designer by means of custom implementation (Yacc [4], Flex [20], JavaCC [21], Beaver [6]), they offer attribute grammars to help with the issue as it is done in JastAdd [9] and Lisa [7] or Xtext framework provides API for implementing scopes [11]. Still the language designer needs to know how to implement the scoping of references for his/her new language. ANTLR [22] provides a special support for defining scopes of variables for non-terminals and it allows easier access in order to find the declared variable in the tree of scoped variables, but still the user is required to specify proper variables and implement the use of scopes in the lookup functions. Therefore we can summarize, that all popular compiler generator tools require the user to write a custom solution for almost every issue concerning the reference resolving of identifiers within any scope.

In our method we support automatic reference resolution with scoping rules. Result of parsing language sentence is provided in a form of AST. References with scopes are allowed by selecting valid nodes in the required scope. In order to select nodes in AST it is useful to use a tree querying method. Our current solution uses the XPath querying language [23] as it is specially designed for efficient filtering of XML nodes [24] and use simple syntax. AST is usually not represented in XML, but XML is also a tree structure, therefore, the transformation from AST to XML is straightforward.

Each language is different and each reference in the language can be defined in a different scope. In order to characterize scoping, we have divided references to three levels of scoping:

- Global scope
- Simple local scope
- Complex scope

A. Global scope

The state machine language used in the previous sections uses references without scope or we can say that it uses global scope. Every State language concept is uniquely named within the full scope of a required concept. Therefore it is a language within the first level of scoping and there is no need to declare it with any additional parameters. Previous listings (5, 6, 7 and 8) of class specifications of the state machine language are sufficient for our compiler generator with automatic resolution of references.

B. Simple local scope

Declaration of a referenceable language concept in the scope of parent concept is an example of a simple local scope level. Any scoping with a simple XPath query is considered to be a simple local, scope level. We can illustrate the problem on an example of a language for description of departments with cars and employees. Every car has a name, a fuel type and a year of acquisition. Every employee has a name and he/she can have a name of a car, which can be used by him/her. Employees can have a permission to drive the car owned by the same department, but it is not possible to use cars from different departments. Name of the car in the employee specification line is actually a reference to a declared car name in the department. Textual representation of this language is displayed in listing 10.

```
department: Accounting
  car: Audi A4; diesel; 2008
  empl: John Smith {Audi A4}
  car: VW Golf; diesel; 2010
  empl: Emma Fisher {Ford Focus}
  car: Ford Focus; gas; 2005
  empl: Jim Parker

department: Technical services
  car: VW Golf; diesel; 2010
  empl: Steve Cosby {Ford Focus}
```

Specification of the Employee language concept in our class form is displayed in listing 11. Scoping in references is allowed with the path parameter in the @References annotation. The value of the path parameter is an XPath query for accessing all relevant Car concepts. In our example we have used the XPath parent::Department.Car, which means that we are expecting to traverse the AST from the actual Employee node to the parent node named Department and then to find all child nodes named Car. This way, we have specified scoping for referencing to the Car concept within the same Department concept. The method of finding the Car node with a proper identifier is included in our method and it is not necessary to specify it in the XPath query, the user only needs to define the path for all relevant language concepts.

```
class Employee {
    String name;
    @Before("empl:"
      Employee(  
       String name,  
       @Before("{")
            @After("}"")
          @References(value=Car.class,  
                        path="parent::Department/Car")
        String car
      )
    }
    @Before("empl:"
      Employee(String name) {
        this.name = name;
      }
    }
```

Listing 10. Department language with cars and employees
In the context of our approach, the *simple local scope* can be perceived as any local scope, which can easily be defined with an XPath query inside the @References parameter path. The complexity of a possible query is depending on the user’s knowledge of XPath. Although, we are not restricted only to XPath, it is possible to use any other language for traversing the tree structures, however it needs to be included in our language tool.

### C. Complex scope

In our research we aim for tool support of DSLs, which are usually not as complex as general purpose languages and therefore do not need to use complex scopes. Although, sometimes it is useful to have complex scope rules. In this section we will discuss the power of XPath expressions in our language design method and we provide an overview for advanced scoping.

A usual behavior of reference resolving using an XPath expression in the path parameter of the @References annotation consists of adding an XPath predicate with a test of the name of an identifier to the end of the original expression. For example an expression for finding a Car with the name Audi A4 from listing 11 is converted to the following XPath expression:

```xml
parent::Department/Car[@id="Audi A4"]
```

In some XPath queries it is useful to specify a place for filtering nodes before getting all nodes. In order to write an XPath expression for searching for appropriate variable `count` declaration from listing 9 we can use an XPath expression:

```xml
(ancestor::*[Variable/@id="count"])[last()]/Variable[@id="count"]
```

In order to parameterize this XPath expression we can use `##cmp##` as a placeholder for `@id = "NAME"`, therefore our extended XPath expression can be written as follows:

```xml
(ancestor::*[Variable/##cmp##])[last()]/Variable[##cmp##]
```

This XPath expression first chooses the appropriate ancestor with expected named variable declaration.

There is always a possibility to completely forget our declarative way of solving references and to implement it on our own. Our language method allows it without any problems, but the user would lose a great advantage. Still there can be some very specific scoping rules, which cannot be properly described with XPath and in this case we recommend using the traditional manual implementation of referencing to identifiers. The user has to be aware that he needs to manage his own storage of identifiers as well as the method for connecting places of identifier usage to the language concepts with the declared identifiers. Manual solution is possible and sometimes needed, although we are sure it is not necessary in most DSLs and our identifiers and references patterns are sufficient in such scenarios.

### V. Process of Reference Resolving

Our method for reference resolving consists of three main steps:

- Unique identifier
- Reference searching and injecting
- Creation of undefined identifiers

#### A. Unique identifier

The first step in our reference resolving method is to check for uniqueness of identifiers. Every identifier for one language concept needs to be unique in its own scale. If identifiers are not unique it would cause a problem in reference resolving process, as one reference needs to reference only one language concept. This part of our method is providing functionality, which is not commonly used in other tools and where the user needs to implement it on his own using a table of identifiers or any other similar method. The default behavior of the @Identifier annotation without parameters is that the concept name is unique in the global scale of a language sentence and for language concept. Standard setting for uniqueness of identifiers used for specifying the state concept in the state machine language (see listing 7) is using the @Identifier annotation without parameters, therefore during language processing it is tested if every state has a unique name.

In order to specify other scale of identifier uniqueness, we are using XPath expressions as it was described in the section IV.B. It is possible to define a query for nodes of AST in which there is only one occurrence of an identifier of the specified type. This way we can define automatic checking for uniqueness of identifiers of *car* in *department* in our department language example (listing 10).

```
Listing 12. Specification of the Car concept in the department language
class Car {
  @Identifier(unique="parent::Department")
  String name;
  String fuelType;
  int year;
  @Before("car:")
  Car(
    @Token("NAME")
    String name,
    @Token("NAME")
    String fuelType,
    @Before(";")
    @Token("YEAR")
    int year) {
    this.name = name;
    this.fuelType = fuelType;
    this.year = year;
  }
}
```

Listing 12 specifies the language concept *car*, but our main focus is on the @Identifier annotation with the unique parameter. With this parameter we have specified that every *car*...
has a unique name only in the scope of its parent department language concept. Therefore it is possible to have cars with the same name in different departments and the parsing process will finish without any error. Otherwise, in the case of not specifying the unique parameter, the uniqueness of car name would be tested in the global scale, producing an error even if different departments would have a car with the same name.

Scoping of references defined in the section IV-B and scoping of identifier uniqueness is based on similar XPath expressions. It is recommended to scope uniqueness of an identifier when we are using scopes for referencing. Identifier XPath scopes are usually simpler than XPath expressions for finding proper identifiers in @References. As an example, consider uniqueness scope of identifier in a function for listing 9, which can be defined as a simple XPath for variable identifier: parent::Function and if we compare it with XPath expression for finding proper variable reference shown in the section IV-C, it is obvious that the XPath expression for uniqueness scope is much simpler to write and understand.

B. Reference searching and injecting

The second and the most important part of our method is actual resolving of textual references. Details about textual reference resolving were already described in this paper in section III and scoping details in section IV. In our method we are using declarative specification of references with the @References annotation, which marks the textual parameters containing names of referencing language concepts defined in the fields marked with the @Identifier annotation. Referencing can be constrained with the scope rules defined by XPath. Our method discovers referenced language concepts and inject them into fields specified in the field (for specifying the field name of class) and value (used to define the referencing type) parameters of the @References annotation.

Reference resolving can be carried out in two ways:
- after parsing an entire input sentence (explicit)
- during the parsing process (implicit)

The explicit approach is about an explicit execution of reference resolving at the end of the parsing process. After execution we get an exact information about any inconsistencies in identifiers and references. Any error can be detected right after explicit execution call and propagated to the user. On the other hand it needs this one explicit execution of reference resolving and it makes this solution less modular.

The implicit approach is about resolving references and identifiers after each language concept creation (usually during the parsing process). For each parsed language concept it is trying to resolve the unresolved references and to match them with identifiers. The advantage of such solution is elimination of explicit execution of reference resolving, on the other hand it is hard to check for inconsistencies as it cannot tell if the registration of the new language concepts has finished or not. It is possible only to check for the actual state of reference resolution and to get information about the non-resolved references. At the end of the process of language parsing we should not have any non-resolved references. It is optional to check for non-resolved references, when we are using the implicit approach to resolution of references.

Both presented approaches to reference resolution have advantages and disadvantages and it is possible to use either of them. A language designer should decide which approach would be preferable to his new language. The implicit approach does not need any action for resolution of the references, but cannot guarantee that all references have been resolved properly without any optional check. The explicit approach is better in performance as the resolution of references is done only once and it can propagate the error in case of unresolved references, but it is required to execute this method explicitly and therefore there is a direct dependency between the parsing process and the reference resolution process.

C. Creation of undefined identifiers

The third part of our method is focused on the solution of one specific problem concerning references and identifiers within languages. In languages it is possible to have a reference to an identifier without the previous declaration of the identifier. It is a common occurrence in untyped or dynamically typed languages to use a variable without previous declaration (see listing 13). It is safe to claim, that a declaration of an identifier is required only if the declaration contains additional information about the language concept except the identifier name.

Listing 13. Example of a language without variable declaration

```plaintext
x = 10; // it is possible to use this
```

```plaintext
var x; // instead of this
x = 10;
```

The previous example represents a GPL sentence fragment, but the same situation can be found when designing a DSL language. If we would look on the sentence written in the state machine language in listing 3 it is clear that the declaration of state does not contain any additional information except the name of a state. Taking that information into account, we can write the same state machine without any state declaration as it is shown in the following listing 14.

Listing 14. State machine language example without state declaration

```plaintext
trans WaterHigh: Ready -> Running;
trans WaterLow: Running -> Ready;
```

The Ready and Running states are declared in the place of their usage and the later usage is used as a reference to the existing state. This feature allows simplification of language sentences for common language users, as DSLs usually require syntax, which is more practical than technical.

Our method supports the automatic creation of language concepts in the place of their reference in case of non-existent variable declaration in the language sentence. It can be specified by the create parameter in the @References annotation (example in listing 15). This parameter is set to false by default, therefore a non-existent referenced concept is not created. Setting the create parameter to true allows the automatic creation of language concepts. The only requirement
is the existence of a constructor with a string parameter and the usage of global scope for referencing as well as identifier uniqueness.

Listing 15. References annotation with create parameter
@References(State.class,
    field = "source", create = true)

Automatic creation of undefined identifiers is the last phase of our method for resolving references and references. It runs after the phase of resolving references and only if there is at least one create parameter with value true. After each creation of a new language concept it is required to resolve references as AST has been modified.

VI. CONCLUSION

Current language tools support creation of languages with one or more methods, but they fail in the area of an exact declaration of references and identifiers in the created languages. A language designer has to implement checking of identifier uniqueness and lookup methods for finding proper referenced identifiers manually, as it is common with other tools such as Beaver, JavaCC, JastAdd, ANTLR or at least programmatically select language concepts from the scope using API in Xtext framework.

In this paper we have presented the method for declarative specification of computer languages with identifiers and references. We have discovered and described language patterns for identifiers and references. These language patterns have different possible parameters to adjust their impact. It is possible to define the scope of uniqueness of an identifier. We have described different levels of scopes for referencing other language concepts and we have explained different levels of scoping on illustrative examples. The scoping levels we discovered are global scope, simple local scope and complex scope. Complex scope is used mostly for advanced scoping on illustrative examples. The scoping levels we described are global scope, simple local scope and complex scope. Complex scope is used mostly for advanced scoping.
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Abstract—Generic programming plays an essential role in C++ software through the use of templates. However, both the creation and use of template libraries is hindered by the fact that the language does not allow programmers to specify constraints on generic types. To date, no proposal to update the language to provide concepts has survived the committee process. Until that time comes, as a form of early support, this paper introduces SimpleConcepts, an extension to C++11 that provides support for concepts, sets of constraints on generic types. SimpleConcepts features are parsed according to an island grammar and source-to-source translation is used to lower concepts to pure C++11 code.
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I. INTRODUCTION

GENERIC programming is made possible in C++ through the use of templates [1]. Templates are language constructs that operate with generic types and that are instantiated as needed during compile-time [2]. Templates are ubiquitous in many C++ libraries and systems, most notably the Standard Template Library (STL), which provides generic implementations of commonly used containers and related algorithms. Essential to the STL are concepts, which are sets of constraints on types [3]. A type is called a model of a concept if it satisfies all of its requirements, and templates can impose these concepts on their arguments; this is done to ensure type safety. For example, to be able to sort a list, its elements must support the == and < operators, and these ensure type safety. For example, to be able to sort a list, its elements must support the == and < operators, and these ensure type safety. For example, to be able to sort a list, its elements must support the == and < operators, and these ensure type safety.

II. BACKGROUND

The first comprehensive attempt to provide high level language support for concepts was the development of Tecton, a domain-specific language (DSL) for generic programming that was conceived by Stepanov, Kapur, and Musser in the late 1970s [5]. The work that was done on that language fed into the development of the STL by A. Stepanov [6]. After the Hewlett-Packard implementation of the STL was made publically available in 1994, the language evolved into one that specialized in concept specification, as seen in Musser’s technical report in 1998 [7]; Tecton sought to provide a language-independent means of describing constraints on generic types. While it did not see widespread adoption, it did provide a formal framework through which concepts could be understood, laying the foundation for further developments. 1998 also marked the birth of the Boost libraries for C++ [8], and two years later the collection was extended to include the Boost Concept Check Library (BCCL), an effort spearheaded by
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Sick [9]. The BCCL is meant to provide clean and accessible mechanisms for programmers to use concepts in generic code, an improvement upon concepts as known in the STL. In the last decade, the goal of researchers shifted away from providing support for concepts in C++ by means of DSLs and library support and towards the incorporation of concepts into the C++ language as an extension. A detailed review of this period has been provided by Vousfo and Lumsdaine [10]. The most successful of these movements was ConceptC++, a project which culminated in a proposal to the C++ standardization committee that was not accepted in 2009 for want of simplification and more testing [11] [12]. It is from ConceptC++ and the work done in the intervening period that SimpleConcepts draws much of its inspiration.

III. DOMAIN ANALYSIS

Here we shall provide a description of concepts as they are known in the C++ Standard Template Library. As previously described, the term concept refers to a set of constraints or requirements on types. For instance, the concept EqualityComparable defines what it means for a type T to be comparable for equality. In C++, this means that the expressions a == b and a != b be valid for any two values a and b of type T. In the STL, concepts are implemented as assertions with the help of macros and made use of through statements such as

```cpp
__STL.Requires(X, _EqualityComparable);
```

which checks to see whether the type of a template parameter X models the concept EqualityComparable. Aside from requiring that a type support certain operations, concepts can also require that certain functions be supported or class members exist. For example, the concept Container requires that its models implement a size() method. Additionally, concepts may require certain associated types be defined (e.g. a size_type for the value returned by a call to a Container’s size() method).

Lastly, the documentation for a concept may also state that certain invariants must be satisfied (e.g. identity or transitivity), but these are assumed to be the case, and no actual verification occurs. Concepts can be defined as a refinement of any number of previously existing concepts. A refined concept adopts the requirements defined by the concepts that it is refining. For instance, the concept ForwardContainer is a refinement of the concepts Container, EqualityComparable, and LessThanComparable (if its elements model LessThanComparable). That is, a ForwardContainer is a Container that also requires that its elements be comparable to one another.

In order to produce an extension to the C++ language that captures what these concepts do, we have to provide a formalism that allows us to understand concepts independently of their realizations. It would be a mistake to begin with a deconstruction of the syntax and semantics of STL concepts, because we are less interested in what they are; rather, we seek to describe what they are meant to be. We ought to begin with seeing the task of identifying and expressing concepts as a problem domain that happens to intersect with the task of generic programming. This domain is not complete or self-contained as we cannot speak of constraints on types without dealing with the particulars of some type system. However, concepts, as entities in their own right, can be reasoned about. Following the work of van Deursen and Klint [13], we shall give a formal description of STL concepts using the Feature Description Language (FDL). From attempting to derive a formal description of concepts from our informal description, we can discern several truths. First, concepts cannot be anonymous. They must exist prior to and independently of the circumstances in which they are used, and therefore must be named. Second, concepts must have one or more generic type parameters. Concepts connect constraints to types, and a concept that does not do this is an invalid concept. Third, concepts are allowed to have no constraints, that is, they can be empty. A concept with no constraints is trivially satisfied; all types are models of an empty concept. This may seem puzzling at first, but consider that a concept that introduces no new constraints can still be useful if that concept is a refinement of two or more concepts, because it implicitly expresses the union of those concepts. Fourth, a concept may refine one or more other concepts. To refine a concept is to implicitly add its constraints to the concept. Lastly, comparing the informal description of STL concepts and the diagram shown in Fig. 1, one may note that invariants are not listed as a feature of concepts, and this is deliberate. Invariants are the consequences of satisfying both the syntactic and semantic requirements of a concept. To state that invariants are a feature of concepts means that there exists some has-a relationship between the two, when in fact this is not the case. For example, the STL documentation states that the reflexivity of the == operator is an invariant of the concept EqualityComparable, that is, x == x for all x of type T that is a model EqualityComparable. From a mathematical perspective, the invariant naturally follows if we assume the conventional definition of equality. However, in that C++ is a language that allows for operator overloading, knowing that a type supports the == and ! operators does not tell us whether those operators behave in some prescribed way. From this, we can conclude that there must be a limit to the enforceability of concepts with regards to their semantics. At the very least, finding the means to do so goes beyond the scope of this paper.

IV. CONCEPTS

In SimpleConcepts, concepts are first-class representations of constraints on type parameters of templates. The concepts of SimpleConcepts obviate the need to use template metaprogramming to specify what a template requires of its type.
A concept specifies a set of member function declarations and a body containing concept member specifications. Fig. IV depicts the definition of the concept EqualityComparable.

A concept definition consists of a declaration and a body for SimpleConcepts. We designed SimpleConcepts with the following goals in mind:

1) To provide the same functionality as STL concepts while allowing programmers to write concept code that preserves readability and allows the compiler to produce meaningful error messages.

2) To make our extension to the C++ language as lightweight and undemanding as possible, providing more expressive power yet preserving the efficiency of template programming.

A concept definition establishes what it means for a type T to be comparable for equality. Once a concept has been defined, it can be used in template code by means of a "requires" clause as is shown in Fig. IV. The requires clause places a restriction on the type T to be one which supports the == and != operators. Attempting to use the function foo with any x and y of a type that does not support these operators will lead to a compile-time error, informing the programmer that the EqualityComparable concept was not satisfied.

V. IMPLEMENTATION

As was stated previously, a major consideration in the design of SimpleConcepts was to produce an undemanding extension, one that did not require significant overhaul or that could break existing code. Our approach can be summarized as follows. First, the source code is parsed according to an island grammar that allows us to identify SimpleConcepts features [14]. These constructs are then translated to existing C++11 features, and the resulting source code is passed to an ordinary compiler. There are several advantages to this approach. First, this approach allows us to handle both the syntactic and semantic analysis of concepts without need to modify an existing compiler. Second, using an island grammar allows us to analyze the syntax of concepts in a context-free fashion. Lastly, by means of translational semantics, we are able to express the meaning of concepts in terms of language features whose semantics are already well-known. The remainder of this section addresses the details of this compilation model.

A. Abstract Syntax of SimpleConcepts

SimpleConcepts extends the C++ language to provide two new language constructs: concepts and constrained templates. A concept specifies a set of member function declarations and associated types, and a list of other concepts that are refined by it. A constrained template is one that has a concept requirement clause, dictating what restrictions are placed on the template’s parameters. Table I gives the abstract syntax and the syntactic domains for SimpleConcepts.

B. Concrete Syntax of SimpleConcepts

An island grammar is a context-free grammar which describes some subset of the features of a language and uses catch-all productions to ignore all else; the name of this technique is derived from the view that the features we are interested in capturing with the grammar are “islands” amidst a vast sea of other language features. In this case, we are only interested in parsing concept definitions and their uses so that we can perform the necessary translations, and therefore a grammar that allows us to identify salient features while skipping the rest is ideal. Table II gives an EBNF grammar for SimpleConcepts.

C. Summary of Translation Model

Our approach is based on the work done by Valentin and Magne [15], which describes a means of converting ConceptC++ code to pure C++03 code by translating the concepts of ConceptC++ into sets of class templates. Here we shall use a toy problem as a vehicle to explore the translation scheme. Consider the code fragment in Fig. V-C.

A type T models the concept Flammable if it has a member function called burn that takes no arguments and returns a double. In other words, Flammables burn, and burning produces an amount of heat expressed as a double. Below the concept definition we see an example of a function template that uses the concept Flammable. We shall describe, step by step, the translation process. The translation from concept code results in what can be seen as three distinct layers of template code. Fig. V-C shows the first layer of the translation.
TABLE I. ABSTRACT SYNTAX AND SYNTACTIC DOMAINS OF SIMPLECONCEPTS

<table>
<thead>
<tr>
<th>Category</th>
<th>Syntax</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type Variables</td>
<td>( \alpha \in \text{TyVar} )</td>
</tr>
<tr>
<td>Concept Names</td>
<td>( s \in \text{CName} )</td>
</tr>
<tr>
<td>Member Names</td>
<td>( f, a_i \in \text{MemName} )</td>
</tr>
<tr>
<td>Concept</td>
<td>( C \in \mathbb{C} := \text{conceptC}<em>{id} {B} \parallel \text{conceptC}</em>{id} \text{requires} R {B} )</td>
</tr>
<tr>
<td>Concept Identifier</td>
<td>( C_{id} := s \prec P )</td>
</tr>
<tr>
<td>Concept Parameters</td>
<td>( P = \alpha P {a} )</td>
</tr>
<tr>
<td>Refinement Clause</td>
<td>( R = C_{id} R {C_{id}} )</td>
</tr>
<tr>
<td>Concept Body</td>
<td>( B = MB {e} )</td>
</tr>
<tr>
<td>Concept Member</td>
<td>( M := f \text{func} {\text{typename } a} )</td>
</tr>
<tr>
<td>Constrained Template</td>
<td>( T \in \mathbb{T}_c := \text{template} \langle \text{params} \rangle \text{requires} R \text{template} - \text{body} )</td>
</tr>
</tbody>
</table>

Here \( \mathbb{C} \) refers to the set of all concepts, and \( \mathbb{T}_c \) refers to the set of all constrained templates.

TABLE II. CONCRETE SYNTAX OF SIMPLECONCEPTS

```
<concept-id> := <concept-name> "<" <concept-parameter lists> ">"
<concept-name> := <identifier>
<concept-definition> := "concept" <concept-id> <requires-clause>? <concept-body>? ;
<concept-parameter list> := <template-parameter-list>
<template-declaration> := "template" "<" <template-parameter-lists> ">" <requires-clauses>?
<concept-parameter list> := <template-parameter-lists>
```

Non-terminals that refer to pre-existing C++11 features are in bold for clarity.

Flammable. The requirements are separated from the concept itself in order to support refinement: a concept that refines another concept "inherits" the requirements from its ancestor, and the ancestor’s requirements struct is listed there as well. Attempting to instantiate the Flammable template will require the instantiation of the template Flammable_Requirements. If that instantiation fails, the code will fail to compile. To implement constraints on template functions, we cause trigger the instantiation of Flammable in the template function as seen in the template function code. The call to the constructor of Flammable is placed in an unreachable block of code to guarantee that no run-time overhead will result. Now we examine the second layer of the translation: expressing the requirements enumerated by a concept. A Requirements struct contains a set of static assertions that express the requirements that must be fulfilled by a type or set of types in order to model a concept. These assertions are checked when the compiler attempts to instantiate the Flammable_Requirements template. The code that we generate for the definition of Flammable_Requirements is provided in Fig. V-C.

The macro CREATE_MEMBER_FUNC_SIG_CHECK provides template code necessary to check the existence of a member function that matches both the name and the signature specified by the concept. The instantiation of has_member_func_burn will always succeed, but its member ‘value’ will be true if and only if T has a burn method that matches the signature specified in the concept definition. This, in turn, determines whether the corresponding static assertion succeeds or fails. The code generated by the pre-processor is shown in Fig. V-C.

This then is the third and innermost layer of the translation. Our mechanism verifies the existence of the member function burn in a way that gives a true or false value which is used in the static assertion. This allows us to report meaningful error messages.

D. Semantics of SimpleConcepts

We shall describe the translational semantics of SimpleConcepts. In that concepts and constrained templates are ultimately converted to template code, the semantics of concepts are a subset of the semantics of templates. With that in mind, we adapt the work done by Siek and Taha [16] to provide formalisms to describe the semantics of C++ templates. By providing a mapping from the abstract syntax of SimpleConcepts to that of C++ template code, we can then make the jump to the semantics. We represent our translation function as a set of functions that map SimpleConcepts code to C++11 code. The first subset of these translation functions, defined in Fig. V-D, describes the translation of concepts and their members (note that \( \mathbb{T} \) refers to the set of all C++11 templates).
template<typename T, T>
struct match_signature : std::true_type {};

template<typename T, typename = ...>
struct has_member_func_burn
{
    using value = std::false_type;
};
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We shall attempt to compare and contrast past and current approaches with SimpleConcepts.

In terms of the concrete syntax, this translation amounts to the code fragment depicted in Fig. V-D.

The second subset of the translation functions transform constrained function and class templates into C++11 legal templates. These can be summarized as follows: for a constrained function template, our translation moves the concept requirements into the body of the function as calls to constructors; for a constrained class template, the concept structs are made members of the class. The result of this translation scheme is that instantiations of constrained class templates amount to a chain of instantiations that perform the necessary checks to confirm that the types involved are models of the concepts required. Concept instantiations lead to requirement template instantiations, and those in turn lead to member function checking template instantiations. With that, the only way to make use of a constrained class template or function is to supply it with valid types, or compile-time errors will result. As for the concepts themselves, whose capabilities are limited to checking the existence of function members, we know that our translation does exactly that and nothing more.

VI. RELATED WORK

As has been stated in previously, the absence of concepts in C++ is not a new problem; each attempt at a solution has built upon the groundwork laid by predecessors. In this section, we shall attempt to compare and contrast past and current approaches with SimpleConcepts.

A. Concepts Lite

At this time, there exists another proposal to provide support for C++ concepts by Sutton and Stroustrup known as Concepts Lite [17] [18]. In this section, we shall attempt to compare and contrast that approach with SimpleConcepts.

Sutton and Stroustrup, the creators of Concepts Lite, have summarized their vision as "concepts = constraints + axioms" [19]. Concepts are abstract predicates that represent sets of requirements on generic types. These requirements can either be constraints or axioms. Constraints are syntactic requirements on the properties of generic types, which are checked at compile-time, and axioms are semantic requirements, analogous to the invariants of the STL documentation. As of the latest proposal, Concepts Lite supports constraints, but does not yet support axioms or concepts. With the understanding that the specifics of this proposal may be changed in the near future, we note the key differences between the two approaches.

First, while both SimpleConcepts and Concepts Lite share a similar notion of constraints, they differ greatly in terms of their implementation. In Concepts Lite, a constraint predicate is defined as a function template that contains a constant expression, referred to as a "use pattern". A type or set of types satisfies a constraint if the template can be legally instantiated, which is to say that the constant expression is valid. For example, a type T is Addable provided that for expression a + b is valid for any a and b of type T. In the syntax of Concepts Lite, this constraint might be expressed as follows:

```cpp
template <typename T>
constexpr bool Addable() { return __is_valid_expr<bool>{declval<T>() + declval<T>()}; }
```

This approach differs from that of SimpleConcepts in three ways. First, Concepts Lite decouples concepts and constraints, which allows us to define Addable as a stand-alone constraint; in SimpleConcepts, which keeps constraints and concepts coupled, Addable would be expressed as a concept with a single constraint member. Second, Concepts Lite requires extensions to the compiler to support new intrinsics such as __is_valid_expr; SimpleConcepts uses a preprocessor to
lower concepts to existing C++11. Third and most importantly, whereas Concepts Lite uses constant expressions to define constraints, SimpleConcepts relies on function signatures.

Next, in contrast to Concepts Lite, this paper rejects the inclusion of axioms in its definition of concepts as going outside of the role that concepts are intended to fulfill, which is to provide compile-time support for templates. According to its authors, axioms are not statically evaluable, which implies that the question of whether a generic type truly models a concept, both syntactically and semantically, cannot be decided at compile-time. While we recognize the fundamental relationship between the two kinds of requirements, and we appreciate the simplicity and beauty of an approach that unifies them, we do not see a pressing need to incorporate axioms.

B. ConceptsC++

SimpleConcepts draws inspiration from the ConceptsC++ proposal, and in a certain sense can be seen as an evolution of it. In ConceptsC++, as in SimpleConcepts, concepts are sets of requirements, which can be expressed as signatures and associated types, and these concepts can be refined from other concepts, and they can be imposed upon generic types through the use of requirement clauses. Key to ConceptsC++ is its emphasis on retroactive modeling: that is, the ability to extend types to model concepts without modifying those types. This is accomplished through the use of concept maps, which detail how a type satisfies the requirements of a concept; concept maps can contain implementations of the functions required by the concept, either providing new functionalities or overriding existing ones. In contrast, SimpleConcepts does not support retroactive modelling, and does not support concept maps. There are also several other differences between the two approaches, which we shall list here:

- ConceptsC++ allows for non-member associated functions. The implementations of these functions can either be defined via a concept map or a default implementation can be provided in the concept itself. SimpleConcepts, meanwhile, requires that all associated functions be member functions.
- ConceptsC++ distinguishes between refinement clauses, and associated requirements, both of which allow a concept to “inherit” requirements from other concepts. In SimpleConcepts, no such distinction is made; a concept can have a requires clause that lists all of the other concepts that it draws requirements from.
- ConceptsC++ supports axioms. As was explained in the previous subsection, SimpleConcepts does not support this language feature.

VII. DISCUSSION

Our approach is not without limitations. Most notably, when translating refined concepts or constrained templates, it is assumed that the concepts that are being refined or used already exist, but this is not guaranteed to be the case. Referencing a non-existent concept will lead to a compile-time error, but that error is reported in terms of the translated code rather than the original source code, which could be problematic.

VIII. CONCLUSION AND FUTURE WORK

It has been shown that C++ lacks language support to specify constraints on generic types, and that this lack is the underlying cause of many difficulties for both the users and developers of generic libraries. To that end, we introduced SimpleConcepts, an extension to the C++ language to provide such support. Our approach uses source-to-source transformations to provide an extension that is intended to be compatible with pre-existing C++11 compilers, while providing simple but powerful abstractions to aid in the design and use of C++ template libraries.

Moving forward, if the completed Concepts Lite is incorporated into the next iteration of the C++ language, then we shall turn our attention towards providing a formal analysis of such C++ concepts. In the short term, we hope to release a compiler front-end to provide experimental support for SimpleConcepts.
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Abstract—The quality of the source code structure is a matter of the point of view, one programmer might consider one structure the best, the other not. A concrete structure can help in certain situations with the program understanding. Therefore we propose using dynamic structuring that allows assigning multiple structures to one source code to aid program comprehension. Concern-oriented source code projections facilitate this dynamic structuring expressed by custom metadata and provide multiple views of the source code that reflect logical structures provided by the dynamic structuring. This way in a specific situation a programmer can get a structure (by a view) that meets his/her current needs the best.

I. INTRODUCTION

Program comprehension is a process of retrieving information and knowledge about a software system by studying its source code. Software system maintenance and evolution consumes up to 80 percent of system’s lifetime [8]. Program comprehension tries to reduce this time. However, a more radical solutions, like for example literate programming [7] or elucidative programming [9], were not adapted in the industry, probably because they were too distant from the industrial practice.

We recognized that good design and source code structure are properties of the point of view. We believe that one static structure that is prevalent nowadays is not sufficient. Concern-oriented source code projections (or shortly code projections) contribute to the field of program comprehension by providing means to simultaneously express and use multiple structures of the source code.

II. MOTIVATION

OOP uses classes and techniques such as dynamic binding to increase modularity, but on the other hand it also tears the source code structure to smaller parts (to submit it to single responsibility principle). AOP goes even further; it tears the structure even more according to concerns. It may help with modularity, but since the code as a whole (and thus the sequence of instructions) is scattered in more files, it is harder to follow the program logic. Considering which approach is better depends on the qualities taken into account – it is a matter of the point of view.

The same way it is difficult to find the best design, the best structure in a given paradigm. The quality of a design is a matter of point of view too. Let us consider a simple explanatory example from the AOP. An OOP method from listing 1 does some work and afterwards logs the process to the standard output.

Listing 1. Simple doSomething() method that is logged to standard output

```java
public void doSomething()
{
    // logging to standard output
    System.out.println("Something was done!");
}
```

The AOP divides the source code into concerns that are implemented by aspects. Here a programmer Jack will identify a concern of logging in the system and will create a new aspect that will implement the logging concern. However, a programmer Jill will identify a concern of printing to standard output (for example to ensure that she will be able to easily switch from standard output to some other interface). So she would want to use the same line of code to the standard output aspect. So in this example Jack is interested in the logging concerns, while Jill in printing to standard output concern. However, these two concerns do not have to cover the same source code. Printing to standard output does not necessarily be logging. In this scenario Jack would say that creating logging aspect is better structuring that creating printing to standard output aspect, while Jill would say exactly the opposite.

Currently the source code has to have exactly one design, one structure. The concerns cannot overlap. The classes cannot either. Multiple design decisions can have good reasoning, but none of them tackles all the problems – e.g., sometimes the OO structuring is more useful, other times AOP structuring is advantageous. Usually it depends on whether the target of interest is a feature (OOP) or a concern (AOP).

The problem is based on the observation that the "best" structuring of the source code depends on the point of view. There are three main factors that influence the current best structuring:

- **Person** – each person has his/her own experience and opinion. Therefore each person has his/her own point of view.
- **Time** – even one person changes his/her opinion in time and in consequence his/her point of view. Usually the early structuring of the program evolves over the time to the required one even when there is only one programmer that authors it.
• Character of the problem/solution – of course the structuring also closely depends on the character of the problem or the solution. Not only the people involved in the software development do evolve in time, but also the character of the problem.

III. CONCERN-ORIENTED SOURCE CODE PROJECTIONS

In our work we recognize that the problem of multiple points of view is a consequence of static structuring of the source code. The problem of current approaches such as the AOP or OOP is that they allow the structure to meet some concrete needs, but does not support easy adaptation to new needs. Metaphorically speaking, using AOP instead of OOP is analagous to tearing down a house and building it again rotated in 90 degrees just to provide a view from side. Wouldn’t it be more effective if the house would stay untouched and instead a programmer would walk around the corner? The same way as in the analogy, we don’t want to change the building process, we just want to provide a programmer with a view that he/she wants.

A. Static vs. Dynamic Structuring

The problem is current technologies support merely one structure of the source code. This structure has to fully describe the system and does not allow any duplication of code. If current structure of the source code is not viable for current needs, the programmer has just bad luck. He/she has to work with the current structure, or refactor it and hope that the original structure won’t be needed later. Or after refactoring the code\(^1\) he/she has to hope that there will not be a need of the original aspect.

To deal with these problems we propose to use dynamic structuring. By dynamic source code structuring in this context we mean a case when a source code of one system has multiple different structures at the same time. In a particular situation the programmer would be able to choose the structure that currently the most relevant. This concept of dynamic structuring changes the role of refactoring. Instead of refactoring in sense of dropping the old structure and building a new one, with dynamic structuring a programmer is able to arbitrarily add a new structure to the source code or remove an existing one.

The usual representation of the structure is the source code itself. This will not suffice in case of dynamic structuring. It would be too difficult and cumbersome to write multiple versions of system source code and to keep them consistent through the time. Instead of this “physical” structures’ representation dynamic structuring should use logical representation. Source code itself would be written (and stored) only once using some base structure. Adding new structures should be done by adding metainformation about their new relationships and properties.

\(^1\)That is not an easy task even with current tool support for code refactoring. Tools support automation of merely trivial tasks such as changing a name of a variable, etc. However here we talk about structure on higher abstraction level, like the choice of using inheritance instead of composition.

The idea of dynamic structuring that allows having multiple different source code structures at the same time is the core of the concern-oriented source code projections method. We consider this idea the main contribution of our work.

B. Views

Code projections are based on dynamic structuring of program’s source code. These structures have to be properly presented to programmer; otherwise they would be useless for program comprehension. Code projections map a set of base source code structures to a set of views. A view is an abstract structure of source code that is presentable to programmer. A view does not have to fully describe the system and multiple views can overlap (one code fragment can be a part of multiple views). The Identity projection defines a view that is identical to base source code structure; therefore it has to fully describe the system.

A single view consists of source code fragments that are somehow related. We will call these fragments view members. Relations between view members may be explicitly expressed in the view – a view can be graphical.

A code projection is specified by a sentence in a program query language\(^2\). Practically any PQL can be used; however, it has to support querying custom metadata too.

A programmer creates a projection query that specifies which concerns are relevant to his/her current situation. Projection queries can be shared and stored for later reuse, or modified if their current user is not satisfied with their current state. The concept of the code projections is outlined in figure 1.

---

\(^2\)There are already programming query languages (PQL) in the world, this is not a new idea. However, PQLs are usually used to do source code checking (e.g., [4]). Our method uses PQL to provide a code projection.

---

Fig. 1. The concept of the concern-oriented source projections

Our hypothesis in this work is that current tools don’t support flexible creating of views for viable price by using custom metadata.

C. The Role of the Metadata

We will use term software system metadata (from now on only metadata) for the total sum (the set) of what one
can say about any program element, in a machine or human understandable representation.

Current IDEs provide programmers with code projections that operate on intrinsic metadata\(^3\). Navigator view uses the class intrinsic metadata to present the class members. Navigating to implementation through Ctrl and left mouse click uses the program element identifier. IDEs can use inheritance hierarchy to show implementations of interfaces or classes. Find Usages view uses also program element identifier to bind the implementation to its usages and provides a very useful projection of the source code.

In an example with Jack and Jill (listing 1) Jill would get desired result merely using intrinsic metadata. She can just query for any System.out.println call.

However, a situation would change if the logging was encapsulated in a Logger class (listing 2) that would provide a PrintStream that should be used for logging.

Listing 2. Logger implementation

```java
public class Logger {
    private static PrintStream stream = System.out;
    
    public static getStream() {
        return stream;
    }
}
```

Listing 3 shows a modified doSomething() method with obscured printing to standard output. In this case it would be much more difficult to create a query that could find all the lines printing to standard output.

Listing 3. Obscured usage of standard output for logging

```java
public void doSomething() {
    ... // logging to standard output
    Logger.getStream().println("Something was done!");
}
```

Therefore we propose the utilization of the custom metadata to provide more information about program elements and to use that as a basis for different source code projections. Custom metadata are a tool that can be used to enrich the source code with metainformation about the semantic or design intents of the program elements at a higher abstraction level than the GPL is itself. In this way projections can use this metadata to present code to a programmer at a higher abstraction level too. A projection maps concern-enriched source code to a view. For listing 3 one could use for example simple marker annotations @Log and @WritesToStandardOutput.

**D. The Role of the IDE**

To provide code projections there has to be a tool that would be able to create a view while managing the source code in its base structure. In case of code projections we see as a best option utilization of the Integrated Development Environment (IDE) thanks to its approach to handle language in its infrastructure (considering IDE is an integrated set of language tools).

IDE infrastructure usually works with three language representations shown in figure 2, Notation, Model and View level. We want to utilize the editor to dynamically modify a view of the language.

![Language representations in IDE infrastructure](image)

If we will return to the analogy from the introduction to section III, concern-oriented source code projections provide a cheaper alternative to tearing down a house and building it in another angle. Instead of this invasive and inflexible solution code projections propose to change the view of an architect (analogy of programmer). Instead of moving the building merely the architect is moved to see what he/she needs to see.

**IV. RELATED WORK**

We have applied a similar approach to reduce the syntactic noise in internal domain-specific languages in our previous work [6]. We were able to remove some undesired syntactic constructs (such as import section, class declaration, etc.) from the internal DSL based on Java language.

In modern IDEs there are many standard projections like the Navigator, TODOs, and others that we mentioned in section III-C. All these use projections to provide different views on the source code to provide a better orientation in the code.

Similar approach is used by Desmond et al. [1] in so called Fluid source code views. They allow viewing method bodies in place of their calls, thus reducing the need of browsing the source files. It is kind of similar to Go To Declaration projection of current IDEs, however using fluid source code views the body is shown directly in place of call using a tooltip.

**Intentional source code views** [5] are sets of related program elements that share some intention. In this sense they are
very similar to concern-oriented code projections. In Intentional views the intentions of the source code are specified using logic metaprogramming. Although they are close to our approach by providing means of defining architectural and conceptual information about source code, they differ in fewer rather important aspects. Intentional views require knowledge of logic metaprogramming. It is hard to expect every programmer to be a logic programmer. In our code projections we want to utilize common programmer’s natural environment – code projections are to be made integral part of a modern IDE. Intentional views use code conventions that tend to be fragile (see [3]). And our projections can be used to edit the code, while Intentional views are read-only.

Source code annotations are used in [2], where Eisenberg et al. propose simple edit-time metaprogramming protocol that uses annotations as extensibility point of language. The editor is composed of multiple figures that have knowledge of what and how can be edited in them. These figures are configured by annotations.

V. CONCLUSION AND FUTURE WORK

In this paper we argue that only one static structuring is not sufficient for software system source code. The quality of the source code structure is a matter of view, one programmer might consider one structure the best, the other not. A concrete structure can however play a significant role in program comprehension, since the point of view of looking at a code depends on the goal the programmer needs to achieve.

We presented the idea of so called dynamic structuring that allows assigning multiple structures to one source code. Our idea builds upon using logical structures that are expressed by metadata. When a new structuring is needed, it can be simply added to source code instead of overriding the existing one. Code projections utilize the view level of the language representation in the IDE infrastructure to reduce the price of their implementation and to still provide a modern professional IDE.

The code projections and dynamic structuring are the main contributions of the paper. Their purpose is to aid program comprehension. They can play significant role in documenting the source code, system maintenance and evolution.

Although we believe that dynamic structuring along with code projections may be a significant contribution to software engineering, we are aware of some problems with it. These problems we see as a space for our future work.

Dynamic structuring allows multiple, possibly uncountable, structures of the one source code. As we already argued, a good structure is a matter of the point of view. Therefore they may be just as many “good” structures as there are people working on the system. The Babel effect\footnote{Named after famous story about building the Tower of Babel from the Bible.} is a consequence of the freedom in specifying the structure. Everybody has his/her own opinion and then it is hard to communicate. If two people are looking at two different views, it may be hard if not impossible to unambiguously talk about a specific source code fragment.

The second problem is the price of creating a projection. The source code annotations, or in general concern metadata only hardly can be created automatically. The source code has to be annotated explicitly either by it author or another programmer that recognize a need for a new structure. In this case a programmer has to consider the price annotating the source code to provide the space for code projections and the chance that the annotations will be reused later. If there is no real chance that the projection will be used, there is no good reason to create it. This is mainly a problem of development phase of software lifecycle, since the design decisions are made and the intended semantic properties are clearest in this phase.
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Abstract—In this short paper, we advocate the importance of problem solving for teaching “Introduction to Programming”, instead of merely teaching the syntax and semantics of a programming language. We focus on the role of the programming language used for an introductory course. For this purpose we propose CAL, a C-like algorithmic language, which is essentially a well-defined and behaved subset of C with a small number of modest, “educational” extensions. We present the design rationale for CAL, its main features, syntax and illustrative examples.

I. INTRODUCTION

In this short paper, we present our experiences with teaching programming through problem solving in the School of Electrical and Computer Engineering of the National Technical University of Athens. We focus on the role of the programming language for this purpose and describe the approach that we have taken. Let us begin with two observations:

1) In some students’ minds, algorithmic programming is strangely enough an intellectual process that is not connected to everyday problem solving.

2) Students often have no sense of what is good and what is bad in programming, even after taking a number of courses on the design of algorithms and complexity.

We believe that these are both due to the way we teach students how to program. Starting from secondary school, students often begin by learning a Pascal-like programming language. They learn to use variables, assignments, control-flow statements, arrays. They do not learn, however, because we do not teach them early enough, what these should be used for! Young children realize early that they need to solve problems; they are hungry and they want their parents to feed them, they want to play with that shiny car in the toy shop’s window, etc. Later on, they learn to speak and use the language to communicate their needs. Children learn to speak after they know what they want to say! Why do we teach programming languages to students before they know what to use them for?

The main goal of our proposal is a quick introduction to programming for absolute beginners. Such an introduction would be useful for teenagers in high-school, who may not continue to be programming specialists but who want to support their literacy in mathematics by hands-on attractive algorithmically solvable problems. It would also be useful to first-year university students who have (somehow) escaped a proper exposure to programming in high school (and this is the majority of our students). Thus, this goal translates to:

• a quick educational introduction to self-evident programming concepts and tools, without cryptic, hardware-dependent and special purpose structures; but also

• fluency in a programming language which can be easily extended and/or modified to a language that is currently useful in practice, without a total rethinking of the basic algorithmic techniques.

Our historic prototype for a self-evident educational programming language is of course Pascal [10], whereas programming languages that are currently useful in practice are of course C [7], [5], C++ [9] and Java [2].

II. THE ROLE OF THE LANGUAGE

Since the 1950s, scores of different programming languages have been designed and implemented and many more are yet to come. Those with a relative experience in the field will agree that there is no such thing as “the best programming language” and this is what we need to explain to our students early on. Some languages are better than others for some specific purpose and indeed: (a) some specific languages are almost exclusively used for some specific purposes, and (b) for some specific purposes people use almost exclusively some specific languages.

For example, C [7], [5] is a very good language for systems programming. It is a low-level language, offering programmers the opportunity to directly interact with the hardware, but not the best language for numerical and scientific computing today. We believe that C is an inappropriate language for teaching “Introduction to Programming”. Some of its characteristics are so low-level that tend to focus on the hardware, instead of on the algorithms. When you start learning how to program, you don’t need twelve different types for integer numbers (including characters and Boolean values) and three more for real (floating-point) numbers. You don’t need a for statement so powerful that you can use it to implement a binary search algorithm in just one line. You don’t need to struggle to understand the meaning of \( x = x++; \) (most people, including some who teach C, think that it does something although opinions vary when it comes to what exactly this is; the truth is that this statement is illegal, or causes “undefined behaviour”
as the ANSI C standard puts it, because the value of variable \( x \) changes twice between two successive sequence points).

Pascal [10], [6] is arguably one of the best programming languages for teaching purposes. It is a concise, general purpose language which supports a systematic, structured and algorithmic approach to problem solving. Programs in Pascal are usually easy to read and understand with a clear structure that favours stepwise refinement. The language helps programmers to avoid programming mistakes and to be able to verify the correctness of their programs. On the other hand, Pascal is very little used today by software practitioners.

Java and other object-oriented languages are also poor candidates for teaching “Introduction to Programming”. If the focus is on problem solving and algorithmic thinking, such languages add an unbearable level of noise. Using Java, the only logical approach is to teach programming in a purely object-oriented fashion and this necessarily takes the focus away from problem solving, although OOP might be a good choice for a second (e.g., data structures) course.

There is a trend towards Python, in the last few years. Python is a relatively good candidate; its syntax is concise and enforces proper indentation, it supports imperative and object-oriented programming equally well, and it is widely used in the software industry. The drawbacks for Python are: (a) it is dynamically typed and requires very few declarations; this is bad if you want the students to detect programming errors early and to learn to program in a disciplined way; (b) it is so high-level that students do not develop an intuition about how data are represented and how operations are implemented; this is bad if you want the students to understand the connection between the programming language and the underlying hardware; and (c) its data structures are so high-level that algorithmic complexity issues are obscured by the way data structures are implemented; e.g., in Python there are no arrays, but there are lists and dictionaries; however, in a data structure course, all three would need to be covered and with three different implementations, requiring \( O(1) \), \( O(n) \) and \( O(n \log n) \) time for accessing an element, respectively.

The second drawback (b) is also true for functional languages, like Scheme, ML or Haskell, which are also very good from an educational point of view and are indeed used for teaching “Introduction to Programming” in several Computer Science departments [8], [3], [1], [4].

All this said, we decided to design a new educational programming language for an introductory course in which emphasis is on problem solving. However, this educational language will naturally evolve before the students’ eyes to a full-scale programming language, useful later on. In the next sections we describe CAL, a C-like algorithmic language, starting from the design choices that we had to make, proceeding with the syntax, the main characteristics of the language and concluding with a few examples.\(^1\)

\(^1\) An implementation of CAL, based on GCC and using macros, is available from https://github.com/softlab-ntua/pascal.

III. The Design of CAL

Disregarding some drawbacks, C is an adequate choice for teaching “Introduction to Programming”, with emphasis on problem solving and algorithmic thinking. Its core is a quite simple algorithmic language, easy to explain and use. Moreover, it is a useful language to know, heavily used in practice, either directly or indirectly, through a line of descendants that share a large part of its syntax and semantics (C++, Java, C#, etc.). A list of drawbacks:

- Its syntax and semantics is often cryptic and obfuscated; e.g., allowing side-effects anywhere inside expressions.
- The use of “declarators” (as in \( \text{int} \ast (\text{f}[3])(\text{int}); \)) is counter-intuitive and hard to explain.
- Non trivial library functions (e.g., \texttt{printf} and \texttt{scanf}) are required for beginners to write programs that input and output data. The corresponding header files must be included. Pointers are required for \texttt{scanf}.
- Before the simplest program is written, students must see \texttt{int main()} and \texttt{return 0}; unless of course we want to teach them to be sloppy from the first lecture...
- The type system allows programmers to deliberately misuse data and to neglect declaring function prototypes. Both are bad from an educational point of view.

We therefore base CAL on an appropriate “educational subset” of C, which we extend with a number of macros, library functions and one extra feature (call by reference) to suit the needs of our introductory course. The result is a language reminiscent of Pascal but with C notation. All extensions are written with \textit{uppercase letters} (e.g., \texttt{WRITE}), so that students immediately know if something that they have learnt exists in C or is one of our educational extensions. The main characteristics of CAL, whose complete syntax is defined in figure 1, are the following:

- A program is organized as a set of modules, each consisting of constant and type definitions, variable definitions, routine declarations, routine definitions and (optionally) the body of the main program, which must only be present in one module. The visibility of module definitions is controlled with \texttt{PRIVATE} and \texttt{extern}.
- There are \texttt{functions} and \texttt{procedures}, defined with \texttt{FUNC} and \texttt{PROC} respectively; the misleading type \texttt{void} is not used. The main program begins with the special keyword \texttt{PROGRAM}.
- The type system is simplified. There are types for Boolean values (\texttt{bool}, as in C99, with constants \texttt{true} and \texttt{false}), integers (\texttt{int}), characters (\texttt{char}) and real numbers (\texttt{REAL}). There are also enumerations, structures and unions, but these must be defined and given a name before they can be used. Arrays and pointers complete the picture of types. However, the syntax for declarations is very simplified in comparison with C; type synonyms (\texttt{typedef}) can be used for defining, e.g., double pointers, arrays or pointers, pointers to arrays, etc.
- Operators \texttt{NOT}, \texttt{AND}, \texttt{OR} and \texttt{MOD} are synonyms of C’s (not so intuitive) standard operators !, &, &&, || and %.}

---

1. An implementation of CAL, based on GCC and using macros, is available from https://github.com/softlab-ntua/pascal.
Assignment (simple or composite) is a statement. (Alas, for compatibility purposes we have to give up the assignment operator := and accept the commonly used =, which we would prefer not to confuse with the equality operator known from mathematics.) There is just one type of increment and decrement operators (postfix, e.g., x++,), used again as statements. Therefore, expression evaluation cannot contain direct side-effects. Also, we omit bitwise operators and conditional expressions (?:).

We omit the for statement, which is too general for our purposes, and replace it with a FOR statement following the style of Pascal, mentioning the control variable and a (precomputed) range of values that the control variable will take. Using FOR, the maximum number of iterations is always finite and known before the loop starts executing: break and continue can be used to exit the loop and proceed with the next iteration.

The switch statement is sanitized; case labels cannot appear everywhere. Furthermore, clauses are required to end either with a break, or with the new keyword NEXT in order to explicitly proceed to the next clause.

Four kinds of write statements are used for the output of data, allowing any number of arguments of any type, with a number of formatting options that are useful for an introductory course. Library functions read_int, read_real and getchar are used to input data.

The use of pointers has also been sanitized. The connection between pointers and arrays is still present, but it only allows the use of a pointer as an array; no pointer arithmetic is allowed and there is no “address of” operator (&). Pointers are used for dynamic memory allocation; new and delete help students for this purpose (in the spirit of C++, instead of malloc and free in C).

Call by reference is allowed, using the same notation that
C++ uses for references.

IV. Introduction to Programming using CAL

Our course is based on the simplicity philosophy of the great teachers of the 1960s: Dijkstra, Hoare, and Wirth. We only give some highlights for lack of space.

- As early as in the second week, students are able to write simple programs that input, process and output data.
- Control flow and combinatorial calculations.

```c
PROGRAM area_of_circle ()
  WRITE("Give the radius: ");
  REAL r = READ_REAL();
  REAL a = 3.1415926 * r * r;
  WRITELN("The area is: ", a);
}
```

- Recursion. Euclid's algorithm for the greatest common divisor is one of the examples that we use:

```c
FUNC int gcd (int i, int j)
  if (i==0 OR j==0) return i+j;
  else if (i > j) return gcd(i MOD j, j);
  else return gcd(i, j MOD i);
}
```

- Call by reference: e.g., in swap, useful for sorting.

```c
PROC swap (int &x, int &y)
  int t = x; x = y; y = t;
}
```

- Arrays: merge sort and quick sort, which are also examples of recursion.

```c
PROC merge (int a[], int fst, int mid, int lst);
PROC mergesort (int a[], int first, int last)
  if (first >= last) return;
  int mid = (first + last) / 2;
  mergesort(a, first, mid);
  mergesort(a, mid+1, last);
  merge(a, first, mid, last);
}
```

- Dynamic data structures, such as linked lists and trees, e.g., in-situ reversal of a simply linked list.

```c
struct node { int data; struct node *next; };
typedef struct node *list;
PROC reverse (list &l)
  list q = NULL;
  while (l != NULL)
    list p = l;
    l = p->next; p->next = q; q = p;
}
```

When grading, we reward the design of efficient algorithms for solving problems such as the following:

MAXSUM: Read a sequence of $n$ integer numbers (positive, zero, or negative) and output the largest value of the sum of (arbitrarily many) consecutive numbers in the sequence.

We expect students who correctly solve this problem to come up with one of three general types of solutions, or variations thereof. The first, is the obvious $O(n^2)$ algorithm: for all possible starts ($i$) and ends ($j$) of subsequences, calculate the sum and find the largest. The second is the slightly less obvious $O(n^3)$ algorithm that, for every given start ($i$) avoids recomputing the sum of a subsequence from scratch but reuses the sums of smaller subsequences. Finally, the third is a linear algorithm — $O(n)$ time and requiring $O(1)$ memory — which works in a greedy fashion.

```c
PROGRAM maxsum_On ()
  int n = READ_INT();
  int i, sofar = 0, best = 0;
  FOR (i, 0 TO n-1)
    int x = READ_INT();
    sofar += x;
    if (sofar < 0) sofar = 0;
    else if (sofar > best) best = sofar;
  WRITELN(best);
}
```

V. Concluding Remarks

We have presented CAL, a C-like algorithmic language that we advocate for teaching "Introduction to Programming" focusing on problem solving. We discussed the design of CAL, which is essentially a controlled subset of C with some appropriate extensions. We would like to see CAL, or appropriate subsets of it, as a vehicle to teach computer programming to high-school students, making a bridge between mathematics and computer science in secondary education.
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Abstract—In this paper we further investigate nQML, a functional quantum programming language that follows the “quantum data and control” paradigm. We define a semantics for nQML, which translates programs to quantum circuits in the category $\text{FQC}$ of finite quantum computations, following the approach of Altenkirch and Grattage’s QML. This semantics, which coincides with the denotational semantics for nQML over density matrices and unitary transformations, serves as a compiler from nQML programs to quantum circuits. We also provide an implementation of this compiler, written in Haskell, as well as an interpreter for quantum circuits.

I. INTRODUCTION

Quantum computing processes data that is stored in the form of quantum bits (qubits) and, for doing so, it employs quantum mechanical phenomena such as the superposition and entanglement of quantum states. Roughly speaking, a qubit may contain the digit “0”, the digit “1”, or any superposition of these two. Although research towards the manufacturing of quantum computers has not yet led to mature results, quantum circuits seem to be today a commonly accepted model for quantum hardware. Such circuits consist of appropriate formations of quantum gates, acting upon qubits in the same way that classical logic gates act upon bits in ordinary computers.

Most quantum programming languages that have been proposed so far are based on the principle “quantum data, classical control”, that is, on the idea that the execution of a quantum program follows a specific control-flow, exactly as the execution of a program in a classical computer. Such languages allow programmers to use quantum data, in addition to classical, and through their manipulation to implement quantum algorithms. On a different track, we see languages following the “quantum data and control” paradigm. Such languages use quantum control flow; in other words, they allow the execution flow of a program to be in a superposition of various different states in exactly the same way as the quantum data that the program manipulates.

$nQML$ [15], [14] is a high-level functional language based on the concept of “quantum data and control.” It was defined by Lampis et al., inspired by Altenkirch and Grattage’s QML [1], [8], [9], and its main design goal was to give programmers sufficient expressive power to implement quantum algorithms easily, while preventing them from breaking the rules of quantum computation. $nQML$ includes constructs which allow any unitary transformation to be expressed as a program in $nQML$ quite naturally, more or less using the same notation that is used by the designers of quantum algorithms. It also permits quantum measurements to be carried out at any point during the execution of a program.

As explained in the paper defining $nQML$ [14], the relative ease of use of the language comes at the cost of putting aside a number of important practical issues, such as the existence of imperfect quantum hardware, the need for quantum error correction and the fact that every quantum program will eventually have to be implemented as a quantum circuit using only a finite set of quantum gates and, therefore, some of the unitary transformations that $nQML$ allows will have to be approximated. Similar problems were a source of concern for the founders of the classical programming model many decades ago. Fortunately they have been resolved and their solutions have been abstracted in such a way that people who use modern high-level programming languages need not know anything about them. The same can and must be done for quantum programming languages and, therefore, such issues should be tackled not by the designer and users of a quantum programming language, but by the architect of a quantum computer, the designer of its operating system and, to a lesser extent, the designer of the compiler.

In order to demonstrate the feasibility of using $nQML$ as a quantum programming language and to draw attention to the assumptions that are necessary and to the problems that remain to be resolved, in this paper we define a compiler for $nQML$, targeting quantum circuits in the category $\text{FQC}$ of finite quantum computations [1], [8]. We also provide an
implementation of the compiler in Haskell, as well as an interpreter for quantum circuits in FQC. The combination of these two can be used for the execution of quantum programs and for a direct comparison with the original definition of the language, using denotational semantics over density matrices and unitary transformations [14].

The rest of the paper is structured as follows. In section II we give the syntax of the language nQML and explain its constructs. Section III contains a description of the quantum circuits that we will use as the target language for our nQML compiler, which is in turn defined in section IV. Section V contains a number of examples in nQML, corresponding to well known quantum algorithms, and the quantum circuits in which they are compiled. We conclude with an exposition of related work, followed by some remarks and directions for future work.

Due to space limitations, in this paper we do not have the luxury to explain how quantum programming works. It is assumed that the reader is familiar with the basics of quantum computation and quantum circuits. There are several introductory books [3], [12], [24], [16], as well as publicly available manuscripts and course material on this field.

II. THE LANGUAGE nQML

The syntax of nQML is given by the following grammar. It is assumed that \( x \) is a variable identifier and \( \lambda \) is a complex constant. The grammar defines two syntactic classes. Quantum expressions are denoted by \( c \); they represent quantum programs and their syntax is similar to that of QML. Classical expressions are denoted by \( c \); they are only needed in the quantum transformation construct \( |e\rangle \rightarrow x, x'. c \) and they can represent two types of information: a structure of classical bits or a complex number.

\[
e ::= x \mid \{ (\lambda) \text{qfalse} \} + (\lambda') \text{qtrue} \mid \text{let } x = e_1 \text{ in } e_2 \mid (e_1, e_2) \mid \text{if } (x_1, x_2) = e_1 \text{ in } e_2 \mid e \rightarrow x, x'. c \mid (e_1, e_2) \mid \text{let } (x_1, x_2) = e_1 \text{ in } e_2 \mid \text{if } c \text{ then } e_1 \text{ else } e_2 \mid |e\rangle \rightarrow x, x'. c
\]

\[
c ::= x \mid \text{false} \mid \text{true} \mid \lambda \mid \text{let } x = e_1 \text{ in } e_2 \mid (e_1, e_2) \mid \text{let } (x_1, x_2) = e_1 \text{ in } e_2 \mid \text{if } c \text{ then } e_1 \text{ else } e_2 \mid \text{int } c \mid c_1 + c_2 \mid c_1 - c_2 \mid c_1 \ast c_2 \mid c_1/c_2 \mid \ast c
\]

Variables in nQML are viewed as references to quantum information that is stored in a global quantum state. There are two types of quantum information: qubits and products. A new qubit is allocated in the quantum state when the superposition operator \( \{ (\lambda) \text{qfalse} + (\lambda') \text{qtrue} \} \) is used, in the same way that new objects are allocated on the heap when a data constructor is used in a functional programming language. Products are introduced and eliminated with the constructs \((e_1, e_2)\) and \(\text{let } (x_1, x_2) = e_1 \text{ in } e_2\). nQML also features three control constructs:

- \(\text{ifm } e \text{ then } e_1 \text{ else } e_2\): It conducts a measurement on \( e \), which must be of type qubit. Depending on the result, it executes one of its branches. It is similar to a classical random branching, based on a toss of a biased coin with probabilities depending on the state of the qubit being measured.
- \(e \rightarrow x, x'. c\): A generic means of expressing any unitary transformation, which has to be relied upon when a transformation cannot be easily broken down to a set of controlled operations, expressible with if. Its advantage is that, rather than forcing programmers to precompute and provide the whole unitary matrix of the transformation, whose size is exponential in the number of qubits that it affects, it allows them to express that matrix as a complex function of the input and output state of the transformed qubits. This leads to a succinct and clear expression of many useful quantum algorithms, such as the Deutsch-Jozsa or Grover’s algorithm that are described in Section V.

In quantum pseudocode notation, all unitary transformations can be expressed in the form:

\[
|i\rangle \rightarrow \sum_{j=0}^{2^n-1} f(i, j) |j\rangle
\]

where \(f(i, j)\) is a function of the input state \(i\) of the quantum register and its output state \(j\). The construct \(|e\rangle \rightarrow x, x'. c\) allows the programmers to use precisely this natural notation: the classical variables \(x\) and \(x'\) denote the register’s input and output state and the classical expression \(c\) denotes the function’s body.

From this notation, if the function \(f\) is known, the unitary matrix can be easily constructed by taking \(S_{ij} = f(i, j)\). Of course, not all functions \(f\) result in unitary matrices and the type system of nQML cannot efficiently decide whether the resulting transformation is indeed unitary. The type system of Altenkirch and Grattage’s QML is able to do that, at the expense of making the size of the program exponential and complicating the typing with orthogonality constraints.

nQML admits a simple type system and denotational semantics [14]. By simple, we mean that both use structures and techniques that are typical in the study of classical programming languages of similar size and complexity.

The main novelty of nQML’s type system is that the type of a quantum expression conveys information which reveals the exact qubits of the quantum state in which the expression’s value resides. Qubit aliasing is allowed in such a way that the “no cloning” and “no dropping” principles are not violated. Programmers have the look-and-feel of a classical programming language, without linearity restrictions. The type system can be extended to support polymorphic higher-order
functions, where polymorphism is over the exact qubits of the quantum state that are used for representing data [14].

Quantum types, in the type system of nQML, are defined by the grammar

$$\tau ::= \text{qbit}[n] \mid \tau_1 \otimes \tau_2$$

where $$n$$ is the exact qubit of the state that is used, e.g., an expression has type qbit[5] if its value is stored in the 5th qubit of the state. This information is used to make sure that the same qubit cannot be used twice in a transformation.

There are two typing relations: $$\Gamma; n \vdash \tau : \tau$$ is for type checking pure quantum expressions (i.e. without measurements); on the other hand, $$\Gamma; n \vdash e : \tau$$ is for type checking arbitrary quantum expressions. We refer to both by the term $$\Gamma; n \vdash e : \tau$$, allowing the superscript * to be either * or empty. As the types of nQML convey information regarding the position of qubits in the quantum state, the typing relation is forced to process and propagate such information. In $$\Gamma; n \vdash e : \tau$$, the natural number $$n$$ appearing on the left side of the relation stands for the number of qubits of the original quantum state, before $$e$$ starts evaluating. The natural number $$m$$ appearing on the right side of the relation stands for the number of new qubits that are allocated during the evaluation of $$e$$. The typing rules are defined in [14].

The denotational semantics of nQML is based on the use of density matrices to describe quantum states. The meaning of a well-typed nQML program is a function from density matrices to density matrices and describes the program’s effect on an arbitrary quantum input state. Pure well-typed programs, i.e., programs which conduct no measurements, are also assigned a meaning in the form of a unitary matrix which describes the program’s effect on an arbitrary input state becomes the target state.

III. QUANTUM CIRCUITS

Quantum circuits are one possible model of quantum computation. We extend the Haskell data type proposed by Altenkirch and Grattage [6], [8] by adding one more constructor for arbitrary unitary matrices (Unit), which will be the target of nQML’s $$\mid e \rangle \rightarrow x, x'. c$$ construct.

```haskell
data Circ = Rot (C,C) (C,C) |
           Wire [Int] |
           Par Circ Circ |
           Seq Circ Circ |
           Cond Circ Circ |
           Unit (Matrix C)
```

The set of quantum circuits operating on a state of $$n$$ qubits are defined inductively using these constructors:

- Rotation Rot$$(\lambda_0, \lambda_1)(\kappa_0, \kappa_1)$$: introduces a new unitary transformation on one qubit ($$n = 1$$), defined by the following matrix, where $$\lambda_0^*\kappa_0 + \lambda_1\kappa_1^* = 0$$.

$$\begin{pmatrix}
\lambda_0 & \lambda_1 \\
\kappa_0 & \kappa_1
\end{pmatrix}$$

- Wire reordering Wire $$p$$: reorders the qubits in the state.

In all circuits, the numbers next to the wires denote multiplicity, i.e., the number of qubits in the state. If $$n_1 = n_2 = n_3 = n_4 = 1$$, the reordering shown above would be encoded in Haskell by Wire $$(1,3,0,2)$$.

- Parallel composition Par $$c_1 c_2$$: combines $$c_1$$ and $$c_2$$ in parallel, adding the number of qubits in their states.

- Sequential composition Seq $$c_1 c_2$$: combines $$c_1$$ and $$c_2$$ in sequence. The two circuits must have a state of $$n$$ qubits, where $$n$$ is also the number of qubits in their composition.

- Conditional Cond $$c_1 c_2$$: creates a conditional circuit that is controlled by an extra qubit. The two circuits must have a state of $$n$$ qubits, whereas the number of qubits in the conditional circuit is $$n + 1$$.

- Arbitrary unitary matrix Unit $$C$$: creates a circuit with a state of $$n$$ qubits corresponding to the unitary matrix $$C$$. Such a circuit must in general be approximated by an appropriate composition of elementary quantum gates.

Reversible finite quantum circuits form the category $${\mathcal{Q}}C_{R}$$, whose objects are states of $$n$$ qubits and morphisms are unitary.
transformations. Following Altenkirch and Grattage [6], [8], we define two larger categories, FQC and $FQC^\circ$.

Circuits in $FQC$ are not necessarily reversible: they can also contain measurements and/or qubit initializations (which also amount to measurements). To model circuits in $FQC$, we separate a number of qubits of the input state, which we call $heap$, and a number of qubits of the output state, which we call $garbage$. Qubits in the heap are considered to be initialized to $[0]$. Qubits in the garbage are measured and discarded. When drawing circuits, we denote the heap and garbage by terminating lines. It must be $n + h = m + g$.

$$
\begin{array}{ccc}
\text{n} & \text{c} & \text{m} \\
\text{h} & \text{g}
\end{array}
$$

Also, the category $FQC^\circ$ is a subset of $FQC$ where circuits are allowed to have a heap, but not garbage. Such circuits are pure, in the sense that they do not contain measurements, and can be modelled by unitary transformations between pure quantum states. It must be $n + h = m$.

$$
\begin{array}{ccc}
\text{n} & \text{c} & \text{m} \\
\text{h}
\end{array}
$$

Obviously, $FQC^\supseteq \subseteq FQC^\circ \subseteq FQC$.

IV. A Compiler for nQML

Following the compilation approach used by Altenkirch and Grattage [6], [8] we use the typing relation for compiling (pure and impure) quantum expressions. However, in contrast to the approach used for QML, the process is not guided by the linear type system, deciding how to split the wires of the input state. Instead, purity information and the numbers $n$ and $m$ from nQML’s typing information are used.

If $e$ is a pure quantum expression such that $\Gamma; n \vdash e : \tau; m$, then $e$ is compiled to a circuit in $FQC^\circ$ which has an input state of $n$ wires plus $m$ wires of heap and an output state of $n + m$ wires (without garbage). We draw this as follows:

$$
\begin{array}{ccc}
\text{n} & \text{e} & \text{n+m} \\
\text{m}
\end{array}
$$

On the other hand, if $e$ is an impure quantum expression such that $\Gamma; n \vdash e : \tau; m$, then $e$ is compiled to a circuit in $FQC$ which has an input state of $n$ wires plus $h > m$ wires of heap and an output state of $n + m$ wires plus $g$ wires of garbage. It must be $h = m + g$. We draw this as follows:

$$
\begin{array}{ccc}
\text{n} & \text{e} & \text{n+m} \\
\text{h} & \text{g}
\end{array}
$$

Fig. 1 shows how nQML constructs are compiled to circuits. The compilation process is based on the typing of expressions.

- **Superposition.** A new qubit is added to the state corresponding to $(\{\lambda\} q_{false} + (\lambda') q_{true})$. The remaining $n$ qubits of the state are unaltered, whereas the new qubit is initialized with the transformation matrix:

$$
\begin{pmatrix}
\lambda & \lambda' \\
\lambda' & -\lambda
\end{pmatrix}
$$

- **Let construct and products.** Although the typing rules for these three constructs (simple let, product formation and product elimination) are different when it comes to the types of the participating expressions, they are all the same w.r.t. the number of qubits in the state and they produce the same quantum circuit, which is essentially the sequential composition of two expressions.

- **Quantum conditional.** In the typing of if $e$ then $e_1$ else $e_2$, the condition is the $k$-th qubit of the state and the pure expressions $e_1$ and $e_2$ are not allowed to refer to the $k$-th qubit (as the environment $\Gamma_k$ suggests in the figure). The circuit corresponding to condition $e$ is generated first and the $k$-th qubit of the output state is isolated. This qubit controls the conditional circuit of $e_1$ and $e_2$. Notice that it is not strictly true that this conditional circuit is composed of $e_1$ and $e_2$. First of all, we have to translate away the (unused) $k$-th qubit, by inductively transforming the circuits corresponding to $e_1$ and $e_2$. Then, we have to extend the input state of the smallest of the two circuits, so that both expect an input state of $n + m + 1 + \max(m_1, m_2)$ qubits.

- **Measurement.** The difference between the quantum conditional and the measurement is that (a) impure expressions are allowed in branches, (b) the branches can use the qubit of the condition, and (c) the qubit of the condition is measured at the end of the circuit. In order to be used by the two branches and (at the same time) be measured at the end, the qubit of the condition must be duplicated (creating a quantum entanglement). This is achieved by using one extra qubit and the controlled CNOT gate. The two expressions may, of course, use the measured value of this qubit. Notice that this is the only circuit which explicitly creates garbage, by measuring the qubit of the condition. Also, this is one of the two circuits that explicitly use qubits from the heap (the other one is generated by superposition).

- **Unitary transformation.** In $[e] \rightarrow x, x', c$, it is assumed that $c(x, x')$ defines an arbitrary unitary transformation on states of $n + m$ qubits, and this transformation is applied to the result of expression $e$.

The implementation of our compiler applies several simple optimizations to the generated quantum circuits.\(^1\) In general,
Superposition:
\[ \Gamma; n \vdash (x) \{ q_{\text{false}} + (x') q_{\text{true}} \} : \text{qbit}[n]; 1 \]

Let and products:
\[ \Gamma; n \vdash (e_1, e_2) : \tau; m_1 + m_2 \]
\[ \Gamma; n \vdash (x_1, x_2) = e_1 \text{ in } e_2 : \tau; m_1 + m_2 \]

where:
\[ \Gamma_1; n \vdash e_1 : \tau_1; m_1 \]
\[ \Gamma_2; n + m_1 \vdash e_2 : \tau_2; m_2 \]

Quantum conditional:
\[ \Gamma; n \vdash \text{if } e \text{ then } e_1 \text{ else } e_2 : \tau; m + \max(m_1, m_2) \]

where:
\[ \Gamma; n \vdash e : \text{qbit}[k]; m \]
\[ \Gamma; n + m \vdash e_1 : \tau; m_1 \]
\[ \Gamma; n + m \vdash e_2 : \tau; m_2 \]

Measurement:
\[ \Gamma; n \vdash \text{if } m \text{ then } e_1 \text{ else } e_2 : \tau; m + \max(m_1, m_2) \]

where:
\[ \Gamma; n \vdash e : \text{qbit}[k]; m \]
\[ \Gamma; n + m \vdash e_1 : \tau; m_1 \]
\[ \Gamma; n + m \vdash e_2 : \tau; m_2 \]

Unitary transformation:
\[ \Gamma; n \vdash (e) : \tau; m \]

where:
\[ \Gamma; n \vdash e : \tau; m \]
\[ c(x, x') \] defines a unitary transformation on \( n + m \) qubits

the implementation is written in Haskell; it targets the polymorphic language described in [14] and consists of:
- a parser,
- a type checker,
- a first interpreter, based on the denotational semantics of nQML, using density matrices and unitary transformations,
- the compiler from nQML to quantum circuits, defined in this paper, and
- a second interpreter, based on the simulation of quantum circuits generated by our compiler.

The implementation checks that the outputs of the two interpreters coincide, thus testing the correctness of our compiler.

V. EXAMPLES

In this section, we outline the use of nQML and its compiler with two relatively simple but historically important examples:
- Deutsch’s algorithm for testing whether a function on one bit is balanced or constant [4], and Grover’s algorithm for searching an unsorted database [11].

We begin by providing a couple of auxiliary functions, not and had, that will be useful in both examples. They correspond to the NOT gate and the Hadamard gate. Their definitions can be given by simple unitary transformations.

\[
\text{def not } q = |q\rangle \rightarrow x, x'.
\]
\[
\text{if } x' = x \text{ then } 0 \text{ else } 1;
\]
\[
\text{def had } q = |q\rangle \rightarrow x, x'.
\]
\[
(\text{if } x \text{ then } (\text{if } x' \text{ then } -1 \text{ else } 1) \text{ else } 1) / \text{sqrt}(2);
\]

The syntax of function definitions in nQML follows the proposed extension with polymorphic functions [14]. Such functions could be treated as macros by the compiler. We will also abbreviate tuples of more than two elements by writing \((x, y, z)\) instead of \((x, (y, z))\). Furthermore, we will...
Fig. 2. The circuit produced for Deutsch’s algorithm, where \( f \) is the parameter: the function that we want to determine if it’s constant or balanced.

use \( q_{true} \) as syntactic sugar for \( \{0\} q_{false} + (1) q_{true} \) and \( q_{false} \) as syntactic sugar for \( \{1\} q_{false} + (0) q_{true} \).

A. Deutsch’s Algorithm

Deutsch’s algorithm (later generalized by Deutsch and Jozsa) was one of the first quantum algorithms to be studied. Supposing that we have a function \( f(x) : \{0, 1\} \rightarrow \{0, 1\} \), we want to determine whether this function is constant, i.e., \( f(0) = f(1) \), or balanced, i.e., \( f(0) \neq f(1) \), by just computing it once.

There is obviously no classical solution to this problem. The quantum solution employs the trick of computing the function once, with a superposition of the two inputs, then appropriately measuring the result. (The interested reader is referred to the introductory literature in quantum computations for analyses of the algorithm and proofs of correctness.) In nQML, it can be written as follows. The measurement of \( \text{had} \ i \) gives 1 if function \( f \) is balanced and 0 if it is constant.

```
def Deutsch f =
    let (i, j) = (had qfalse, had qtrue) in
    let r = if f i then j else not j in
    ifm had i then qtrue else qfalse;
```

The circuit that our compiler produces for this program (just measuring the result and excluding the new qubits for the branches of \( \text{ifm} \)), is shown in Fig. 2.

B. Grover’s Algorithm

As a second example, let us see an implementation of Grover’s fast database search. Consider an unsorted database with \( N = 2^n \) entries and the problem of finding the index of a particular database entry that satisfies some criterion. To simplify things, let us assume that \( c \) denotes the index that we are searching for. We first need to implement the query operator, which is a transformation corresponding to a matrix which has 0 everywhere, 1 along the primary diagonal and \(-1\) at the element with coordinates \((c, c)\).

```
def query q = |q> -> x, x’.
    if x = x’ then
        if int x = c then -1 else 1
    else 0;
```

We now define the diffusion operator, a transformation corresponding to the matrix \( 2P - I \), where \( P \) a matrix with \( 2^{-n} \) everywhere.

```
def diffusion q = |q> -> x, x’.
    if x = x’ then 2 / (2^n - 1) else 2 / (2^n);
```

The algorithm proceeds by repeated iterations of queries and diffusions. Let us now consider the most simple application of Grover’s algorithm: searching in a space of size \( N = 4 \) (with \( n = 2 \) qubits). In this special case, one iteration is enough to produce the correct result with certainty:

```
def grover2 =
    let qs = (had qfalse, had qfalse) in
diffusion (query qs);
```

In the general case, \( O(\sqrt{N}) \) iterations of the two operators are required to obtain the result with a high probability. Consider \( N = 16 \) (with \( n = 4 \) qubits). Three iterations suffice:

```
def grover4 =
    let qs = (had qfalse, had qfalse, had qfalse, had qfalse) in
    let step1 = diffusion (query qs) in
    let step2 = diffusion (query qs) in
    let step3 = diffusion (query qs) in
    qs
```

The circuit that our compiler produces for \( \text{grover4} \) is shown in Fig. 3. The result is implicitly measured.

VI. RELATED WORK

The design of quantum algorithms, such as Shor’s algorithm for the factorization of integer numbers in polynomial time [21] and Grover’s algorithm for searching an unordered list of \( n \) elements in \( O(\sqrt{n}) \) time [11], has shown that the quantum model of computation is strictly more powerful than the classical model; although both can compute the same set of functions, some functions can be computed in the quantum model strictly faster than in the classical one. Quantum algorithms are usually studied at a low level, either expressed directly in the form of quantum circuits or using appropriate mathematical models. The fact that reasoning about quantum circuits is no easier than reasoning about their classical counterparts has given rise to quantum programming languages, that is, languages that allow programmers to implement quantum algorithms and make use of the added power of the quantum computational model, while respecting its special restrictions.

Knill’s conventions for quantum pseudocode [13] was the first proposed formal language for the description of quantum algorithms, tightly connected with the Quantum Random Access Machine. Since then, several quantum programming languages have been proposed; the reader is referred to an excellent (although slightly outdated) survey of the emerging field [5]. Ömer’s QCL is an imperative language with quantum primitives and automatic quantum scratch space management [17]. Moreover, van Tonder has proposed a \( \lambda \)-calculus for higher-order quantum programs without measurements [22]. Both languages, however, do not compile to quantum circuits and, in the case of van Tonder’s \( \lambda \)-calculus, it is not clear how this can be done. Sanders and Zuliani have defined qGCL, an extension of Dijkstra’s guarded command language [18], and they have shown how to compile qGCL to a form of assembly language for a quantum computer [25].
Selinger’s QPL is a language following the paradigm “quantum data, classical control” [20]. It is functional in nature, although from a programmer’s point of view it looks more imperative than functional. QPL allows the programmer to access both classical and quantum memory and includes high-level features such as loops and recursion. Program control is strictly classical and quantum branching can only be implemented indirectly with appropriate unitary transformations. The denotational semantics of QPL is given in the form of superoperators on density matrices. A higher-order extension of QPL in the form of a quantum lambda calculus has also been proposed by Selinger and Valiron [19]. In the same paradigm, Green et al. have recently defined Quipper [10], a functional, higher-order quantum programming language designed to be used for implementing large-scale quantum algorithms. They have shown how programs can be compiled to quantum circuits consisting of a large number of gates.

On the other hand, Altenkirch and Grattage’s QML is a functional language that follows the paradigm “quantum data and control” [1], [7], [8]. QML comes with a linear type system prohibiting implicit weakening, which would lead to implicit measurements and quantum collapse. The authors describe a way to compile QML programs to quantum circuits in the category FQC of finite quantum computations [6], [9]. Variables in QML correspond to wires in the produced quantum circuit and thus have to be shared implicitly when they are used in several places in a program so as not to break the “no cloning” rule. This sharing of wires is monitored by a linear type system. Altenkirch and Green have recently presented a monadic purely functional interface to quantum programming (the QIO monad) and they provide an implementation in the form of a quantum DSL in Haskell [2]. Again, there is an almost direct translation from QIO to quantum circuits. A similar embedding in Haskell, in the form of arrows, is proposed by Vizzoto et al. [23].

VII. CONCLUDING REMARKS

We have defined a compiler for quantum programs written in the language nQML that follows the paradigm “quantum data and control”. The compiler targets quantum circuits in the category FQC of finite quantum computations, defined by Altenkirch and Grattage. We have implemented our compiler as part of nQML’s implementation, which is publicly available.

The real challenge in quantum programming, and a definite direction for future work, is the integration of features that are at a higher-level than quantum gates and unitary transformations, for example, reversible binary arithmetic, quantum data structures, etc. The proper integration of such features in quantum programming languages is a hard problem in terms of language design and usability, especially if one wants to keep compatibility with the way in which quantum algorithms are expressed (mostly by non-programmers) today.
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Abstract—This paper describes how to use conventional parser generation tools for the development of JSON processing applications. According to the resulting grammar-driven development approach, JSON processing applications are architected as syntax-directed translators. Thus, the core part of these components can be described in terms of translation schemata and can be automatically generated by using suitable parser generators. It makes it possible to specify critical parts of the application (those interfacing with JSON documents) by using high-level, grammar-oriented descriptions, as well as to promote the separation of JSON processing concerns from other application-specific aspects. In consequence, the production and maintenance of JSON processing applications is facilitated (especially for applications involving JSON documents with intricate nested structures, as well as for applications in which JSON formats are exposed to frequent changes and evolutions in their surface structures). This paper illustrates the approach with JSON-P as the generic JSON processing framework, with ANTLR as the parser generation tool, and with a case study concerning the development of a player for simple man-machine dialogs shaped in terms of JSON documents.
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I. INTRODUCTION

JSON (JavaScript Object Notation) [15][34] is a data exchange format based on a subset of the JavaScript programming language that in recent years has achieved enormous relevance in industry. Indeed, many times JSON results in a more natural mechanism for representing data structures than other alternative formats (e.g., XML [25], which is more suitable for representing hierarchical data). In fact, JSON makes it possible to use collections of name-value pairs and ordered sequences of values, which mirrors the typical data included in mainstream programming languages structures (records, objects or hash tables for collections of name-value pairs, and arrays or lists for ordered sequences of values). This JSON feature makes it natural to map JSON documents to data structures in a target programming language. Still, since JSON is based on text encoding, it is independent from particular programming languages and binary formats; indeed, it can be inspected and, with some effort, interpreted by humans, which facilitates development, debugging and system interconnection tasks. Finally, JSON has also found an important application area as a storage format in non-relational database systems [12][24].

As any other data interchange enabling technology, the success of any development based on JSON relies on finding suitable ways of processing JSON documents in the resulting applications. For this purpose, multiple technologies for processing JSON documents have been proposed, which can be classified into two broad categories:

- **Specific processing technologies.** With these artifacts, it is possible to carry out specific-purpose processing tasks (e.g., querying and document transformation). Examples of these proposals are [5][10][18]. While these technologies are easy to use, due to their specific and task-oriented nature, the main drawback of this task-specific approach is the need to find suitable specific technologies for each particular processing task.

- **Generic processing technologies.** These technologies make it possible to achieve any processing task. They are provided by libraries and frameworks for JSON manipulation embedded as part of a general-purpose programming language. Examples of these technologies include those that perform marshalling and unmarshalling between JSON documents and data structures [23], and frameworks for parsing JSON documents [4][11][13][14][16][19][22][29]. In addition, although these technologies can be used to address any processing task, they are substantially more difficult than specific technologies, resulting in higher development and maintenance efforts.

Regardless of their scope of applicability, the aforementioned processing approaches are data-oriented in nature, in the sense of conceiving JSON documents as mere data containers, and JSON processing as the mapping of this data into data structures in the host languages. However, since JSON is a formal language, an alternative, language-oriented, approach is possible. This approach will be focused on computer language processing aspects instead of a data marshaling / un-marshaling perspective. In particular, it will be possible to characterize types of JSON documents as formal grammars, and then to orchestrate the processing of these documents according to a syntax-directed processing model. Indeed, the characterization of JSON documents as formal grammars is consistent with schema languages like JSON Schema [17]. Thus, the proposed language-oriented (or, more specifically, grammar-oriented) approach goes a step further, by conceiving processing tasks of JSON documents being carried out by syntax-directed language processors operating on these
JSON documents. In turn, these language processors can be developed by using dedicated compiler construction tools (parser generators like JavaCC [21], ANTLR [27] or CUP [3], in particular). This approach exhibits the advantages of the variety and stability of these tools, the high level of abstraction to specify the processing (indeed, the approach brings the advantages of task-specific strategies to general-purpose processing settings), greater simplicity in application maintenance, and naturalness for addressing efficient stream-based processing.

This paper describes this grammar-oriented approach to the development of JSON processing applications. The rest of the paper is structured as follows: Section II provides a short introduction to JSON. Section III outlines the grammar-oriented approach. Section IV shows how the approach can be actually implemented by combining a concrete JSON processing framework (JSON-P) with a concrete parser generation tool (ANTLR). Section V illustrates how the approach can be applied to concrete scenarios with the development of a JSON-based application for playing human-computer dialogs. Finally, Section VI provides some conclusions and lines of future work.

II. JSON

As indicated earlier, JSON is a lightweight text-based notation for encoding data structures. Thus, this notation rules how to encode data structures as text entities, known as JSON documents. For this purpose, JSON distinguishes among the following kind of data:

- **Basic data**: (double precision floating-point) numbers, strings (double-quoted sequences of Unicode characters, with standard scape conventions), Booleans (true and false), and the null value.
- **Compound data**: arrays (ordered sequences of comma-separated values, delimited by [ and ]), and objects (unordered, comma-separated, collections of key-value pairs delimited by { and }; each key-value pair is in the form key: value, where key is, in turn, a string).

Using these somewhat simple conventions, JSON makes it possible to represent data structures of arbitrary complexity (it is very similar to what happens with s-expressions in LISP [1], or with XML markup). This flexibility, together with its seamless integration with JavaScript, explains the successful adoption of JSON as an enabling technology for web development, where, for instance, it has become a de facto standard for data exchange in RESTful service-oriented architectures [30].

Figure 1 illustrates the use of JSON to represent a labeled directed graph with a JSON document. The encoding conventions followed should be apparent from the JSON document itself. It reveals another important feature of JSON: since it is a text-based format, with a little effort it can become understandable to developers. Thus, it facilitates making a good amount of system internals accessible both for humans and machines in terms of JSON documents.

III. THE GRAMMAR-DRIVEN APPROACH TO THE DEVELOPMENT OF JSON APPLICATIONS

In addition to the textual encoding of data structures, JSON documents can be conceived as sentences in a formal language. Indeed, when JSON is used to encode a particular kind of data structure (e.g., labeled directed graphs, as in Figure 1), it is possible to distinguish a subset of JSON documents that meaningfully represents instances of such a data structure. This subset of documents, in turn, can be thought of as defining another formal language: the language of the JSON documents allowable in the particular application domain. Thus, it is possible to apply to JSON similar principles to those used in other analogous fields, like XML (i.e., distinction between well-formed and valid documents, and characterization of document types with formal grammars). In particular, the use of formal grammars to describe JSON documents in a given application domain acquires full meaning. This paradigmatic bias (i.e., going from a data-oriented perspective to a linguistic, grammar-oriented one) leads to the grammar-driven approach presented in this paper.

The grammar-driven approach can be derived by first considering the structure of a standard syntax-directed translator (Figure 2a). This structure comprises two basic components:

- The **scanner** that is in charge of tokenizing input sentences.
- The **translator**, a parser augmented with semantic actions that, when acting on the token sequence produced by the scanner, is able: (i) to recognize this sequence of tokens as belonging to the input language, or otherwise to reject it as invalid, (ii) to arrange it according to its underlying syntactic structure, and, (iii) to process it by firing the semantic actions.
As is widely acknowledged by the programming language community, this organization results in a processing model especially suited for stream processing, which, under reasonable assumptions, is able to behave in an extremely efficient way [2]. In addition, both the scanner and the translator can be automatically generated from high-level specifications (regular expression-based ones concerning the scanner; translation schemata—i.e., context-free grammars augmented with semantic actions, concerning the translator) [2]. Indeed, generation tools like JavaCC, ANTLR or CUP greatly facilitate this development task.

The next step is to adapt classic syntax-directed organization to JSON processing. For this purpose, the scanner in Figure 2a can be replaced by a new component: the JSON scanning wrapper (Figure 2b). When operating on JSON documents, this component will map the logical structure of these documents into sequences of tokens, as expected by a syntax-directed translator. It is important to notice that the provision of this component does not rely on the programming of a new generic JSON processor. On the contrary, this component can be meaningfully piggybacked on an existing JSON processing framework (like JSON-simple [19] or JSON-P [16]).

Once this replacement is accomplished, the rest of the organization remains unchanged, as evidenced by Figure 2b. In particular, it is still possible to specify processing (this time of JSON documents) by using high-level translation schemata, and to automatically turn these specifications into efficient implementations by using parser generation tools. Therefore, tools like JavaCC, ANTLR and CUP take a new and unpredicted role, as tools for developing efficient, stream-oriented, JSON processing applications.

Thus, notice that this grammar-driven development approach makes it possible to make up grammar-driven production environments for JSON processing applications by combining a suitable parser generation tool with a general purpose JSON processing framework. The adaptation between the two components will be performed by means of a JSON scanning wrapper, which will be dependent on the particular parser generation and processing framework. Beyond this specific component, the approach is nicely independent of the particular parser generator and processing framework chosen.

Concerning the use of this kind of grammar-oriented environments in the actual development of JSON applications, it involves:

• Customizing the JSON scanning wrapper to tokenize the logical structure of the JSON documents involved in the application. It can be readily done by providing a mapping table associating a distinct token with: (i) each key in each object, (ii) the object opening and closing marks (i.e., { and }), (iii) each possible basic value in the document (i.e., number, string, true and false). The other structure in the document (e.g., ordered sequences in lists) can be characterized in purely grammatical terms. For instance, Figure 3 depicts the mapping table for the example of labelled graphs in section II.

Figure 3. Mapping table for documents like those of Figure 1.

<table>
<thead>
<tr>
<th>JSON Element</th>
<th>Token Kind</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;nodes&quot;</td>
<td>NODES</td>
</tr>
<tr>
<td>&quot;arcs&quot;</td>
<td>ARCS</td>
</tr>
<tr>
<td>&quot;source&quot;</td>
<td>SOURCE</td>
</tr>
<tr>
<td>&quot;target&quot;</td>
<td>TARGET</td>
</tr>
<tr>
<td>&quot;label&quot;</td>
<td>LABEL</td>
</tr>
<tr>
<td>{</td>
<td>OO</td>
</tr>
<tr>
<td>string</td>
<td>STRING</td>
</tr>
</tbody>
</table>

Figure 4. (a) Structure of graph-description JSON documents, (b) description of the structure of an arc object using standard EBNF notation.
In particular, we propose to describe objects by expressions in the form \{ k_1 m_1: V_1, \ldots, k_n m_n: V_n \}, where each \( k_i \) is a distinct key name, each \( V_i \) is a EBNF expression characterizing the structure of the allowable values for \( k_i \), and each \( m_i \) is a modifier controlling the occurrence of key-value pairs of the kind \( k_i: v \) in actual documents. In this expression, the order of appearance of the key-value pairs does not matter. In addition, key-value pairs in the form \( k_i: v \) must occur

(i) exactly one time if \( m_i \) is omitted,
(ii) zero or one time if \( m_i \) is set to \( ? \),
(iii) zero or more times if \( m_i \) is set to \( * \), and
(iv) one or more times if \( m_i \) is set to \( + \).

For example, Figure 4a characterizes the grammatical structure of the documents involved in the graph example of the previous section using standard EBNF augmented with this convention.

- **Encoding the grammatical structure in the parser generation tool.** While in principle it could be possible to translate such a structure to pure EBNF (and thus, to pure BNF) notation(s), the lack of order of key-value pairs in objects can make this direct approach cumbersome, since it could involve enumerating all the possible permutations of key-value sequences (see Figure 4b). Thus, it is possible to use additional semantic facilities in the generator to facilitate such an encoding (e.g., validating semantic actions, semantic predicates ...)

- **Augmenting the grammar with semantic contexts and semantic actions in order to characterize the processing task as a syntax-directed translation process.** The result is a translation scheme, which will be dependent on the parser generator adopted.

- Providing the additional machinery necessary to complete the processing application. Depending on the kind of application, it could include data visualization facilities, database support, a domain model to be instantiated as result of processing the JSON document, etc. In any case, it is interesting to provide a suitable facade in terms of which of the semantic actions in the translation scheme can be written. This facade will be called a semantic module.

- **Generating the JSON processing component from its specification as a translation scheme.** For this purpose, the parser generator is used.

- **Gluing it all together in a suitable main program able to launch the application itself.** It is worthwhile to notice that, as a consequence of this grammar-oriented approach, applications are split into two well-differentiated layers:
  - A linguistic layer, which is declaratively described as a translation scheme expressed in the specification language of the parser generator.
  - An application logic layer, which is given in terms of conventional software components interfaced by the semantic module.

It leads to an interesting division of labor among developers specialized in JSON processing using formal grammars, and more conventional developers specialized in the development of more conventional application / business logics. The linguistic layer takes care of the orchestration of conventional application logic components, each of which can largely be provided in isolation from the others. In turn, this orchestration is directed by the grammatical structure that underlies the
JSON documents, and it can be described and maintained at a high level, using declarative, grammar-based, specifications, instead of being expressed in a more conventional general-purpose programming language.

IV. GRAMMAR-DRIVEN DEVELOPMENT WITH JSON-P AND ANTLR

In this section we show how to enable the grammar-driven approach by combining JSON-P and ANTLR:

• JSON-P (Java API for JSON Processing) is a general-purpose JSON processing framework for Java [16]. It defines an API for mapping JSON documents into tree-like representations (the equivalent to DOM in the XML world), and another API to process JSON documents in a streaming fashion.

• ANTLR [27] is a multi-language parser generation tool, which is able to generate recursive descent parsers that combine many of the more recent parsing tendencies: the use of prediction automata for unlimited lookahead (achieved by the LL(*) parsing method), the use of semantic predicates, and the use of backtracking and tabulation to mimic packrat parsing [8] (see [28] for a more in-depth description of ANTLR internals). This combination of parsing technologies, together with their support for multiple implementation languages (among them, Java) makes this tool one of the more widely used worldwide.

Concerning JSON-P, this combination uses its facilities for JSON streaming processing. In particular, JSON-P provides a pull API similar to StAX in the XML world, which is especially well suited for its combination with ANTLR-generated parsers, since it can naturally work as a scanner for such a parser. In this way, the JSON Scanning Wrapper in this combination (see Figure 5a):

• Encloses a JSONParser instance (i.e., an instance of the pull streaming processing artifact provided by JSON-P)

• Can be customized by an instance of a suitable TokenMapper implementation, which actually characterizes the mapping tables (Figure 5b)

• Extends the ANTLR Lexer class. In particular, it implements the nextToken method to return ANTLR CommonToken instances representing the tokens associated with the JSON logical elements. Figure 5c shows an excerpt of this method in our combination.

In this way, in the resulting environment:

• The customization of the JSON Scanning Wrapper involves: (i) providing a suitable implementation of the TokenMapper interface (each method in this interface determines how to map relevant JSON elements into types for ANTLR tokens), and (ii) specializing JSONScannerWrapper to use such an implementation as a customization table.

• The encoding of the grammatical structure can take advantage of ANLTR validating semantic predicates to simplify the description of object expressions in the augmented EBNF notation. Indeed, \{k1, m1: V1, ..., kn, mn: Vn\} is represented by OC ((vp1 K1 V1 a1) | ... | (vpn Kn Vn an))* CC vf where: (i) \(K_i\) is the type of token corresponding to \(k_i\), (ii) \(a_i\) is a semantic predicate registering the number of times that \(k_i\) has occurred, (iii) \(vp_i\) is a semantic predicate that validates whether \(K_i\) can occur, (iv) \(vf\) is a semantic predicate validating whether all the mandatory key-value pairs have appeared, and (v) \(OC\) and \(CC\) are respectively the object opening and closing tokens. Figure 6 pro-

![Figure 6. ANTLR encoding of the rule for arc in Figure 4a.](image-url)

![Figure 7. (a) Dialog semantic model;(b) Snapshot for the Dialog player.](image-url)
vides an example concerning the EBNF structure provided in Figure 4a.

- Then, additional semantic context and semantic actions can be added to the resulting ANLTR grammar to configure the specification of the JSON processing component as a translation scheme. Once this translation scheme is processed with the ANLTR tool to yield the Java implementation, the corresponding Lexer class must be replaced by the customization of the JSON Processing Wrapper, in order to make the parser actually operate on the logical structure of the JSON documents.

V. CASE STUDY: GRAMMAR-DRIVEN DEVELOPMENT OF A JSON-CUSTOMIZABLE INTERACTIVE APPLICATION

This section describes how we have applied the grammar-driven development model defined in the previous sections to the implementation of an interactive application oriented to play dialogs between the user and the computer\(^1\). These dialogs can be described using JSON documents. Subsection V.A describes how the interactive application behaves and how the dialog documents are structured. Then, subsection VB details the grammar-driven development of this application.

A. The dialog player

The dialogs played by our application are based on the Socratic Tutorials developed by Prof. Alfred Bork’s team during the eighties of the past century [6]. They obey the semantic model in Figure 7a. Thus, when playing a dialog (Figure 7b):

- The application proffers a speech. It is a chunk of text that can be read by the user.
- Then it displays a repertory of possible interactions and lets the user select one of them.
- When the user selects the interaction, the application gives him/her an associated feedback.
- Finally, it either continues with other speeches or ends the execution.

The application can be customized with dialogs described as JSON documents. Indeed, these documents are a possible concrete syntax for the semantic model depicted in Figure 7a. In this way:

- Dialogs are represented by objects with a “Dialog” key. The value of this key is a sequence of speeches.
- Each speech is, in turn, represented by an object that includes: (i) a mandatory “idSpeech” key, whose value identifies the speech in the JSON document (this value will be used for referencing the speech from other places in the document), (ii) an optional “isInitial” key, whose value, when true, indicates the speech starts the dialog, (iii) a mandatory “utterance” field that includes the text to be proffered by the machine, and (iv) an optional “interactions” field containing a sequence with all the possible interactions (if a speech without interactions is reached, the player ends the execution).
- Finally, interactions are represented by objects including: (i) a mandatory “reaction” key representing the actual text of the interaction, (ii) a mandatory “feedback” key representing the text of the feedback, and (iii) a mandatory “nextSpeech” representing the speech that continues the dialog; its value can be either another speech description, or the id of other speech in the dialog.

Figure 8 shows an excerpt of JSON document describing a dialog.

B. Grammar-Driven Development

The operation of the dialog player described in the previous subsection is as follows:

- It processes the input JSON document in order to instantiate the semantic model in Figure 7a.
- Then it plays the dialog by a direct interpretation of the semantic model instance.

While the interpretation stage is straightforward once the semantic model has been instantiated, the instantiation process is considerably more cumbersome, due in part to the changing and evolving nature of the concrete JSON encoding. Thus, the player can be meaningfully architected according to the grammar-driven approach as follows:

- The instantiation of the semantic model is developed in grammatical terms, using JSON-P and ANTLR.
- The semantic module is implemented as a façade class providing instantiation operations as methods, as well as a couple of tables required during the instantiation process: one table mapping ids into Speech instances, and another table mapping ids into Interation instances whose next speeches are those associated to such ids.
- The semantic model itself, along with the player shell, constitute the application-specific logic.

\(^1\) It is actually a simplification of the real system in order to fit the space constraints of the paper. The actual system is closer to that described in [33].
The main gluing program performs the instantiation, and then activates the player with the resulting semantic model instance.

Thus, the organization is very similar to that of applications built using DSL construction frameworks such as Eclipse XText [7] (in this case, input descriptions are encoded in JSON instead of a domain-specific syntax, however).

Concerning development details, Figure 9a shows an excerpt of the token mapping table. As indicated in Section IV, it involves implementing the TokenMapper interface, as made apparent in Figure 9a. Notice that, in this implementation, actual token codes are taken from the DialogParser class. This will be the parser class generated by ANTLR. Therefore, token names must be kept consistent throughout this mapping table and the subsequent ANTLR grammar.

Once the mapping table is available, it is possible to customize the JSON Scanner Wrapper. As indicated in Section IV it involves to subclass JSONScannerWrapper in order to install an instance of the mapping table provided (Figure 9b).

The name given to this subclass must be consistent with the name of the lexer to be generated by ANTLR.

Next step, the most relevant one, is to characterize the syntactic structure of the JSON documents, then to encode this structure as an ANTLR grammar following the patterns given in Section IV, and finally to augment this grammar with suitable semantic actions. Figure 9c shows the resulting ANTLR translation scheme.

Then the semantic class that implements the semantic module can be provided (Figure 9d). In this class, in addition to creating a new speech, the newSpeech method back-patches all the interactions referring to such a speech, which is consistent with the usage of the operations in the ANTLR grammar.

Next step is to generate all the parsing code from the ANTLR grammar, and to replace the DialogLexer generated by that shown in Figure 9b. Finally, the application-specific logic and the main launching program must be provided, which constitutes a routine programming task.

Figure 9. (a) Implementation of the mapping table for the Dialog case-study; (b) specialization of the JSONScannerWrapper; (c) ANTLR grammar for the processing of JSON Dialog Documents; (d) semantic module.
VI. CONCLUSIONS AND FUTURE WORK

In this paper, we have shown how to combine generic, stream-oriented, JSON processing frameworks with parser generators in order to facilitate the development of JSON processing applications. The resulting approach is aware of the grammatical nature of JSON documents and enables the specification of JSON processing tasks at a higher and more declarative level than that provided by general-purpose programming languages. Contrary to proposals like [9], formal grammars in our proposal operate on the logical structure of JSON documents instead of on the raw text of these documents. In this sense, our proposal is aligned with our previous works in XML processing [31][32], in which we proposed similar grammar-driven models for processing XML using grammars and parser generators.

Currently we are working on the implementation of an environment for providing more assistance to our grammar-driven development process model. We also are planning to use attribute grammars [20][26] as specification mechanisms of JSON processing tasks, parallelizing our previous work in the XML world [31]. Finally, and although our first tests with developers are satisfactory, we plan to carry out a more systematic comparative study of our approach with more conventional approaches to JSON processing.
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Abstract—The paper presents the semantics for the time version of the Alvis modelling language. Alvis combines possibilities of formal models verification with flexibility and simplicity of practical programming languages. The considered time Alvis language is suitable for formal verification of real-time systems. The paper contains description of: the Alvis time model, states and transitions between states and snapshot reachability graphs that represent models state spaces in the form of directed graphs.

I. INTRODUCTION

Costs of creating and maintaining embedded software draw attention of producers to formal methods. There are more and more attempts to provide methods and tools to improve the concurrent systems development [6], [9]. Alvis combines a formal approach with engineering-like look and style. It is hiding most of the formal side from users but not losing any part of it. Alvis is a modelling language being developed at AGH-UST in Krakow, Department of Applied Computer Science (http://fm.kis.agh.edu.pl).

Previous research on Alvis has been mainly concerned with the untimed version of the language with $\alpha^0$ system layer (multiprocessor environments). The syntax of Alvis which is common for all language versions can be found in [21]. Formal semantics of the untimed version of Alvis has been presented in [22]. This version of Alvis has been successfully used for formal verification of concurrent systems e.g. for BPMN models [23] which may include rule-based systems [18] designed with the XTT2 method [11], [15] or as D-nets [24].

The aim of the paper is to present a draft of semantics for the time version of Alvis with $\alpha^0$ system layer which allows users to assign to every model statement its duration. Then the set of reachable states of such a model is represented in the form of SR-graph and is used for its verification with model checking techniques [2]. SR-graphs provide the possibility of formal verification of real-time requirements. In contrast to other formalisms like time automata [1], Petri nets with time [10], [17] or multi-agent systems [5], Alvis syntax is very similar to procedural programming languages and the method of model states description is similar to information provided by software debuggers. The idea of SR-graphs has been shortly introduced in [19]. This paper contains formalised and more detailed description of it.

II. ALVIS AT A GLANCE

Alvis combines advantages of high level programming languages with a graphical language for modelling interconnections between subsystems (called agents) of a concurrent system. Agents are divided into active and passive. Active agents perform some activities and are similar to tasks in Ada programming language [4]. By contrast, passive agents do not perform any individual activities and are similar to protected objects (shared variables). Passive agents provide other agents with a set of procedures (services). An Alvis model is composed of three layers. A communication diagram (graphical layer) is used to describe a modelled system from the control and data flow point of view. Examples of such diagrams are given in Fig. 1 and 6. Active agents are drawn as rounded boxes while passive ones as rectangles. Ports used for communication are drawn as circles placed at the edges of the corresponding figures. Alvis agents communicate with each other using communication channels drawn as lines. The code layer is used to define behaviour of agents. It uses a set of Alvis statements and some elements of the Haskell functional programming language [16]. Despite of the fact that Alvis has its origin in the CCS process algebra [14] and the XCCS language [3], [20], it does not use algebraic equations to describe the behaviour of agents but a high level programming language. The system layer is predefined and defines the hardware environment for a model. In this paper we consider models with the $\alpha^0$ system layer that denotes that each active agent has access to its own processor and if possible agents perform their steps concurrently. For more details see [21] or the project website.

An Alvis model semantics find expression in a labelled transition system (LTS graph). Execution of any language statement is expressed as a transition between formally defined states of such model. An LTS graph is an ordered graph with nodes representing states of the considered system and edges representing transitions among states. Examples of Alvis LTS graphs are given in Fig. 2, 3, 5 and 7. Alvis LTS graphs can be verified using the CADP toolbox [8]. We use CADP evaluator tool to check whether the model satisfies requirements given as regular alternation-free $\mu$-calculus formulas [7], [13].

III. ALVIS TIME MODEL

The Alvis time model is based on the idea of a global clock used to measure the duration of model steps. The language provides carefully selected set of statements sufficient to describe the behaviour of individual agents. Each of them can have duration assigned which is provided by a user as
Let us consider the simple model of two communicating active agents shown in Fig. 1. Each agent performs two steps: entering a loop and a communication. Agent $X_1$ sequentially sends signals via port $X_1.p$ (hence $X_1.p$ denotes port $p$ of agent $X_1$), while agent $X_2$ sequentially collects signals via port $X_2.q$. If an untimed Alvis language is considered, the LTS graph represents all possible execution paths as shown in Fig. 2. The LTS graph labels point out steps performed by agents.

**Definition 1:** A state of an agent $X$ is a tuple

$$S(X) = (am(X), pc(X), ci(X), pv(X))$$ (1)

where $am(X)$, $pc(X)$, $ci(X)$ and $pv(X)$ denote agent mode, program counter, context information list and parameters values of the agent $X$ respectively.

The following modes are possible. **Finished** ($F$) means that an agent has finished its work. **Init** ($I$) is the default mode for agents that are inactive in the initial state. **Running** ($R$) means that an agent is performing one of its statements. **Taken** ($T$) means that one of the passive agent procedures has been called and the agent is executing it. For passive agents **waiting** (W) means that the corresponding agent is inactive and is waiting for another agent to call one of its accessible procedures. For active agents the mode means that the corresponding agent is waiting either for a communication with another active agent or for a currently inaccessible procedure of a passive agent.

The **program counter** points out the current statement of an agent. The context information list contains additional information about the current state e.g. if an agent is in the waiting mode, $ci$ contains information about events the agent is waiting for. The set of admissible entries used in $ci$ lists is given in Table II. The **parameters values list** contains the current values of the corresponding agent parameters, if such parameters (variables) have been defined in the agent code.

A state of a model is represented as a sequence of agents states [22], [12]. We will use letter $S$ with possible index to denote states. If necessary, $am$, $pc$, $ci$, $pv$ will be indicated by indexes $S$, $S'$ etc. to point out the state they refer to.

If durations of steps are taken under consideration, we cannot consider states of a system in the same way as previously. For example, state 3 in the untimed LTS graph shown in Fig. 2 represents the situation when agent $X_1$ has already finished two of its steps, while agent $X_2$ still remains in its initial state. Such situation is not possible in time models. Assume steps durations for all steps in the considered model are equal to 1. It means that both agents start execution of their first steps in the same time, so after 1 time-unit the system changes its state from 0 to 4. Finally, the LTS graph for the model is reduced to the one shown in Fig. 3. Labels of edges in the presented graph are of the form $steps/t$, where $t$ stands for the duration of the steps performed simultaneously. The change of the state from 4 to 0 is the result of synchronous communication between agents which is denoted by symbol $\rightarrow$ instead of a comma.

Alvis uses three statements that use time explicitly:

- **delay** $t$ – postpones an agent for a given time;
- **alt** (delay $t$) ( . . . ) – defines a branch of the select statement that is open after the given time;
- **loop** (every $t$) ( . . . ) – repeats loop contents every specified number of time-units.

Let us focus on the step idea. It is necessary to distinguish between code statements and steps. Most of the Alvis statements e.g. **exec**, **exit**, etc. are **single-step** statements. By contrast, **if**, **loop** and **select** are **multi-step** statements. We use recursion to count the number of steps for multi-step statements. For each of them, the first step enters the statement interior. Then we count steps of statements put inside curly brackets. From theoretical point of view steps are described as transitions. The formal description of Alvis provides definitions of results of any transition execution. Such formal semantics for untimed models is presented in [22]. The time aspect of transitions is considered in Section IV.

Suppose the code layer for the communication diagram in Fig. 1 is implemented as shown in Fig. 4. Agent $X_1$ starts its
loop every 10 time-units and sends a signal via port \( p \) inside the loop. Behaviour of agent \( X2 \) is defined as an infinite loop with a \texttt{select} statement inside. The statement contains two branches. First one is open (can be performed) if port \( q \) can be immediately used to collect a signal (i.e. agent \( X1 \) has already sent a signal via port \( p \) which is connected with \( q \)).

Inside the branch agent \( X2 \) collects a signal via port \( q \) and is postponed for 1 time-unit. Second branch is open 2 time-units after entering the \texttt{select} statement. Inside the branch agent \( X2 \) performs the empty statement.

Assume steps durations for all steps performed by agents \( X1 \) and \( X2 \) are defined as given in Table I. Let us focus on the initial state \( S_0 = ((X, 1, [\text{null}], ()) , (X, 1, [\text{null}], ())). \) When the \( \alpha^0 \) system layer and timed Alvis language are considered it is assumed that agents execute their steps as soon as possible. Thus, both agents are running their first steps (\texttt{loopevery(X1)} and \texttt{loop(X2)}) concurrently and after one time-unit the state \( S_1 = ((X, 2, [\text{timer(1,9)], ()}, (X, 2, [\text{null}], ()) ) \). The \texttt{timer(1,9)} entry used in \( X1 \) agent context information list points out that the next loop course can start after 9 time-units. There are two steps \( \text{out}(X1.p) \) and \texttt{select(X2)} enabled in the state 1. Because step \texttt{out}(X1.p) takes 3 time-units, while \texttt{select(X2)} takes 2 time-units, we cannot present the result of these transitions execution as a state similar to state 1. After 2 time-units when step \texttt{out}(X1.p) is still under execution and after 3 time-units when step \texttt{out}(X1.p) is finished, agent \( X2 \) could be executing another step – this is not the case in this model due to the lack of an open branch for the \texttt{select} statement. The solution for the problem is a snapshot [19] i.e. a state that presents the considered system with some steps under execution. We can take a snapshot every 1 time-unit but we are interested only in such snapshots when at least one step has finished its execution.

An LTS graph with snapshots will be called \textit{snapshot reachability graph} or SR-graph for short. A part of the SR-graph for the model in Fig. 4 is shown in Fig. 5. State 2 represents the time point when agent \( X2 \) has finished step 2 and is waiting for an open branch of the \texttt{select} statement, while agent \( X1 \) is still performing step \texttt{out}(X1.p). The \texttt{sft} (step finish time) entry used in \( X1 \) context information list points out the number of time-units necessary to finish the current step. State 4 represents the time point when agent \( X1 \) is waiting for a timer event to restart the loop. The event will be generated in 4 time-units. State 5 represents the time point when both agents are waiting for timers’ events. Agent \( X2 \) is waiting for the end of the postpone time. The \textit{time} label of the edge from state 5 to 6 denotes the passage of time.

### IV. Transitions

Let \( \mathcal{P} \) denote the set of all model ports. For this paper we define Alvis models as follows [22].

**Definition 2:** A \textit{communication diagram} is a triple \( D = (A, C, \sigma) \), where: \( A = \{ X_1, \ldots, X_n \} \) is the set of agents consisting of two disjoint sets, \( A_A, A_P \) such that \( A = A_A \cup A_P \), containing \textit{active} and \textit{passive} agents respectively; \( C \subseteq \mathcal{P} \times \mathcal{P} \) is the \textit{communication relation}, such that: (1) a connection cannot be defined between ports of the same agent; (2) procedure ports are either input or output ones i.e. ports defined as procedures are used to transfer signals (values) either to or from a passive agent; (3) a connection between an active and a passive agent must be a procedure call; (4) a connection between two passive agents must be a procedure call from a non-procedure port. Function \( \sigma: A_A \rightarrow \{ \text{False, True} \} \) is the
start function that points out initially activated agents.

Definition 3: An Alvis model is a triple $A = (D, B, \alpha^0)$, where $D = (A, C, \sigma)$ is a communication diagram, $B$ is a syntactically correct code layer, and $\alpha^0$ is the $\alpha^0$ system layer. Moreover, each agent $X$ belonging to the diagram $D$ must be defined in the code layer and each agent defined in the code layer must belong to the diagram.

Definition 4: A state of a model $A = (D, B, \alpha^0)$, where $D = (A, C, \sigma)$ and $A = \{X_1, \ldots, X_n\}$ is a tuple $S = (S(X_1), \ldots, S(X_n))$. The initial state is defined as follows:

- $\alpha(X) = X$, for any active agent $X$ such that $\sigma(X) = True$; $\alpha(X) = I$, for any active agent $X$ such that $\sigma(X) = False$; $\alpha(X) = W$, for any passive agent $X$;
- $pc(X) = 1$ for any active agent $X$ in the running mode and $pc(X) = 0$ for other agents.
- $ci(X) = \{\} \forall X$ for any active agent $X$; and $ci(X)$ contains names of accessible procedures for any passive agent $X$.
- For any agent $X$, $pv(X)$ contains $X$ parameters with their initial values.

Table II contains all possible entries that can be included into a context information list and the relationships between the entries and an agent mode.

Let $B(X)$ denote an agent $X$ code, $\text{card}(B(X))$ denote the number of steps in $B(X)$, $B(X) \in \{\text{delay, exec, exit, if, in, jump, loop, loopevery, null, out, select, start}\}$ denote the name of the agent $X$ $i$-th step, and $N(t)$ denote the name of the transition $t$ (possible values are the same as for steps). The set of all transitions available for a particular model will be denoted by $T$. Moreover, let $\Delta(X, k)$ denote the duration of the $k$-th step of agent $X$.

Let us consider the model given in Fig. 6. It contains two active agents $A$ and $B$ that can communicate directly or using passive agent $C$. Agent $A$ inside the infinite loop performs a select statement and waits at most 3 time-units for a communication via port $p$. In case of a timeout, agent $A$ sends a signal via port $q$. Agent $B$ inside its periodic loop picks 0 or 1 at random and depending on the result collects a signal via port $p$ or $q$. Agent $C$ provides two procedures that are accessible depending on the value of parameter $n$. It works like a buffer for a single signal. The comments included into the code contain steps numbers and durations.

Definition 5: Assume $A = (D, B, \alpha^0)$ is an Alvis model with the current state $S$ and $X \in A_A$. A transition $t \in T$ is enable in the state $S$ with respect to $X$ if and only if $X$ is in the running mode, the program counter points out step $t$, $X$ has not called a procedure and the step $t$ is not already in progress. The fact that a transition $t$ is enabled in a state $S$ with respect to an agent $X$ and that a state $S'$ is the result of executing $t$ in $S$ will be denoted by $S \rightarrow_t S'$.

The paper [22] contains formal description of all possible transitions for untimed Alvis models. In this section we will focus on description of the differences between untimed and time versions of the language.

Let $pvS(X)|_{x=w}$ denote the list of parameters values $pvS(X)$, but with the parameter $x$ assigned to a new value $w$. If $X \in A_A$, $S \rightarrow_{exec} S' \rightarrow S''$, and a parameter $x$ is assign a value $w$ with the corresponding exec statement, then for an untimed model the state $S'$ is defined as folows: $S'(X) = (X, nextpc(S(X)), cisS(X), pvS(X)|_{x=w})$, if $nextpc(S(X)) \neq 0$, and $S'(X) = (F, 0, [], pvS(X)|_{x=w})$ otherwise, where $nextpc$ function determines the next program counter for an agent [22]. Moreover, $S'(Y) = S(Y)$ for any other agent $Y$.

The transition is defined in a similar way for the time Alvis language. The basic difference concerns $ci$ list with entries referring to time. Let $\Delta$ denote the duration of the considered step. Then, in case of $nextpc(S(X)) \neq 0$, we have $S'(X) = (X, nextpc(S(X)), update(cisS(X), \Delta), pvS(X)|_{x=w})$, where the function update replaces entries $timer(s, n)$ with $timer(s, n - \Delta)$ if $n > \Delta$ and with $timeout(s)$ otherwise.

It should be stressed that the update function must be applied to context information lists of all agents in the considered model but it is not enough to determine the new state for the model. If after an $ci$ update the list contains a $timeout(s)$ entry and the agent is in the waiting mode in the current state, then the corresponding agent may change its mode (to running) and program counter. For example, after execution of the delay d statement, agent switches to the waiting mode. Then after $d$ time-units (if the statement is not the last one in the main block or a procedural block) the agent switches back to the
Table II

<table>
<thead>
<tr>
<th>agent X</th>
<th>ams(X)</th>
<th>cci(X) entry</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>active</td>
<td>X</td>
<td>sft(n)</td>
<td>the current step will be finished in ( n ) time-units</td>
</tr>
<tr>
<td>passive</td>
<td>T</td>
<td>proc(Y,b,a)</td>
<td>X has called the Y,b procedure via port a and this procedure is being executed in the X agent context</td>
</tr>
<tr>
<td>active</td>
<td>X, W</td>
<td>timer(n,t)</td>
<td>a time event for the step number ( n ) will be generated in ( t ) time-units</td>
</tr>
<tr>
<td>passive</td>
<td>T</td>
<td>timeout(n)</td>
<td>a time event for the step number ( n ) has been generated but it has not yet been served</td>
</tr>
<tr>
<td>active</td>
<td>W</td>
<td>in(a)</td>
<td>X waits for a communication via port a (( a ) is the input port for the communication); ( T ) is the type of the expected value</td>
</tr>
<tr>
<td>passive</td>
<td>T</td>
<td>out(a)</td>
<td>X waits for a communication via port a (( a ) is the output port for this communication)</td>
</tr>
</tbody>
</table>

The process of a new state determination is complex due to necessity of consideration of all concurrent steps and optimisation of the number of states in the SR-graph. The optimisation refers to skipping snapshots that differ from their predecessors only in parameters of \( sft \) and \( timer \) entries in the corresponding context information lists. We can distinguish the following stages of a new SR-graph node generation:

- determination of the set \( T_1 \) of all transitions that are in progress;
- determination of the set \( T_2 \) of all transitions that start performing a new step;
- determination of the new state \( S' \) on the assumption that all steps from \( T_1 \cup T_2 \) are performed concurrently.

A state \( S \) is called dead, iff sets \( T_1 \) and \( T_2 \) are empty in \( S \) and does not exist an agent with \( cci \) list containing a \( timer \) entry.

Assume all steps have assigned non-zero durations. Firstly, we determine the new state \( S' \) as the state 1 time-unit later than \( S \). If state \( S' \) differs from \( S \) only in parameters of \( sft \) and \( timer \) entries (parameters are decreased by 1) then we skip that state and calculate the new state 2 time-units later than \( S \), etc. Otherwise, the state \( S' \) is a new node in the SR-graph.

If we allow zero duration for at least one step then as additional state \( separators \) are used changes of agents program counters values. In other words, a label in an SR-graph cannot contain two steps performed by the same agent.

Let us focus on \( t_{delay} \) and \( t_{loopevery} \) transitions. Suppose, \( X \in A_A, S \sim t_{delay}(X) \rightarrow S', d > 0 \) is the argument of the \( delay \) statement and \( \Delta \) is the duration of the considered step. Then: \( S'(X) = (W, pcS(X), update(\text{cci}(X), \Delta) \oplus timer(pcS(X), d), psS(X)) \), where \( \oplus \) adds the \( timer \) entry at the end of the list.

Suppose, \( X \in A_A, S \sim t_{loopevery}(X) \rightarrow S' \) and \( d > 0 \) is the loop period. Then: \( S'(X) = (X, nextpc(S(X)), update(\text{cci}(X) \oplus timer(pcS(X), d), \Delta), psS(X)) \).

Activity of passive agents is defined similarly as for active ones but a passive agent context (i.e. the active agent that called the procedure in progress) must be taken under consideration [22].
To illustrate presented definitions let us consider a part of the SR-graph for the considered model that is shown in Fig. 7. Let us consider sample states and transitions between them.

- **State 1:** The $ci$ list of agent $B$ contains entry $timer(1, 5)$ referring to the periodic loop.
- **States 2 and 3:** The states differ in the value of the parameter of agent $B$. After execution of $select$ step, agent $A$ switches to waiting mode, because all branches are closed; $ci$ list contains $guard$ and $timeout(2, 3)$ entries, because $A$ waits either for guard satisfaction or timeout.
- **State 4 → 6:** The duration of $in(B, g)$ step is 3 time-units, but state 6 is present in the SR-graph, because of agent $A$ state change. After lapse of 2 time-units (referring to state 4) entry $timer(2, 2)$ was updated to $timeout(2)$ and the agent switched mode to $running$ and its program counter was set to 4. At the same time $ci$ list of agent $B$ contains $sft(1)$ entry.
- **State 7 → 9:** In the case of time models readiness of a port for a communication is stated just after commencement (rather than completion) of a communication via this port. After the lapse of 1 time-unit from starting executing $in(B, p)$ step, the condition of the first branch of $select$ statement is satisfied, so agent $A$ switches to $running$ mode and performs steps from the branch.
- **State 7 → 8:** Steps $out(A, p)$ and $in(B, p)$ are performed at the same time as a synchronous communication. In time models communication is considered as synchronous, when intervals of execution of steps $in$ and $out$ overlap partially at least. Such communication is completed when both steps are finished.
- **State 8:** The $timer(1, 1)$ entry in agent $B$ context information list was updated to $timeout(1)$. The periodic loop cannot be restarted because agent $B$ still waits for availability of the called procedure.
- **State 9 → 10:** The execution of agent $C$ $exec$ step finishes procedure $q1$. Because procedure $q2$ has been already called agent $C$ starts it immediately.

V. **Summary**

The formal description of time Alvis models and the set of transition rules for such models have been considered in the paper. The transition rules provide in fact an algorithm for SR-graphs generation that represent state spaces for such models. It should be stressed that an SR-graph is strictly dependent on the steps duration. For example, if we change the integers presented in Table I we will receive another SR-graph with possibly another paths. An SR-graph enables to check whether a given path (a sequence of steps) is possible to be executed for a given steps durations. We can also determine the minimal and maximal times of passing between two given states, i.e. we can, for example, determine the maximal time of reaction of our system to an event. Moreover, SR-graphs enable us to verify all classic properties like live-locks, deadlocks, process starvation etc. What is more important, the verification of these properties takes time dependencies under consideration. The future work will focus on implementation of algorithms for verification time requirements automatically.
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Abstract—Design patterns codify general solutions to frequently encountered design problems. They also facilitate writing robust and readable code. Their usage happens to be particularly profitable if the documentation of the resulting system is lost, inaccurate or out of date. In reverse engineering, detection of instances of design patterns is extremely helpful as it aids grasping high level design ideas. However, the actual instances of design patterns can diverge from their canonical textbook templates. Useful pattern detection tools should thus be able to identify not only orthodox implementations but also their disparate variants. In this paper, we present a method to generate queries to detect canonical instances of design patterns. We formulate these queries so that they are language-agnostic. They precisely reflect the intents of the canonical implementations of design patterns. However, they abstract from any peculiarities of programming languages. Next, we show a systematic technique to relax these queries so that they also cover variant implementations of patterns. We discuss our proof-of-concept implementation of this approach in our prototype tool D-CUBED. Finally, we report the results of an experimental comparison of D-CUBED and state-of-the-art detectors.

I. INTRODUCTION

A DESIGN pattern [1] is a general reusable solution to a commonly occurring problem in software design. Design patterns facilitate forming quality designs. As well as being useful in the construction of software systems (forward engineering), they also aid analysing existing systems (reverse engineering).

Detection of design patterns is an important part of reverse engineering. There are a significant number of large software systems without proper documentation that nevertheless need to be maintained, extended, or modified. In such cases, reverse engineering is necessary. However, the process is usually time-consuming and error-prone, as most of the core analysis must be performed manually and some important aspects can be omitted. Detection of design patterns automates extraction of high-level design concepts, which helps gaining a better understanding of code and makes analysis more efficient in terms of time and cost. Moreover, detection of design patterns can aid documenting code (e.g., generating or verifying documentation) or assessing its quality (e.g., using metrics based on design patterns).

In recent years, we have observed a continual improvement in the field of automatic detection of design patterns in source code. Existing approaches [2]–[13] can detect a fairly broad range of design patterns, targeting structural as well as behavioural aspects of patterns. Until recently, the research in the field of pattern detection has focused on novel approaches. However, the papers [14], [15] highlight the importance of the accuracy (precision and recall) of detection methods.

To achieve high recall, we need to reduce the number of false negative results. For a design pattern detection method, this minimization of false negatives means that the method should be capable of detection of numerous implementation variants that preserve the meaning of a design pattern, even though the details of their implementations do not follow the canonical implementation. Therefore, following the advice of [14] that emphasises the importance of "a common set of patterns, both structural as well as behavioural, with well-defined implementation variants", we focus on a systematic approach to detect variants of design patterns.

The analysis of implementation variants revealed highly diverse ecosystem of possibilities. For a simple design pattern like the Singleton, we have identified 7 elemental variants as presented in [16]. For another design pattern like the Visitor, we have also identified several significantly different implementations as presented in [17]. Considering further combinations of those elemental variants, it seemed infeasible to enumerate all available variants of design patterns, thus we sought an automated way to generate them. As a starting point we assumed the canonical implementation of design patterns as described in [1]. In [18], we introduced pattern-preserving transformations that enable transforming an implementation variant of a design pattern into a new one while preserving the design pattern.

In this paper, we extend our method of detecting design patterns (based on first-order logic formulae as described in [13]) to include a systematic approach to relaxing queries capable of detecting implementation variants of design patterns.

Contributions of this paper are as follows:

1) We present a systematic approach to the construction of queries to detect implementation variants of design patterns. The approach is based on the application of specific and generic pattern-preserving transformations of a Prolog query representing the canonical variant of a design pattern.

2) As a proof-of-concept for Contribution 1, we present queries capable of detecting variants of the Singleton
design pattern.
3) We evaluate our prototype tool (D-CUBED) with relaxed variant queries and compare it with two state-of-the-art pattern detectors (PINOT, DPD Tool).

II. METHOD

Our method of detecting variants of design patterns consists of the following steps (see Figure 1):
1) A transformation of the UML class diagram of the canonical implementation of a design pattern to a logic query;
2) An application of specific pattern-preserving query transformations;
3) An application of generic pattern-preserving query transformations;

The starting point of the method is the UML class diagram of the canonical implementation of a design pattern. We define a canonical implementation as the original implementation provided by the authors of a design pattern (e.g., Gang of Four in their book [1]). Through a set of transformations applied to the UML diagram of the canonical implementation of a design pattern, we obtain a disjunction query used to detect the variants of this pattern.

In [18], we introduced the concept of pattern-preserving code transformations, i.e., code transformations that preserve the intent of a design pattern. They were used to generate the implementation variants of design patterns in order to create test cases for pattern detectors. Here, we introduce a corresponding concept of pattern-preserving query transformations, which relax queries to extend their capabilities of detecting more implementation variants of design patterns.

In Step 1: Direct Transformation of UML to Logic, we transform the class diagram of the canonical implementation of a design pattern represented in UML to a formula using our custom metamodel (see Section II-A) expressed in logic. The output formula is a conjunction of predicates from our metamodel, describing such features as classes along with their fields and methods. Occasionally, we may need to add additional clauses to a conjunction query in order to represent important implementation details of a design pattern which are described in UML comments, other UML diagrams, or in the description of the pattern.

In Step 2: Specific Pattern-Preserving Query Transformations, we apply specific pattern-preserving query transformations to the query constructed in Step 1. Specific pattern-preserving query transformations are based on the concept of specific pattern-preserving transformations introduced in [18]. Each of them is a code transformation characteristic to a particular design pattern that preserves its intent. If such a transformation is applied to a correct implementation variant of a design pattern, it will produce a new correct variant. Exemplary specific pattern-preserving query transformations can be found in Section III.

In Step 3: Generic Pattern-Preserving Query Transformations, we apply generic pattern-preserving query transformations to the queries obtained in Step 2. Similarly to a specific pattern-preserving transformation, a generic pattern-preserving query transformation is based on the concept of a generic pattern-preserving transformation introduced in [18]. It is a code transformation referring to generic programming (e.g., abstractness, invocation, access modifiers) that preserves the design intent. The detailed description of generic pattern-preserving query transformations can be found in Section II-D.

The final query to detect the variants of a given design pattern is the disjunction of the relaxed queries constructed in Step 3.

A. Program Metamodel

The program metamodel used in our detection method has been introduced in [13]. It consists of a set of core elements and a set of relationships among those elements, both structural and behavioural. The metamodel has been designed to be “as simple as possible, but not simpler”, yet it is powerful enough to model a large set of object-oriented languages.

The program metamodel consists of the following core elements (Figure 2): types, fields-or-variables, operations, and instances. Most of them have their obvious object-oriented meaning. A type denotes either a class, an interface or any other language-specific data type construct (like Java enum). A field-or-variable includes two cases: (1) an instance field or static field of a class or an interface, and (2) a variable that is not a field e.g. a global variable (irrelevant to Java but not to C++). Similar to the field-or-variable element, an operation also covers two cases: (1) a method declared in a type, and (2) a function e.g., a global function. An instance has been defined as an equivalence class of the relation “objects
constructed by the same new”. All objects instantiated by the same new statement are treated as a single instance.

The extensional Prolog predicates describing core elements include: isClass, isInterface, isEnum, isPrimitive, isType, isClassifier, isField, isVariable, isFunction, isMethod, isParameter, and others.

The elemental structural relations describe the relationships among core elements of a program, including memberships (i.e., fields and methods), modifiers (e.g., static, abstract, and access modifiers), and type system. The extensional Prolog predicates representing the elemental structural relations include: isFieldOf, isMethodOf, hasParameter, hasReturnType, hasModifier, isTypeOf, isSubtypeOf, and others. The intensional predicates isTypeOf* and isSubtypeOf* are the transitive closures of isTypeOf and isSubtypeOf respectively.

The elemental behavioural relations mostly refer to a data-flow and a call-flow, including instantiation as a specific call to a new operator. The extensional Prolog predicates representing the elemental behavioural relations include: invokes, instantiates, hasInput, hasOutput, and others. The intensional predicates invokes* and instantiates* are the transitive closures of invokes and instantiates respectively.

In order to illustrate the semantics of the predicates representing relations, here we present the definitions of hasInput and hasOutput, two exemplary predicates related to the call-flow of a program:

hasInput

hasInput(F, I), if and only if there is a potential execution path where the instance I is passed as one of the input parameters or as a part of an input parameter to the operation F.

hasOutput

hasOutput(F, I), if and only if there is a potential execution path where the instance I is the output value or a part of the output value of the call to the operation F. The output means a return value as well as an output parameter.

B. UML to Logic Transformation

By a logic query we understand a set of Horn [19] clauses as used in logic programming. These logic queries operate on the program metamodel from Section II-A. We treat UML class diagrams of design patterns as queries to a codebase. Therefore, we translate the codebase queries in the form of the UML class diagrams to the logic queries operating on the metamodel.

The algorithm to transform a class diagram to a logic query is as follows:

1) For each class and interface in a class diagram, we produce a conjunction of predicates, describing the type (isClass or isInterface), its subtypes (isSubtypeOf), and its modifiers (hasModifier).
2) For each method in a class or interface, we produce a conjunction of predicates, describing its enclosing type (isMethodOf), its signature (numberOfParameters, hasParameter, hasReturnType), and its modifiers (hasModifier).
3) For each field in a class or interface, we produce a conjunction of predicates, describing its enclosing type (isFieldOf), its type (isTypeOf), and its modifiers (hasModifier).
4) We model additional information (e.g., comments) contained in a class diagram on per-case basis.
5) The output query is the conjunction of previously generated queries (i.e., class queries, method queries, field queries, additional information queries).

Optionally, we may need to transform to a logic query other UML diagrams (e.g., a sequence diagram) of a design pattern or encode features described purely textually.

C. Specific Query Transformations

A specific pattern-preserving query transformation is characteristic to a particular design pattern. It deals with, so-called, query logical fragments (i.e., parts of a query representing logical fragments of a pattern) transforming them into queries corresponding to different implementations valid in the context of a pattern.

A pattern logical fragment is a robust fragment of a design pattern which can be implemented using various programming techniques, e.g., the instantiation of a singleton instance (lazy or eager implementation). It is possible for a design pattern to have only one logical fragment (itself).

The identification of logical fragments of a design pattern as well as the transformations of these fragments are a purely manual process because they require understanding and abstraction of the semantics of a design pattern.
The application of the specific query transformations is an automated process, once we have query logical fragments and their transformations. Let us assume that we identified \( N \) logical fragments \( F_1 : 1 \leq i \leq N \) and for each fragment \( F_i \) we found a set of query transformations \( T_{F_i} = T_j^i : 1 \leq j \leq K_i \). Then our algorithm to apply specific pattern-preserving query transformations is as follows:

1) We produce a Cartesian product of transformations over logical fragments, eliminating impossible combinations. As the result we obtain a set of possible transformation tuples \( T = (t_1, ..., t_N) : t_i \in T_{F_i} \cup NONE \).

2) We apply the transformations tuples to the query obtained in Step 1.

D. Generic Query Transformations

Generic pattern-preserving query transformations are based on generic pattern-preserving code transformations. Figure 3 presents the generic pattern-preserving transformations as identified in [18]: (1) abstractness transformations, (2) invocation transformations, (3) inheritance transformations, (4) aggregation transformations, (5) method signature transformations, and (6) access transformations.

- **Abstractness Transformations:** These transformations refer to the property of being abstract for a class or a method. There is a two-sided transformation between interface and pure abstract class. This transformation is obvious since there exists a direct correspondence between these two constructs. They are often used interchangeably. The next transformation converts an abstract method to a concrete method. In our opinion this also is a natural transformation. It often happens that in the real world development programmers provide a default implementation instead of leaving a method abstract. By combining these transformations, we can transform an interface into a concrete class. Summing up, as long as we can take advantage of polymorphic calls, abstractness and concreteness do not impact the intent of a pattern code.

- **Inheritance Transformations:** The inheritance transformation introduces an intermediary level of inheritance, i.e. a direct subclassing is transformed into indirect. In real world software code such a construct can be the effect of a particular functional requirement or the complexity of a design problem. The length of an inheritance chain does not impact the intent of a pattern.

In terms of logic queries, the inheritance transformations lead to the following rewrite rules:

1) \( isSubtypeOf(Type1, Type2) \) → \( isSubtypeOf\( (Type_1, Type_2) \) \)

- **Invocation Transformations:** This group refers to transformations of invocation and instantiation statements. It is a popular refactoring. When a piece of code becomes complex, it is extracted into a separate method or class. This means that an invocation (or an instantiation), which remained direct until refactoring, is transformed into indirect. Depending on whether a new method or a new class is introduced, we call this indirect invocation internal or external respectively. Similarly to the length of an inheritance chain, the length of an invocation chain does not influence the logic of a pattern variant.

In terms of logic queries, the invocation transformations lead to the following rewrite rules:

1) \( invokes(Method1, Method2) \) \( \land \)

\( isMethodOf\( (Method1, Class) \) \) \( \land \)

\( isMethodOf\( (Method2, Class) \) \) \( \rightarrow \)

\( invokes\( (Type1, Type2) \) \) \( \land \)

\( isMethodOf\( (Method1, Class) \) \) \( \land \)

\( invokes\( (Method1, Method2) \) \) \( \rightarrow \)

\( invokes\( (Type1, Type2) \) \)

- **Aggregation Transformations:** These transformations follow the reasoning presented for invocations. Replacing a direct aggregation of an attribute (or a group of attributes) with an indirect aggregation does not influence the overall intent of a pattern implementation. Here is the example of such a transformation applied to the `observers` attribute:

```java
class Observable {
    List<Observer> observers;
    ...
}
```
In terms of logic queries, the aggregation transformations lead to the following rewrite rule:

1) isFieldOf(Field, Type) → isFieldOfField*(Field, Type)

e) Method Signature Transformations: Here we present the transformations of method signatures. We have identified three such transformations:

• addition of a new (input) parameter,
• replacing the return value with an output parameter,
• passing an input value to a method via an object state instead of passing a parameter.

In terms of logic queries, the method signature transformations lead to the following rewrite rules:

1) numberOfParameters(Method, N) → true

2) isParameter(Parameter, Type) ∧ isParameterOf(Parameter, Method) → true

3) hasReturnType(Method, Type) → hasOutput(Method, Type)

f) Access Transformations: These transformations relate to access modifiers of fields, methods, and classes. Basically, it means that access modifiers are not core elements of patterns and can be ignored during pattern detection. First of all, access modifiers are language-dependent feature. There are programming languages (e.g., JavaScript) that do not support access modifiers. Also, the semantics of the access modifiers may differ from one language to another (e.g., protected access modifiers). Moreover, there might be software requirements that may differ from one language to another (e.g., protected access modifiers). Also, the semantics of the access modifiers are language-dependent feature. There are

In terms of logic queries, the access transformations lead to the following rewrite rule:

1) hasModifier(Element, Access) → true

III. Examples

This section describes the application of our method of query relaxation to the Singleton pattern.

The Singleton pattern is the most popular pattern detected by the existing detection approaches. Its canonical implementation is simple, and the intent seems straightforward. However, by carefully analyzing the structure of this pattern, we can identify some corner cases among its implementation variants as well as in the usage context. The standard variant of the Singleton is shown in Figure 4.

A. Step 1: UML to Logic Query Transformation

Below we present the query that reflects the canonical implementation of the Singleton. As such, it can be used to detect orthodox implementations of this design pattern.

A singleton class:

isClass(S) ∧ hasModifier(S,'public')

A singleton constructor:

isConstructor(SCtrl) ∧ isConstructorOf(S) ∧ numberOfParameters(SCtrl,0) ∧ hasModifier(SCtrl,'private')

A singleton getter (access point):

isMethod(Get) ∧ isMethodOf(Get,S) ∧ numberOfParameters(Get,0) ∧ hasReturnValue(Get,S) ∧ hasModifier(Get,'static') ∧ hasModifier(Get,'public')

A singleton field:

isField(Field) ∧ isFieldOf(Field,S) ∧ isTypeOf(Field,S) ∧ hasModifier(Field,'static') ∧ hasModifier(Field,'private')

An approximation of a lazy instantiation block:

isCodeBlock(Code) ∧ isCodeBlockOf(Get) ∧ instantiatesOptionally(Code,Instance) ∧ isTypeOf(Instance,S) ∧ writesOptionally(Code,Field,Instance)

B. Step 2: Specific Query Transformations

In [18], we presented the logical fragments of the Singleton pattern along with the Singleton specific pattern-preserving code transformations. Here, we present the corresponding Singleton-preserving query transformations:

1) Instantiation: To Eager (A) – the lazy instantiation is replaced with an eager instantiation. The rewrite rule is as follows:

isCodeBlock(Code) ∧ isCodeBlockOf(Get) ∧ instantiatesOptionally(Code,Instance) ∧ isTypeOf(Instance,S) ∧ writesOptionally(Code,Field,Instance) → isInitBlock(Code) ∧ instantiates(Code,Instance) ∧ isTypeOf(Instance,S) ∧ writes(Code,Field,Instance)

2) Placeholder: Inner Class (B) – the singleton instance is held as a static attribute of an inner class. The rewrite rule is as follows:

isFieldOf(Field,S) → isFieldOf(Field,Inner) ∧ isClass(Inner) ∧ isMemberOf(Inner,S)
3) Placeholder: External Class (C) – the singleton instance is held as a static attribute of a class from within the same package. The rewrite rule is as follows:
\[
\text{isFieldOf}(\text{Field}, S) \rightarrow \text{isFieldOf}(\text{Field}, \text{Outer}) \land \text{isClass}(\text{Outer}) \land \text{inPackage}(S, P) \land \text{inPackage}(\text{Outer}, P)
\]

4) Access Point: Inner Class (D) – the public static method is moved to an inner class of a singleton. The rewrite rule is as follows:
\[
\text{isMethodOf}(\text{Get}, S) \rightarrow \text{isMethodOf}(\text{Get}, \text{Inner}) \land \text{isClass}(\text{Inner}) \land \text{isMemberOf}(\text{Inner}, S)
\]

5) Access Point: External Class (E) – the public static method is added to a newly created class in the same package. The rewrite rule is as follows:
\[
\text{isMethodOf}(\text{Get}, S) \rightarrow \text{isMethodOf}(\text{Get}, \text{Outer}) \land \text{isClass}(\text{Outer}) \land \text{inPackage}(S, P) \land \text{inPackage}(\text{Outer}, P)
\]

6) Access Point: Attribute (F) – the static singleton instance is made public (eagerly instantiated, with the access method removed). The rewrite rule is as follows:
\[
\text{hasModifier}(\text{Get}, \text{Get}, \text{Outer}) \land \text{inPackage}(S, P) \land \text{isFieldOf}(\text{Field}, S) \land \text{isMethodOf}(\text{Get}, S) \land \text{hasModifier}(\text{Get}, \text{Field}) \rightarrow
\]

7) Access Point: Protected (G) – the visibility of the access method is changed to protected. The rewrite rule is as follows:
\[
\text{hasModifier}(\text{Get}, \text{public}) \rightarrow \text{hasModifier}(\text{Get}, \text{protected})
\]

8) Finality: Abstractness with Subclassing (H) – the Singleton class is made abstract and a concrete subclass is provided (the visibility of the Singleton constructor is changed to protected). The rewrite rule is as follows:
\[
\text{isTypeOf}(\text{Instance}, S) \rightarrow \text{isTypeOf}(\text{Instance}, \text{CS}) \land \text{isClass}(\text{CS}) \land \text{isSubtypeOf}(\text{CS}, S) \land \text{hasModifier}(\text{Field}, \text{abstract}')
\]

C. Step 3: Generic Query Transformations

As in this paper it is infeasible to list all generated queries, we present the resulting query obtained after the application of the generic query transformations to the query being the result of the application of the specific query transformations (A, NONE, NONE, NONE) (i.e., lazy instantiation changed to eager instantiation):

A singleton class:
\[
\text{isClass}(S)
\]

A singleton constructor:
\[
\text{isConstructor}(\text{S}\text{tr}) \land \text{isConstructorOf}(S)
\]

A singleton getter (access point):
\[
\text{isMethodOf}(\text{Get}, S) \land \text{hasOutput}(\text{Get}, S) \land \text{hasModifier}(\text{Get}, \text{static}')
\]

A singleton field:
\[
\text{isFieldOf}(\text{Field}, S) \land \text{isFieldOf}(\text{Field}, S) \land \text{isTypeOf}(\text{Field}, S) \land \text{hasModifier}(\text{Field}, \text{static}')
\]

An approximation of an eager instantiation block:
\[
\text{isInitBlock}(\text{Code}) \land \text{instantiates}(\text{Code, Instance}) \land \text{isTypeOf}(\text{Instance, S}) \land \text{writes}(\text{Code, Field, Instance})
\]

IV. Evaluation

We compared our prototype tool D-CUBED [20] with two state-of-the-art pattern detection tools: PINOT [21] and FUJABA 4.3.1 [2].

PINOT is a command-line tool written in C++ and based on jikes (the IBM Java compiler). PINOT is available as open source for custom compilation. PINOT ran smoothly, offering high performance in pattern detection tasks. The detection algorithms are hard-coded in PINOT, thus it is hard to experiment by modifying the detection approach. PINOT produces a useful, verbose report summarizing detected pattern instances.

FUJABA is a visually appealing graphic tool suite that provides pattern inference facilities as a plug-in (Inference Engine). There was no problem in launching FUJABA. It provides a UML-like language for user-defined patterns, and presents detected pattern instances as oval annotations on class diagrams. Even though this visual presentation helps in better understanding of diagrams, a summary report might be useful as well.

Similarly to PINOT, D-CUBED is a command line tool written in Java. However, contrary to PINOT, its detection queries are not hard-coded. Instead, we use XSB Prolog, a deductive database, as the data store for our program metamodel and Prolog as the query language. To generate a program metamodel from source code, we use Recoder (a front-end Java compiler) and a set of custom analyses to inspect in detail the call-flow and data-flow of a program.

We have tested these three tools against the source code of JHotDraw60b1 [22]. JHotDraw is a Java GUI framework for technical and structured graphics. It has originally been developed as a design exercise by Erich Gamma and Thomas EGGenschwiler.

Table I presents the results of the tests against JHotDraw. Unfortunately, FUJABA threw an exception during its static analysis. PINOT and D-CUBED performed their detection without any problems, however they produced significantly different results. PINOT did not report any Singleton instances, whereas D-CUBED recognized seven Singleton candidates:

1) Clipboard — a true positive; a singleton documented in source code.
2) DisposableResourceManager — a true positive; a singleton documented in source code; different placeholder;
3) ResourceDisposabilityStrategy — a true positive; analogous to DisposableResourceManager; different placeholder;
4) CollectionsFactory — a true positive; a singleton with subclassing and delegated construction;
5) Alignment — a true positive; a singleton with 6 instances;
6) FigureEnumerator — a false positive; there is a single static enumerator representing an empty enumerator,
though other instances are created as well;
7) **HandleEnumerator** — a false positive; there is a single static enumerator representing an empty enumerator, though other instances are created as well;

PINOT did not detect any singleton instance because its detection algorithm relies on the presence of the standard structure and a lazy instantiation block. **Clipboard** uses eager initialization (variant A), whereas two next singletons represent a different placeholder variant (variant C). **CollectionsFactory** represents a singleton with subclassing (variant H). As we did not impose an exactly one instance constraint, we also found the variant with several instances available (**Alignment**).

Unfortunately, query relaxation lead to two false positives. Therefore, the current method turned out to be too flexible. Our current goal, i.e. improving recall, decreased precision of the method. To achieve high precision, we need to filter out false positives. For a design pattern detection method, this minimization of false positives translates into understanding code constructs that violate the principles of a design patterns, even though the overall structure of a given piece of code resembles that of the design pattern. This is part of our ongoing research.

**TABLE I**

<table>
<thead>
<tr>
<th></th>
<th><em>PINOT</em></th>
<th><strong>FUJABA</strong></th>
<th><strong>D-CUBED</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Singleton</td>
<td>0</td>
<td>2</td>
<td>7 (5 true positives)</td>
</tr>
<tr>
<td></td>
<td>×</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>the tool raised an exception</td>
<td></td>
</tr>
</tbody>
</table>

V. RELATED WORK

There exists a number of proposed approaches to design pattern recognition, yet these approaches often lack in terms of accuracy, flexibility, or performance. A large number of approaches uses only structural information in order to detect design pattern instances (e.g. [23], [24]), but there also exist several approaches that exploit behavioural information contained in source code (e.g. FUJABA [2]-[4], Hedgehog [5], PINOT [6], [7]). We compare the existing detection methods to ours in terms of the concept of an approach, the architecture of a solution, and the mechanisms used to search for patterns.

A metamodel-based approach is not new. There exist several approaches that make use of a metamodel. Ptidej [10] is based on the PADL metamodel (the ancestor of PDL). However, a pattern in PADL is defined as a list of the required entities (a simple conjunction). Thus, it is hard to express more complex logic conditions. Moreover, it does not provide any support to data flow. SPQR [9] uses denotational semantics known as the $\rho$-calculus together with the set of elemental design patterns that capture call flow information. Similarly to PADL, there is no support to data flow. Hedgehog [5] utilises a Prolog-like language (Spine) to construct a pattern definition. Again, Spine’s support to data flow is limited, but additional rules can be introduced. Also MAISA uses a metamodel. Its metamodel is UML and with its help it defines the structural patterns.

Current detection approaches utilise significantly different techniques to identify the instances of design patterns in source code. The most popular technique is the use of a logic inference system. This idea has been applied in Pat [25], where each structural pattern has been associated with a separated set of rules and Prolog interpreter has been used to search for patterns. Also [8] utilises a logic inference system to detect patterns in Java and Smalltalk based on a language-specific naming and coding conventions. SPQR and FUJABA also employ a logic inference engine to reason about the pattern instances.

Ptidej [10] uses a constraints solver with automatic constraint relaxation to detect sets of entities similar to a design pattern. A related work of Ptidej [26] utilises program metrics and a machine learning algorithm to fingerprint design motifs roles. One more approach that uses machine learning techniques is [27]. It enhances a pattern-matching system [11], [12] by filtering out false positives.

Numerous approaches simply navigate over a program abstract syntax tree to find the instances of patterns. They perform static or dynamic analyses to capture the behaviour of a program. Usually their detection algorithms are hard coded and tailored to a particular programming language. PINOT [6] performs static analysis to identify pattern-specific code-blocks. It is a lightweight solution performing recognition in an efficient manner. The approach described in [7] has two phases. In the first phase (the static analysis of the code structure) the abstract syntax tree is analysed in order to select the set of candidates to be pattern instances. In the second phase (the dynamic analysis of a program run) the messages passed are examined to check whether a candidate instance from the first phase is rejected or accepted.

Our approach and the prototype D-CUBED utilises structural information, but it extends the structure-driven approaches by targeting behaviour of the patterns. D-CUBED seems similar to the database driven approaches like DP++ [28] or SPOOL [29], but while these approaches address only the structural patterns, D-CUBED addresses the creational and behavioural patterns utilising the elemental relations to capture code intent.

A completely different approach is taken by the authors of DPJF [30]. They run a number of detection tools and the fuse their results. Such an approach may boost both precision and recall depending on the tuning of parameters. In this paper we focus on our specific method that can improve DPJF when their maintainers upload new version of D-CUBED.

VI. CONCLUSION

In this paper we proposed a general method to generate queries (logic programs) that detect disparate implementation variants of design patterns. First, we produce a strict query that reflect only the canonical textbook version of a design pattern. Then, we relax this query in order to allow multiple variants.

We implemented this approach in our prototype tool D-CUBED. We experimentally verified it with respect to state-of-
the-art detectors. The results are promising, since D-CUBED has detected several non-trivial variants of the Singleton that have not been revealed by other tools.

Apparently, our approach increases the recall of the detection process. However, higher recall may possibly imply lower precision. As the next step in our research, we plan to limit the number of false positives, i.e., detected instances that are not real incarnations of the design patterns. We will attempt tightening the detection queries by adding conditions that detect features that actually violate the intent of the given design pattern.
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Abstract—Trustworthy system logs and application logs are crucial for digital forensics. Researchers have proposed different security mechanisms to ensure the integrity and confidentiality of logs. However, applying current secure logging schemes on heterogeneous formats of logs is tedious. Here, we propose FAL, a domain-specific language (DSL) through which we can apply a secure logging mechanism on any format of logs. Using FAL, we can define log structure, which represents the format of logs and ensures the security properties of a chosen secure logging scheme. This log structure can be later used by FAL to serve two purposes: it can be used to store system logs securely, and it will help application developers for secure application logging by generating required source code.
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I. INTRODUCTION

In recent years, digital crime cases have increased tremendously. An annual report of the Federal Bureau of Investigation (FBI) states that the size of average digital forensic case is growing 35% per year in the United States. From 2003 to 2007, it increased from 83 GB to 277 GB [1]. Various logs, e.g., network log, process log, file access logs, audit trail of application play vital role in a successful digital forensics investigation. System and application logs record crucial events, such as, user activity, program execution status, system resource usage, network usage, and data changes through which some important attacks can be identified, e.g., network intrusion, malicious software, unauthorized access to software, and many more. Log is also important to ensure the auditability of a system and auditability is a vital issue to make a system compliant with the regulatory acts, e.g., Sarbanes-Oxley (SOX) [2] or The Health Insurance Portability and Accountability Act (HIPAA) [3]. Keeping system audit trails and reviewing them in a consistent manner is recommended by NIST as one of the good principles and practices for securing computer systems [4].

While the necessity of logs and application audit trail are indisputable, the trustworthiness of this evidence will remain questionable if we do not take proper measures to secure them. In many real-world applications, sensitive information is kept in log files on an untrusted machine. As logs are crucial for identifying an attacker, attackers often attack the logging system to hide the trace of their presence in the attack or to frame an honest user. Very often, experienced attackers first attack the logging system [5], [6]. Malicious insider users colluding with the attacker can also tamper with logs. Moreover, forensics investigators can also alter evidence before presenting to court. To protect logs from these possible attacks, we must need a secure logging mechanism. Researchers have already proposed several secure logging schemes [7]–[9], which are designed to defend such attacks.

However, ensuring the privacy and integrity of the logs is costly given that it requires special knowledge and skill of developers. To implement a secure logging scheme, we need to give complete access of the logs to application developers. Providing full access of sensitive logs to developers definitely increases the attack surface. They can violate the privacy, sell sensitive business or personal information, and most importantly can keep a back door for future attack. Adding secure application audit trail can also be burdensome for developers, and increases the application development cost. On the other hand, system admins, who have access to network logs, process logs may not have sufficient knowledge for developing a securing logging scheme.

In this paper, we propose a DSL [10] to assist system admins and application developers for maintaining system logs and application audit trail securely, which is crucial for digital forensics investigation. A DSL is designed for a particular domain and has great advantages over general-purpose language for that specific domain. DSLs provide higher productivity by its greater expressive power, the ease of use, easier verification and optimization [10]–[12]. Using our proposed DSL FAL, system admins can define log structure and parse a log file according to the structure. They can also define the security parameters to preserve the integrity and confidentiality of logs. To accomplish this, they only need their domain knowledge related with system logs. Using FAL, a software security analyst can define the required audit trail structure and can generate code for a generic purpose language (GPL), e.g., Java, C# to store the audit logs securely.

Contribution. The contribution of this work is two-fold:

- We propose the first domain-specific language FAL, which can be used to ensure the security of system logs, and application audit logs.
- We show all the DSL development processes, which can be served as a guideline for future DSL development.
II. BACKGROUND AND MOTIVATION

In this section, we present the necessity of secure logging scheme, common approaches for secure logging, and how a DSL can help to mitigate some challenges of secure logging.

A. Secure Logging

As logs are crucial for digital forensics investigation, this is often become the target of attacker. There can be two types of attacks on logs:

- **Integrity**: Integrity of logs can be violated in three ways – an attacker can remove log information, can re-order the log entries, and can add fake logs. A malicious user can launch these attacks to hide the trace of illegal activities from forensics investigation, or to frame an honest user. Timing of an incident is crucial for forensics investigation. Hence, re-ordering the log entries can be important for an attacker, which can give him a chance to produce some alibi.

- **Confidentiality**: From various system logs and application logs, we can identify the activity of users as well as sensitive private information about the users. From the application logs of a business organization, we can also trace out very sensitive business information. This information has high value to attacker. Hence, attack on the confidentiality of logs can be highly beneficial to attacker.

The above attacks can come from different types of attackers:

- **External Attackers**: An external attacker can be a malicious user intending to attack users’ privacy from the logs, or try to modify logs to hide the trace of any attack (e.g., network intrusion, malware, spyware). A dishonest forensic investigator can also be an external attacker, as the investigator can alter the logs before presenting to court.

- **Internal Attackers**: A more crucial attack can come from insider attackers colluding with malicious users. A dishonest insider can be a system admin, database admin, or application developer. As system admins have access to all system logs, they can always tamper with logs. Application logs and some of the system logs can be stored in database. In this case, threats can come from database admin. A malicious database admin can modify logs without leaving any trace of the modification. Application developers can modify application logs, or can create a backdoor to collect the application logs. Besides tampering the logs, these insiders can also attack on the privacy of users. They can collect and sell sensitive business and personal information derived from the logs.

To defend the confidentiality and integrity of logs, researchers have proposed several secure logging schemes [7]–[9], [13]. The commonalities among these secure logging schemes are: encrypting sensitive fields to protect the confidentiality, and maintain a hash-chain of the logs to protect the integrity of logs. Hash-chain maintains the chronological information of data. Hence, if any log is missing from the chain or if there is a reordering of the logs then this alteration can be detected from the hash-chain. Hash-chain of one log entry is calculated using the hash of its previous entry. In this way, it preserves the sequence information.

B. Motivation

Though there are some proven secure logging schemes, developing and maintaining a scheme is always challenging because of the following reasons:

1) The first problem is logs are in heterogeneous format. Unfortunately, there is no standard of logs format. Hence, two types of systems logs can look completely different. Moreover, same log can vary by operating systems. For example, format of a process log entry is different in MacOS and Debian.

2) To build a secure logging scheme, we need to permit the logging scheme developers to access the logs. Developers’ accessibility to crucial log information certainly increases the attack surface. Earlier, we only need to trust system admins; adding developers in the loop adds an extra level of trust. The developer might place a back door to collect plain log information and can violate the privacy of users.

3) For application logging, application developers need to add secure application logging code for every scenario. Most of the cases, we need to log the database operations – Add, Update, Delete. Through these logs, we can get who has done some specific operations on a specific data. Writing code for all of the possible scenarios is burdensome for developers, and skipping one important logging method may turn out to be crucial.

To resolve the above challenges, we suggest that a well-defined DSL should help. For system logs, with the help of a DSL, we can shift the responsibility of developing a secure logging scheme from programmers to system admins. Because systems admins already have the domain knowledge about system logs, and with the help of a DSL, they can easily define the required security parameters. In this way, we can minimize one level of attack surface. The DSL should also deal with the heterogeneous formats of logs. Hence, we do not need to re-implement a scheme when the log format changes because of any system migration. For application logs, a DSL can generate required application logging code to ease the life of application developers. However, using proprietary encryption and hashing algorithm cannot be adopted by a DSL. Hence, our proposed DSL can only handle established encryption and hashing algorithms.

III. THE DOMAIN-SPECIFIC-LANGUAGE FAL

A. Domain Analysis

The very first step of designing a DSL is the detailed analysis and structuring of the application domain [14], which is provided by domain analysis. Output of domain analysis is a Domain Model, which gives us commonalities and variabilities, semantics of concepts, and dependencies between properties. Among various schemes of domain analysis, we choose FODA
(Feature Oriented Domain Analysis). In FODA, the results of the domain analysis are obtained in a feature model [15]. One of the most prominent ways of describing feature model is by feature diagram (FD). The FD is represented as a tree with nodes as rectangles and arcs connecting the nodes. Nodes determine the features, while arcs determine the dependency between the features. The nodes can be mandatory or optional, which are denoted by closed dots, or open dots respectively. The FD of FAL is illustrated in Figure 1.

From Figure 1, it is clear that a secure logging scheme constitutes of log structure and logging action. Every log structure must have fields. Every field must have a type. According to the chosen secure logging scheme, a field can be encrypted or not. Fields may have an index attribute, which will be used to specify the location of a field in an input. The type of a field can be IP, Text, Double, Integer, or Time. Time can be auto-generated, i.e. current system time, or can be index-based. For index-based field, value will be extracted from input file or argument list according to the position defined by the index. For encryption, encryption algorithms, such as, RSA [16], AES [17] can be used. Some secure logging mechanisms use hashing, and hash-chain to ensure the integrity of the logs. Hence hashing algorithms, e.g., SHA-1\(^1\), SHA-256\(^1\), or MD5\(^2\) can be used.

After defining a secure log structure, we need to use the structure for system or application logging. There can be two types of actions. First, for system logs, we need to parse the log files according to a pre-defined structure, and apply the security features while storing. Second, for application log, we need to generate GPL code. For system logs, we must have a file name, and we may have public or private key file. Method is actually a method name of a GPL program, from where the action is called. An action can be adding a new record, update, or delete a record. For update and delete, we may want to save the history of previous records.

The FDs represent the common features, which always exist in a system (commonalities) and optional features, which may or may not exist in a system (variabilities). Some of the commonalities identified from the FD of FAL are Fields, Type, etc., and some variabilities are Encryption Algorithm, Key, etc. From FD, the variation points can be easily identified (optional, one-of and more-of features). After the domain analysis, we can gather the following information – terminology, concepts, and common and variable properties of concepts and their interdependencies.

B. The Abstract Syntax

After the domain analysis, the next step is to design the DSL, from which we will get syntax and semantics of the language. During the domain analysis using FODA, we identified several concepts in the application domain that needed to be mapped into DSL syntax and semantics. From the FD, we can notice the relationship between concepts/features in an application domain and non-terminals in a context-free grammar (CFG). Table I represents the mapping between application domain concepts and non-terminals in context-free grammars, which appears on the left hand side (LHS) and right-hand side (RHS) of CFG production.

Based on Table I, we define the abstract syntax of FAL, which is presented in Table II. The syntactic domains of variables are presented in Table III. A FAL program consists of Log structures LS, and logging actions LA. Log structure LS defines field description F and security parameter S. There can be one or more LS. The field description F specifies field type, id, index I, and encrypted status. There can be one or more fields in a log structure. Index I is either an integer number, or auto. Security parameter S defines encryption and hashing algorithm. Logging action LA can be either System logging action SLA or Application logging action ALA. There can be one or more logging actions. SLA specifies the system log file

---

1http://www.itl.nist.gov/fipspubs/fip180-1.htm
2http://tools.ietf.org/html/rfc1321
name and encryption key. ALA specifies the database action name, database table name, GPL method name, encryption key, and history preservation option.

TABLE II: Abstract syntax of FAL

<table>
<thead>
<tr>
<th>P</th>
<th>LS LA</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>type fid I encrypted</td>
</tr>
<tr>
<td>S</td>
<td>encAlg hashAlg [encAlg] [hashAlg]</td>
</tr>
<tr>
<td>I</td>
<td>n</td>
</tr>
<tr>
<td>LA</td>
<td>SLA</td>
</tr>
<tr>
<td>SLA</td>
<td>file key</td>
</tr>
<tr>
<td>ALA</td>
<td>action tid key m withhistory</td>
</tr>
</tbody>
</table>

C. The Concrete Syntax

After defining the abstract syntax, we experimented with various forms of concrete syntaxes to see how various constructs might look. For example, a log structure with two field fromip and user can be defined using the concrete syntax as described in Listing 1.

Listing 1: FAL Log Structure

1: Define netlog |
2: IP fromip Index 0 Encrypted; |
3: TEXT user Index 1; |
4: Use Encryption With RSA; |
5: Use Logchain With SHA_1; |
6: |

Here, fromip field has data type IP, and user is of TEXT data type. The Index attribute represents the position of a field in the network log file. The Encrypted attribute states that the field will be encrypted according to the encryption algorithm defined in line 4. If there are multiple encrypted fields, all the fields will be encrypted using the same encryption algorithm. Line 5 adds the flexibility of choosing any hash function.

After defining a log structure a log action will be defined, which uses the pre-defined log structure. A concrete example of storing a network log file securely can be defined as follows (Listing 2):

Listing 2: FAL Logging Action

1: Watchfile network.log Using netlog |
2: { |
3: Privatekey private.key; |
4: } |

The Watchfile statement uses the predefined ‘netlog’ structure to parse the ‘network.log’ file and provides the required encryption key to start the process of preserving logs securely.

Listing 3: FAL Program for System and Application Log

1: SampleProgram[ |
2: Define netlog |
3: IP fromip Index 0 Encrypted; |
4: TEXT user Index 1; |
5: Use Encryption With RSA; |
6: Use Logchain With SHA_1; |
7: |
8: Define patientlog |
9: TIME logtime Auto; |
10: TEXT user Index 0 Encrypted; |
11: INT refid Index 1; |
12: TEXT message Index 2 Encrypted; |
13: Use Logchain With SHA_256; |
14: |
15: Watchfile network.log Using netlog |
16: Privatekey private.key; |
17: |
18: Watchtable Patient Using patientlog |
19: Action Edit Withhistory; |
20: Method updatepatient; |
21: Publickey public.key; |
22: |
23: |

When a language designer is satisfied with the look and feel of the language’s syntax, and possible additional constraints from domain experts or language end-users are fulfilled, the concrete syntax can be finalized. In Listing 3, a complete example of FAL program for secured system and application logs is described. We finalized the concrete syntax on the basis of several example programs. Finalizing the concrete syntax process can be executed in parallel with defining language semantics. In Table IV, the FAL concrete syntax is given.
TABLE IV: The concrete syntax of FAL

| Program := #CCStart [LOG_STRUCT LOG ACTION] |
| LOG_STRUCTS := LG_STRUCTS LG_STRUCT LG_STRUCT |
| LG_STRUCT := Define #Id [DEF] |
| DEF := FIELDS SEC_ATTRS |
| FIELDS := FIELDS FIELD FIELD |
| FIELD := #Type #Id IND_BASE ENC |
| IND_BASE := Index #Number [Auto] |
| ENC := Encrypted [ε] |
| SEC_ATTRS := SEC_ATTR SEC_ATTR SECATTR [ε] |
| SECATTR := Use SEC STMT |
| SEC_STMT := ENC_STMT [HASH_STMT] |
| ENC_STMT := Encryption With #EncAlgorithm |
| HASH_STMT := Logchain With #HashAlgorithm |
| LOGACTION := LG_ACTIONS |
| LG_ACTIONS := LG_ACTIONS LG_ACTION LG_ACTION |
| LG_ACTION := SYS_ACT [APP_ACT] |
| SYS_ACT := Watchfile #Filename Using #Id [ENC_KEY] |
| ENC_KEY := PUB_KEY [PRIV_KEY] [ε] |
| PUB_KEY := Publickey #FieldName; |
| PRIV_KEY := Privatekey #FieldName; |
| APP_ACT := Watchtable #CCStart Using #Id [PARAM] |
| PARAM := DB_ACTION GPL_MTHD ENC_KEY |
| DB_ACTION := Action ACT_NAME |
| ACT_NAME := Add |ACT_HSTRY |
| ACT_HSTRY := ACT_HSTRY_NAME HSTRY_STMT |
| ACT_HSTRY_NAME := Edit |Delete |
| HSTRY_STMT := Withhistory [ε] |
| GPL_MTHD := Method #Id |

D. Translational Semantics

The advantages of using formal description for semantics of DSL (e.g., attribute grammars, denotational semantics, operational semantics) have been previously discussed in [10], where an ability to find problems in semantics before a DSL is actually implemented was exposed. In this work, we used translational semantics, which is simpler to define then denotational and operational semantics, and it is often used for defining semantics of domain-specific modeling languages [18]. Due to space considerations, only the translational semantics for log structures is presented in Listing 4 (translational semantics for logging actions is omitted from this paper). For each non-terminal in CFG, (Table II) a translational function is defined, which maps syntactic domains (Table II) to their meanings - generated code in Java using a specialized API for secure logging. In particular, the meaning of non-terminal LS is defined by translational function TLS, which maps LogStruct to code. Two different forms of LS exist (see abstract syntax in Table II). Hence, two translational functions TLS are defined (lines 4 and 5 in Listing 4). The first translational function TLS (line 4 in Listing 4) maps syntactic structure lid F S into several Java statements: declaration of new object as an instance of class LogStructure, setting a name to the newly created object by calling setName method, and additional Java statements, which will be generated by applying translational functions TF and TS on non-terminals F and S representing fields and security attributes, respectively. Whilst, the second translational function TLS (line 5 in Listing 4) define the meaning of sequence of log structures (LS1; LS2). The generated code for LS1 is simply concatenated with generated code for LS2 (line 5 in Listing 4). In other similar translational functions, defined.

Listing 4: Translational Semantics

1: TP : Pgm → Code
3: TLS : LogStructure → Code
4: TLS[lid F S] = LogStructure “+” lid “+” new LogStructure(“+” lid “+” newName “+” lid “+” new LogStructure(“+” lid “+” newName “+” lid “+” true))
6: TF : Field → Code
7: TF...(lid I encrypted) = lid “+” addField(FieldType.”+” type “+” “+” “+” lid “+” TF[I] “+” true)
8: TF...(lid I Field) = lid “+” addField(FieldType.”+” type “+” “+” “+” lid “+” TF[I] “+” false)
9: TF[TF[I]; TF[I]] = TF[TF[I] + TF[I]]
10: TI : Index → Code
11: TI[n] “true,” “+” n
12: TI[Auto] = “false,” INTEGER.MAX_VALUE
13: TS : SecAttr → lid → Code
14: TS[encAlg hashAlg] = lid “+” setEncryptionAlgorithm(“+” encAlg(“+” hashAlg “+” ”))
15: TS[encAlg] = lid “+” setEncryptionAlgorithm(“+” encAlg “+” ”)
16: TS[hashAlg] = lid “+” setHashingAlgorithm(“+” hashAlg “+” ”)
18: TLA : LogAction → Code
19: ...

E. Implementation

Various implementation techniques to implement a DSL exist, such as preprocessing, embedding, compiler/interpreter, compiler generator, extensible compiler/interpreter, commercial off-the-shelf, and hybrid approaches [10]. Kosar et al. [19] suggested focusing end-user usability while implementing a DSL. One implementation approach can be good in terms of effort needed to implement a DSL. However, the same approach may not be suitable for end-users. End-users may need extra effort to rapidly write correct programs using the DSL. If only DSL implementation effort is taken into consideration, then the most efficient implementation technique is embedding. However, the embedding approach might have significant penalties when end-user effort is taken into account (e.g., DSL program size, closeness to original notation, debugging and error reporting). To minimize end-user effort, building a DSL compiler [19] is most often a good solution, but this process costs most from an implementation point of view. However, the implementation effort can be greatly reduced, but not as much as with embedding, especially if compiler generators (e.g., LISA [20], ANTLR [21], Silver [22]) are used.

To implement FAL, we depend on source-to-source transformation technique. To transform a FAL program into an intermediate Java program, we build a FAL compiler using LISA, which has proven itself useful in many other DSL projects [23], [24]. The intermediate program uses a pre-build Java API. The design of the API is illustrated in Figure 2.

Fields are represented by Field class. The LogStructure has a list of Field object, and the security attributes. The name field of LogStructure is used to map with the database table name. LogAction is an Abstract class with the abstract method execute, and it also has an instance of LogStructure. FileWatcher extends the LogAction class and implements the execute method. The execute method is responsible to parse a log file and store it to database with the help of LogStructure and Field. TableWatcher
also extends the `LogAction` class and implements the execute method, which generates application logging code for developer. The `SecurityUtil` class defines all the required encryption and hashing methods.

```java
Field
FieldId Type
FieldName
IsEncrypted
IsIndexBased
Index

LogStructure
EncAlgorithm
HashAlgorithm
Name

LogAction
PublicKeyFile
PrivateKeyFile

getHashChain()
execute()

SecurityUtil
All Encryption
And Hashing
Utility Methods

FileWatcher
FileName
execute()

FileWatcher
TableName
ActionName
MethodName
execute()
```

Fig. 2: Design of the API for FAL

After finalizing the Java API, we now know what the intermediate program will be. The FAL compiler will generate this intermediate program from a FAL program. To transform the FAL program to Java program correctly, we use the attribute grammar based approach and LISA specifications are based on attribute grammars [25], [26]. It is capable to generate the compiler from formal attribute grammar-based language specifications.

The first task to implement the compiler is to define the lexicon. Defining the lexicon in Lisa is straightforward. It is shown in Listing 5.

**Listing 5: Lexical specification for FAL in LISA.**

```java
1: lexicon
2: 1: Number [0-9]+ 
3: 3: Id [a-z][a-z0-9]*
4: 4: Type IP TEXT INT TIME DOUBLE
5: 5: EncAlgorithm RSA AES
6: 6: HashAlgorithm MDS SHA_1 SHA_256
7: 7: keywords Define Use Encryption With | Logchain | Index |
8: 8: Auto | Encrypted | WatchFile | Using | Publickey | Privatekey |
9: 9: Watchtable | Action | Withhistory | Method | Parameter
10: 10: FileName [a-z][a-z0-9]*
11: 11: CStart | A-Z | [a-z0-9]*
12: 12: ActionName Add | Edit | Delete
13: 13: Separator \{ \} | | |
14: 14: ignore \[0x09\] | 0x0A | 0x0D |+
15: 
```

To write the attribute-based semantic rules, first, we need to identify the required attributes for proper semantic analysis. Listing 6 presents the attributes that we used. `code` is the main synthesized attribute that produces the targeted GPL program. `ivar` is an inherited attribute that is used to propagate the variable name down the parse tree. `envs` is a synthesized attribute and `envi` is an inherited attribute; both were needed to maintain a HashSet of already defined variables. `errorMsg` is a synthesized attribute required to report FAL error message to users. `ok` is a synthesized attribute that indicates whether a FAL program is correct or not. Finally, `PROGRAM.file` attribute is used to write the generated GPL program in a file.

**Listing 6: Attributes for FAL in LISA.**

```java
1: attributes String *.code; 
2: 2: String *.ivar; 
3: 3: String *.errorMsg; 
4: 4: Hashset *.envs; 
5: 5: Hashset *.envi; 
6: 6: boolean *.ok; 
7: 7: Bufferwriter PROGRAM.file; 
```

An implementation of translational semantics (Listing 4) using LISA is a straightforward task. The implementation of translational function `TF` (Line 7 in Listing 4) is presented in Listing 7. Note, how closed both notations are.

**Listing 7: Semantic Rules in LISA.**

```java
1: rule field {
2: 1: FIELD ::= #Type #Id IND_BASE ENC \}; compute 
3: 3: FIELD.code = FIELD.ivar + "+addField FieldType; + 
4: 4: #Type.value(); + \"\" + IND_BASE.compute(); + ENC.code(); 
5: 5: IND_BASE.code = \"\" + ENC.code(); 
6: 6: IND_BASE.code = \"true;\" + IND_BASE.code(); 
7: 7: } 
8: rule ind_base {
9: 9: IND_BASE ::= Index #Number compute 
10: 10: IND_BASE.code = \"true;\" + IND_BASE.value(); 
11: 11: } 
12: |Auto compute 
13: 13: IND_BASE.code = \"false,Integer.MAX_VALUE;\"; 
14: 14: 
15: 15: 
16: rule enc {
17: 17: ENC ::= Encrypted compute 
18: 18: ENC.code = \"true;\" 
19: 19: } 
20: |epsilon compute 
21: 21: ENC.code = \"false;\" 
22: 22: 
23: 23: 
```

After compiling a FAL program, a required Java code is automatically generated, which uses previously defined APIs to store logs, and generate audit trail code for ensuring the integrity and confidentiality of the logs.

IV. PRACTICAL EXPERIENCE

The goal of this section is to acquaint the reader with the practical experiences that were obtained by using FAL. We have therefore selected two case studies of FAL applications:

- Preserve snort log securely using FAL.
- Generate application logging code for a patient information update method in Java.

A. Preserve Snort log

Snort\(^3\) is a free lightweight network intrusion detection system. The network logs generated by Snort plays vital role in network forensics. Hence, preserving the confidentiality and integrity of Snort logs is crucial from digital forensics perspective. Here is a sample Snort log:

```
11/19-13:43:43.222391 11.1.0.5:51215 -> 74.125.130.106:8080 TCP TTL:64 TOS:0x0 ID:22101
```

\(^3\)http://www.snort.org
This log tells that the machine with IP 11.1.0.5 performed an http request to machine 74.125.130.160 at time 11/19-13:43:43.222391. Hence, when a machine attacks another machine, we can identify the attacker machine IP from the snort log. Let’s assume that a system admin decides to store the ‘from IP’, ‘to IP’, and time of network request securely. To protect the confidentiality of logs, among these three fields, the admin decides to encrypt ‘from IP’, and ‘to IP’ by the public key of law enforcement agencies using RSA algorithm. To protect the integrity of the logs, the system maintains hash-chain of the logs using SHA-256 hash function. The FAL program described in Listing 8 can be used to ensure all the properties.

Listing 8: FAL Program for Snort Log

1: LogStructure snortlog = new LogStructure();
2: snortlog.setField(FieldType.TIME, "logtime", true, 0, false);
3: snortlog.addField(FieldType.IP, "fromip", true, 1, true);
4: snortlog.addField(FieldType.IP, "toip", true, 3, false);
5: snortlog.setHashingAlgorithm("SHA-256");
6: snortlog.setEncryptionAlgorithm("RSA");
7: FileWatcher snortlogFileWatcher = new FileWatcher();
8: snortlogFileWatcher.setLogFile("snortnetwork.log");
9: snortlogFileWatcher.setPubicKeyFile("public.key");
10: snortlogFileWatcher.execute();

The above FAL program will generate Java code as follows (Listing 9):

Listing 9: Translated Java Code from FAL

1: public void auditPatientEdit(String username, int refid, String message, String logtime) {
2: DBHandler dbHandler = new DBHandler();
3: try {
4: String rowValue = username + refid + message + logtime;
5: String currHashs = getHashChain("useraudit","id",rowValue,"SHA-1");
6: String aesKey = HandleKey.readAESKey("serveraes.key");
7: String message = HandleKey.aesEncrypt(message +"", aesKey);
8: String query = "insert into useraudit( username, refid, message, logtime, tablename, actionname, methodname, logchain, withhistory) values(\" + username +\",\" + refid +\",\" + message +\",\" + logtime +\",\" + tablename +\",\" + actionname +\",\" + methodname +\",\" + logchain +\",\" + withhistory )\";"
9: dbHandler.insertData(query);
10: }catch (Exception e) { e.printStackTrace();
11: }

Executing the Java code (Listing 9) will parse the snort log file and store them with the security parameter. However, FAL users do not need to understand the underlying API or the intermediate Java code generated by FAL.

B. Application Logging

Application log is crucial for many applications including business and health care sector. The methods that directly communicate with database need to be logged. From these logs, later we can identify who added a new record, or who updated or deleted some record, etc. Application developer needs to integrate this logging feature with every method that updates database. FAL can generate the necessary logging code for application developer.

Here, we present a hypothetical scenario of a health care application, where we can use FAL for secure application logging. In the application, there is a Patient table, and we want to store logs whenever any update is operated on patient’s record. The log will include the user name of the application, patient id is being updated, a description of the operation, and time of operation. The security analyst of the application decides to encrypt user name, and the operation description using AES encryption algorithm and SHA-1 hash function to maintain the hash-chain of logs. The FAL program described in Listing 10 can be used to generate necessary application logging code.

Listing 10: FAL Program for Application Logging


The translated Java code from FAL program (Listing 10) will generate the application logging method as described in Listing 11.

Listing 11: Generated Code For Application Logging

1: public void auditPatientEdit(String username, int refid, String message, 2: String logtime) {
3: try {
4: String rowValue = username + refid + message + logtime;
5: String currHashs = getHashChain("useraudit","id",rowValue,"SHA-1");
6: String aesKey = HandleKey.readAESKey("serveraes.key");
7: String message = HandleKey.aesEncrypt(message +"", aesKey);
8: String query = "insert into useraudit( username, refid, message, logtime, tablename, actionname, methodname, logchain, withhistory) values(\" + username +\",\" + refid +\",\" + message +\",\" + logtime +\",\" + tablename +\",\" + actionname +\",\" + methodname +\",\" + logchain +\",\" + withhistory )\";"
9: DBHandler dbHandler = new DBHandler();
10: dbHandler.insertData(query);
11: }catch (Exception e) { e.printStackTrace();
12: }

V. RELATED WORK

There has been a lot of prior research on secure logging, because of its vital role in digital forensics. Schneier et al. proposed a secure audit logging scheme, which can detect any modification of logs after a machine got compromised [27]. It also preserves the confidentiality of logs. Zawoad et al. proposes a secure logging scheme for cloud computing environment where the cloud service provider itself can be dishonest and can try to alter original logs [9]. Though there are no DSL for secure logging, there are some DSLs for providing access control facility on the audit logs or provenance...
record and also for general-purpose access control. Ni et al.
provided a XML-based access control language for general
provenance model [28]. Using this language, users can define
and evaluate access control policies on application audit logs.
It also supports specifying policies to a particular record and its
fields. Weissmann proposed ACS [29], an access control
language for specifying access control policy, which especially
resolves undecidability of granting or denying access, and
incapability of editing control policy without changing the
model. Ribeiro et al. provided SPL, an access control language
for security policies with complex constraints [30]. SPL
supports simultaneously multiple complex policies by resolving
conflicts between two active policies. Beyond the permission / prohibition, they also showed how to express and implement
the obligation concept.

VI. CONCLUSION AND FUTURE WORK

For proper digital forensics investigation, maintaining the
trustworthiness of logs is compulsory, and for this, we need a
proper secure logging mechanism. To address the problem of
secure logging mechanism, we have designed and implemented
the domain-specific language FAL with the following benefits:
• Shifting the responsibility of developing a secure logging
schemes from application programmers to security experts,
which in turn increases trustworthiness.
• Required code to use specialized API for secure applica-
tion logging is automatically generated. Hence, the effort
and cost for developing secure logging scheme is lower.
• Heterogeneous formats of logs with any secure logging
schemes can be easily handled.
• Detail understanding of specialized API for secure logging
is not needed for FAL users.

We are working to add user specified delimiter feature with
FAL. In future, we will add a user-friendly error reporting.
Another important future feature is to incorporate timing option
with system logging action. With this feature, users can define
for how long they want to run system logging option. We
will also work towards making FAL more robust so that it
can generate audit-trailing code for all popular GPLs. Finally,
FAL's design needs to be validated by end-users by performing
usability studies and control experiments.
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Abstract—In this paper, we describe a new source code transformation called dynamic loop reversal that can increase temporal and spatial locality. We also describe a formal method for predicting the cache behaviour and evaluation results of the accuracy of the model by measurements on a cache monitor. The comparisons of the numbers of measured cache misses and the numbers of cache misses estimated by the model indicate that model is relatively accurate and can be used in practice.

I. INTRODUCTION

LINEAR codes for dense linear algebra consist mainly of loops. A number of source code transformations techniques have been developed and used in the state-of-the-art compilers. In this paper, we consider the following standard techniques: loop unrolling, loop blocking, loop fusion, and loop reversal [1], [2], [3]. The main result of this paper is a description of a new transformation technique, called dynamic loop reversal, shortly DLR, to improve temporal and spatial locality.

Models for predicting the number of cache misses have also been developed for standard source code transformations [4], [5], [6], [7]. In order to incorporate the DLR into compilers, we propose such a model for the DLR in Section IV-B.

II. TERMINOLOGY

Throughout the paper, we assume that indexes of vectors and matrices start from 1, all elements of vectors and matrices are of type double and that all matrices are stored in the row-major format.

A. The cache architecture model

We consider a set-associative cache. The number of sets is denoted by \( h \). One set consists of \( s \) independent blocks. The size of the data part of a cache in bytes is denoted by \( DC_S \). The cache block size in bytes is denoted by \( B_S \). Then \( DC_S = s \cdot B_S \cdot h \). The size of type double is denoted by \( S_D \). We consider only write-back caches with LRU block replacement strategy.

B. The compressed sparse row (CSR) format

A matrix \( A \) is dense if it contains \( \Theta(n^2) \) nonzero elements and it is sparse otherwise. In practice, a matrix is considered sparse if the ratio of nonzero elements drops bellow some threshold. The most common format (see [8], [9], [10]) for storing sparse matrices is the compressed sparse row (CSR) format. The number of nonzero elements is denoted by \( NZ_A \). A matrix \( A \) stored in the CSR format is represented by three linear arrays \( Elem_A \), \( Addr_A \), and \( Ci_A \). Array \( Elem_A[1, \ldots, NZ_A] \) stores the nonzero elements of \( A \), array \( Addr_A[1, \ldots, n] \) contains indexes of initial nonzero elements of rows of \( A \), and array \( Ci_A[1, \ldots, NZ_A] \) contains column indexes of nonzero elements of \( A \). Hence, the first nonzero element of row \( j \) is stored at index \( Addr_A[j] \) in array \( Elem_A \). The density of the matrix \( A \) (denoted by \( \text{density}(A) \)) is the ratio between \( NZ_A \) and \( n^2 \).

III. CODE RESTRUCTURING

In this section, we propose a new optimization technique called dynamic loop reversal (or alternatively outer-loop-controlled loop reversal).

A. Standard static loop reversal

In the standard loop reversal, the sense of the passage through the interval of a loop iteration variable is reversed. This rearrangement changes the sequence of memory requirements and reverses data dependencies. Therefore, it allows further loop optimizations in general.

Example code 1

\[
\begin{align*}
1: & \text{for } i \leftarrow n, 2 \text{ do} \\
2: & B[i] += B[i - 1]; \\
3: & \text{for } i \leftarrow 2, n \text{ do} \\
4: & A[i] += B[i];
\end{align*}
\]

Example code 1 represents a typical combination of data-dependent loops whose data dependency can be recognized automatically by common compiler optimization techniques. However, the first loop is reversible (it means that it is possible to alternate the sense of the passage). The reversal of the second loop and loop fusion can be applied and the reuse distances (see Section IV-A for the definition of the reuse distance) for memory transactions on array \( B \) are decreased.

Example code 2

Loop reversal and loop fusion applied to Example code 1

\[
\begin{align*}
1: & \text{for } i \leftarrow n, 2 \text{ do} \\
2: & B[i] += B[i - 1]; \\
3: & A[i] += B[i];
\end{align*}
\]

In Example code 3, data-dependency analysis reveals that the two loops are also reversible.
Example code 3
1: for i ← 1, n do ⊲ Loop 1
2: \( s+ = A[i] \times A[i]; \)
3: \( \text{norm} = \sqrt{s}; \)
4: for i ← 1, n do ⊲ Loop 2
5: \( A[i]/ = \text{norm}; \)

However, the application of the loop reversal to the second loop decreases the reuse distances.

Example code 4 Loop reversal applied to Example code 3
1: for i ← 1, n do ⊲ Loop 1
2: \( s+ = A[i] \times A[i]; \)
3: \( \text{norm} = \sqrt{s}; \)
4: for i ← 1, n do ⊲ Loop 2
5: \( A[i]/ = \text{norm}; \)

The problem is that in this case (and in other similar cases), the compiler heuristics for the decision which loop to reverse to minimize reuse distances is complicated.

B. The effect of the static loop reversal on cache behaviour

If the size of array \( A \) is less than the cache size \((nS_D \leq DC_S)\), then Example codes 3 and 4 are equivalent as to the cache utilization. However, if the size of array \( A \) exceeds the cache size, then no elements of \( A \) are reused in Example code 3, whereas the last \( k = \frac{DC_S}{\text{norm}} \) elements of \( A \) are reused within the second reversed loop in Example code 4. So, the loop reversal improves the temporal locality (see Figures 1 and 2).

Example code 5
1: for i ← 1, n do
2: \( s = 0; \)
3: for j ← 1, n do
4: \( s+ = A[i][j] \times x[j]; \)

The direction of the inner loop can be alternated forward and backward in even and odd iterations of the closest outer loop. In this way, we can use the positive effect of a loop reversal in every iteration of the outer loop. This is why we call it a dynamic loop reversal, or DLR for short. Example code 5 is a candidate for such a transformation.

Example code 6 DLR applied to Example code 5
1: for i ← 1, n do
2: \( s = 0; \)
3: if i is odd then
4: for j ← 1, n do
5: \( s+ = A[i][j] \times x[j]; \)
6: else
7: for j ← 1, n do
8: \( s+ = A[i][j] \times x[j]; \)

We will denote this transformation by DLR\((i \rightarrow j)\). For large arrays, this transformation leads to even better temporal locality than the original Example code 5, because it reduces the reuse distances and data reside in the cache from the previous iteration. On the other hand, the saving of the number of cache misses in one iteration of the outer loop is bounded by \( DC_S/B_S \). So, the DLR has a significant effect if the cache size is comparable to the sum of affected arrays sizes in one iteration of the outer loop. The necessary condition for applying the DLR is that the inner loop must be reversible.

C. Dynamic loop reversal

The static loop reversal is used to reverse data-dependency in one dimension. This has motivated us to generalize this idea and we have designed another optimization for nested reversible loops based on loop reversal. Consider the following code:

D. The application of DLR on triple-nested loops

In the previous text, the DLR was applied to double-nested loops, but it can also be applied to triple-nested loops. Consider the following code skeleton:
In Example code 7, there are three options how the DLR can be applied:

- on the i-loop: DLR(i → j),
- on the j-loop: DLR(j → k),
- both transformations: DLR(i → j) and DLR(j → k).

The last option means composition of two transformations DLR(i → j) and DLR(j → k). This composition we will denote by DLR(i → j → k). In this case, the effect of DLR is twofold: DLR(i → j) (on the outer pair of loops) can improve temporal locality inside the L2 cache and DLR(j → k) (on the inner pair of loops) can improve temporal locality inside the L1 cache.

E. Comparison and possible combinations of DLR and other loop restructuring techniques

In this section, we describe some loop restructuring techniques (for details see [11], [12], [13], [14], [15]), compare them with DLR, and discuss their possible combinations with DLR.

1) Loop unrolling: Loop unrolling has two main effects. Firstly, it makes the sequential code longer, so it may improve data throughput, because the instructions could be better scheduled and the internal pipeline could be better utilized.

Secondly, the number of test condition evaluations drops according to the unrolling factor. In general, the loop unrolling concentrates on maximizing the machine throughput, not on improving the cache behaviour.

2) Loop tiling (blocking): Loop tiling (sometimes called loop blocking or iteration space tiling) is one of advanced loop restructuring techniques. A compiler can use it to increase the cache hit rate. One possible motivation for using this technique is that the loop range (e.g., the size of the array traversed repeatedly within the loop) is too big and exceeds the data cache size DCs. Thus, the loop should be split into two loops: the outer loop is the out-of-cache loop and the inner one is the in-cache loop. The value $B_f$ is called the tiling or block factor and its optimal value depends on the size of the cache.

The loop tiling and DLR can be easily combined. DLR can be applied on every pair of immediately nested loop, but its useless to apply it for in-cache loops (i-loop, j-loop, and k-loop). We consider loop tiling as a competitor for DLR and we have performed experiments with both. These quantitative measurements of effects of these techniques are presented in Section VI-D.

IV. AN ANALYTICAL MODEL OF THE CACHE BEHAVIOR FOR THE DLR

The polytope model (for details see [3], [6]) is used by modern compilers for an estimation of the parameters for loop restructuring techniques. We will present two cache behaviour models based on reuse distances (shortly RD).

A. A cache miss model with reuse distances

This model is inspired by the model introduced in [16]. We will call it the basic RD model.

**Definition** Consider an execution of an algorithm on the computer with load/store architecture and assume that addresses of memory transactions during this execution form a sequence $P[1, \ldots, n] = [addr_1, \ldots, addr_n]$. Then $P$ is called a sequence of memory access addresses and $P[i] = addr_i$ is the i-th transaction with memory address $addr_i$. The reuse distance $RD(t)$, where $t \in (1,n)$, is the number of different memory addresses accessed between two uses of the address $P[t]$. Formally, if $P[t] = addr_t$ and $\epsilon(t) > 0$ is the minimal integer number such that $P[t - \epsilon(t)] = addr_t$, then $RD(t) = \{P[t - \epsilon(t)], \ldots, P[t - 1]\}$. If such an $\epsilon(t)$ does not exist, then $RD(t) = \infty$, otherwise $RD(t) \leq \epsilon(t)$.

The notion of reuse distances can be used for developing a simple cache miss model based on estimating the numbers of thrashing misses in fully-associative ($h = 1$) caches. If $RD(t) > DCs/S_D$, then the content of the cache block from the memory address $P(t)$ is replaced by some new value and a cache miss occurs. If $RD(t) = \infty$, then a compulsory miss occurs, otherwise a thrashing miss occurs. Recall that we assume only caches with LRU block replacement strategy.

In this basic RD model, the spatial locality of the cache memory is not considered, i.e., it is assumed that a cache block contains exactly one array element ($B_S = S_D$). However, $B_S = c \cdot S_D$, where $c$ is typically 4 or 8 in modern processors, and therefore, spatial locality must be taken into account in order to have a more realistic model.

B. A simplified cache miss model for the DLR

Even the basic RD model is too complicated for modelling the cache behavior of DLR in real applications. Hence, we introduce another model that is even more simplified. We call this model simplified RD model. We use this model for enumeration cache misses saved by DLR. To derive an analytical model of the effect of the DLR on the cache behaviour, consider the following code skeleton representing most often memory access patterns during a matrix computation:

**Example code 8**

1: statement1;
2: for $i \leftarrow i_1, i_2$ do
3:  statement2;
4:  for $j \leftarrow j_1, j_2$ do
5:    statements;
6:    $B[j] =$ $B[j]$;  \> Memory operation of type $\alpha$
7:    $B[i] =$ $B[i]$;  \> Memory operation of type $\beta$
8:    $A[i][j] =$ $A[i][j]$; \> Memory operation of type $\gamma$
9:    $A[j][i] =$ $A[j][i]$; \> Memory operation of type $\delta$
10: statement4;
11: statement5;
We consider the following simplifying conditions:

A1 We assume that all matrices are stored in the row-major order.

A2 We assume that statements $s_1$–$s_5$ contain only local computation with register operands. That is, we assume that statements $s_1$–$s_5$ have negligible cache effects and the only memory accesses are memory operations of type $\alpha - \delta$.

A3 We assume that the reuse distances depend on the exact ordering of memory operations (inside the $j$-loop) only slightly and so do the number of cache misses.

A4 We do not distinguish between load and store operations.

A5 We assume that the cache memory is big enough to hold all the data for one iteration of the (inner) $j$-loop.

A6 We assume that the cache memory is not able to hold all the data for one iteration of the outer $i$-loop. Otherwise, the DLR has no effect in comparison to standard execution.

A7 This model is derived only for immediately nested loops.

Let us now analyse the effect of DLR ($i \rightarrow j$) on individual memory operations.

- A memory operation of type $\alpha$ is affected by the DLR, because its operand (or its part) can be reused. The effect of DLR can be estimated by the RD analysis.
- A memory operation of type $\beta$ is not affected by the DLR, because it returns the same value (in the $j$-loop). It is usually eliminated by an optimizing compiler.
- A memory operation of type $\gamma$ is not affected by the DLR, because its operand cannot be reused due to the row-major matrix format assumption.
- A memory operation of type $\delta$ is affected by the DLR, due to its spatial locality.

1) Evaluation of simplified RD model: The number of cache misses during one execution of Example code 8 is denoted by $X$. The number of cache misses during one execution of Example code 8 with DLR ($i \rightarrow j$) is denoted by $Y$. The reduction of the number of cache misses during one execution of Example code 8 due to the DLR ($i \rightarrow j$) is denoted by $\mu_{\text{saved}}$ and it is equal to $X - Y$. The value of $\mu_{\text{saved}}$ has an upper bound

$$\mu_{\text{saved}} \leq (i_2 - i_1) \cdot DC_S / B_S.$$ 

This general upper bound can be reached only for loops where all memory operations are affected by the DLR. In practical cases, the reduction of the number of cache misses is smaller. To estimate the number of the number of cache misses during an execution of Example code 8 with the DLR, we need to count the number of iterations of the $j$-loop that can reside in the cache. We will denote this number by $N_{\text{iter}}$

$$N_{\text{iter}} = \frac{DC_S}{B_S \sum_m SCMO(m)}.$$ 

where

- $m$ is a memory operation (of type $\alpha - \delta$) in the $j$-loop.
- $SCMO(m)$ is the probability that memory operation $m$ loads data into a new cache block.

$$SCMO(m) = \begin{cases} 
1 & \text{if } m \text{ is a memory operation of types } \beta \text{ or } \delta \text{ which are accessed in column-like pattern,} \\
S_D / B_S & \text{if } m \text{ is a memory operation of types } \alpha \text{ or } \gamma \text{ which are accessed in row-like pattern.} 
\end{cases}$$ (2)

If $N_{\text{iter}} < 1$, then the assumption (A5) is not satisfied and $\mu_{\text{saved}} = 0$.

If $N_{\text{iter}} \geq (j_2 - j_1)$, then the assumption (A6) is not satisfied and $\mu_{\text{saved}} = 0$.

We can also estimate probability (denoted by $PDLR(m)$) that the memory location accessed by memory operation $m$ is reused using DLR.

$$PDLR(m) = \begin{cases} 
0 & \text{if } m \text{ is a memory operations of types } \beta \text{ or } \gamma \text{ (i.e., it is not affected by the DLR;)} \\
1 - S_D / B_S & \text{if } m \text{ is a memory operation of type } \delta \text{ (i.e., it is affected by the DLR, for column-like access, the last element in cache-line is not counted;)} \\
1 & \text{if } m \text{ is a memory operation of type } \alpha \text{ (i.e., it is affected by the DLR, for row-like access.)} 
\end{cases}$$ (3)

Finally, the number of cache misses saved by the DLR applied to the $i$-loop can be approximated by

$$\mu_{\text{saved}} = (i_2 - i_1) \cdot N_{\text{iter}} \sum_m (PDLR(m) \cdot SCMO(m)),$$ (4)

where $m$ is a memory operation in the $j$-loop.

Comparisons of the numbers of estimated and measured cache misses are presented in Section VI-C3.

V. EXPERIMENTAL EVALUATION OF THE DLR

A. Testing codes

For measuring the effect of DLR (performance, cache miss rate, and so on), we use two simple codes:

- matrix-matrix multiplication (MMM for short),
- multiplication of two sparse matrices (spMMM for short).

We have deeply studied characteristics of these codes in following sections:

- For performance results, see Section VI-A.
- For cache utilization results, see Section VI-B.
- We also evaluate precision of our analytical model for MMM_STD code, see Section VI-C.
- We also combine effects of DLR and loop tiling for MMM_STD code, see Section VI-D.
1) Matrix-matrix multiplication: We consider input real square matrices $A$ and $B$ of order $n$. A standard sequential pseudocode for matrix-matrix multiplication $C = A \cdot B$ is the following:

```
procedure MMM_STD(in A,B;out C)
for i ← 1, n do
    for j ← 1, n do
        sum = 0;
        for k ← 1, n do
            sum += A[i][k] * B[k][j];
        C[i][j] = sum;
return C;
```

2) Multiplication of two sparse matrices: We consider input real square sparse matrices $A$ and $B$ of order $n$ represented in the CSR format (see Section II-B), output matrix $C$ is a dense matrix of order $n$. A standard sequential pseudocode for the sparse matrix-matrix multiplication $C = A \cdot B$ can be described by the following pseudocode:

```
procedure spMM_CSR(in A,B;out C)
for y ← 1, n do
    for i ← A.Addr[y], A.Addr[y + 1] − 1 do
        x = A.C[i][j];
        for j ← B.Addr[x], B.Addr[x + 1] − 1 do
            x2 ← B.C[j][i];
            C[y][x] += A.Elem[i] * B.Elem[j];
    return C;
```

B. Configuration of the experimental system

All cache events were evaluated by our software cache emulator [17] and verified by the Intel Vtune tool. The experiments were performed on the Pentium 4 Celeron at 2.4 GHz, 512 MB, running OS Windows XP Professional, with the following cache parameters:

- L1 data cache with $DC_S = 8K$, $B_S = 32$, $s = 4$, $h = 64$, and LRU strategy.
- L2 unified cache with $DC_S = 128K$, $B_S = 32$, $s = 4$, $h = 1024$, and LRU strategy.

We used the Intel compiler version 7.1 with switches: -G3 -fno_alias -xK -ipo

VI. THE RESULTS OF EXPERIMENTAL EVALUATION

A. Performance evaluation of testing codes

We count every floating point operation (multiplication, addition and so on). The performance in MFLOPS is then defined as follows:

$$\text{MFLOPS(MMM\_STD)} = \frac{2n^3}{\text{execution time [\mu s]}}$$

$$\text{MFLOPS(spMM\_CSR)} = \frac{2 \cdot NZ_A \cdot NZ_B}{n \cdot \text{execution time [\mu s]}}$$

The graph in Figure 3 illustrates the performance with or without DLR. These graphs illustrate that the DLR increases the code performance due to better cache utilization. There is a performance gap (for example for $n = 120$ for the MMM\_STD), which DLR can overcome. The graph in Figure 4 shows the speedup over the version without the DLR. We can conclude that the fastest code is the version with DLR($i \rightarrow j \rightarrow k$) for the MMM\_STD code. We can also conclude that the average measured speedup is more than 20% in the measured set for the MMM\_STD code.

For small matrices, a small slowdown was measured. While the DLR can improve the cache hit rate, it has more overhead due to more conditional loops. This effect becomes even more important for the DLR on triple loops.

B. Cache miss rate evaluation

The cache utilization is enumerated according to the following definitions. Let us define "relative number of cache misses" as the ratio between the number of cache misses with DLR and the number of cache misses without DLR.

The graphs on Figures 5 and 6 illustrate the number of cache misses occurring during one execution of the MMM\_STD pseudocode. We can conclude that

- the DLR effect depends on the value of the parameter $n$
- and on the cache memory size (this observation proves the results of the analytical model from Section IV-B)
except for few cases, the DLR transformation has a positive impact on cache utilization.

Firstly, we must count how many iterations of the j-loop can reside in the cache. From the types of memory operations (Eq. (2)), we can derive that

\[ SCMO(A[i][k]) = \frac{S_D}{B_S}, \quad DLR(A[i][k]) = 1. \]

\[ SCMO(B[k][j]) = 1, \quad PDLR(B[k][j]) = 1 - \frac{S_D}{B_S}. \]

So, the number of iterations is (from cache parameters in Eq. (1))

\[ N_{iter} = \frac{DC_S}{B_S(1 + \frac{S_D}{B_S})}. \]

The number of cache misses saved by DLR(k, j) per one iteration of the j-loop (Eq. (4)) is \( \mu_{saved} = N_{iter} \).

The total number of cache misses saved by DLR(j \rightarrow k) during one execution of the MMM\_STD pseudocode is

\[ \mu_{saved} = n^2 N_{iter}. \]

For the given cache configuration, it gives the following results:

- for L1 cache: \( N_{iter} = 228 \).
- for L2 cache: \( N_{iter} = 3640 \).

C. Evaluation of simplified RD model

1) Analytical cache model for MMM\_STD: To analyse this algorithm, we omit accesses in array \( C \) at code line 7, because they are much less frequent. In this simplified model, the algorithm contains the following types of memory accesses:

- If DLR(i \rightarrow j) is applied, then memory operations with \( A[i][k] \) are of type \( \beta \) and memory operations with \( B[k][j] \) are of type \( \alpha \).
- If DLR(j \rightarrow k) is applied, then memory operations with \( A[i][k] \) are of type \( \alpha \) and memory operations with \( B[k][j] \) are of type \( \delta \).

2) Analytical cache model for spMMM\_CSR: Analysis of cache behaviour and DLR effects for this algorithm are beyond the scope of the compiler due to its irregular memory pattern.

3) An example of evaluation of the cache analytical model: We apply DLR(j \rightarrow k) on the MMM\_STD pseudocode. In this case as we stated above, memory operations with \( A[i][k] \) are of type \( \alpha \) and memory operations with \( B[k][j] \) are of type \( \delta \).

Comparisons of the numbers of estimated and measured cache misses are shown in Figures 7 and 8.

4) Discussion of the precision of the simplified RD model: Our analytical model is derived from the RD, which is based on fully-associative cache memory assumption. This assumption is the main source of errors in predictions. The errors are higher for L2 caches due to their lower associativity.

D. Evaluation of combination of DLR and loop tiling

We have also measured the performance and cache utilization for pseudocode MMM\_STD with loop tiling and effects of the DLR transformation on this code. Graphs on Figures 9 and 10 illustrate the fact that loop tiling can greatly improve the cache utilization. On the other hand, the tiling factor must be chosen very carefully, because the number of cache misses grows quickly with the distance of the tiling factor from the...
optimal value. When the DLR is applied, the growth is more smooth, so the code is less sensitive to the tiling factor value. Hence, the DLR technique is useful in cases when it is hard to predict a good value for the tiling factor.

**E. Evaluation of the DLR for the \text{SP MMM CSR} code**

The \text{SP MMM CSR} code is a simple example of an irregular code. For the testing purposes, we always generate five sparse matrices with random locations of nonzero elements with given properties (order of matrix, number of nonzero elements or density). The average value of these five measurements were taken as a result. In this code, the memory access pattern is hard to predict on the compiler level and loop tiling is excluded. Thus the DLR is usable and the application of this technique can save reasonably large number of cache misses (see Figures 11, 12, and 13).

**VII. Automatic compiler support of the DLR**

The DLR transformation brings new possibilities to optimize nested loops.

A. A proposed algorithm of automatic compiler support of the DLR

Let \( L_{1, b} \) represent a hierarchy of immediately nested loops (\( L_1 \) is the outermost loop, \( L_b \) is the innermost loop). The control variable for the loop \( L_i \) is denoted by \( C_i \). We propose the following function that returns a list of loop numbers that can profit from the DLR application and that can be implemented into compiler to support the DLR application automatically.

1: \textbf{procedure} DLR\_APPLICATION(in \( b, L, C \))
2: \hspace{1em} \textbf{let} res \( = [] \);
3: \hspace{1em} \textbf{for} \( i \leftarrow 1, b - 1 \) \textbf{do} \{ here we consider application of DLR(} \( C_i \rightarrow C_{i+1} \) )
4: \hspace{2em} \textbf{if} this DLR application is possible \textbf{then}
5: \hspace{3em} compute \( \mu_{\text{saved}} \) from the proposed cache model;
6: \hspace{3em} compute overhead of this DLR application;
7: \hspace{3em} \textbf{if} this DLR application pays-off \textbf{then}
8: \hspace{4em} add \( i \) to the res;
9: \hspace{1em} \textbf{return} res;
If this function returns empty list, then DLR does not pay-off for any loop in $L$. In other case, it returns a list (true) of loop number $x$ such that the DLR should be applied to $L_x$, i.e., $\text{DLR}(C_x \rightarrow C_{x+1})$ to increase the code performance.

B. Discussion of applicability of the DLR inside compilers

The function in Section VII-A is very general. The real incorporation of the DLR into existing compilers (like GCC or LLVM) must address more issues:

- Where can be the DLR applied? The DLR can be applied on the nested reversible loops. This condition can be easily checked by the compiler.
- Where should be DLR applied? The DLR should be applied on a pair or triple of loops that causes its maximal effect (mentioned in Section III-C). This compiler decision is very similar as for loop tiling.
- Has DLR significant effect? Yes. In most cases, higher speedups are achieved by loop unrolling or loop tiling. But the DLR can be combined with these techniques (see Section VI-D) and also the DLR can be applied on some codes where loop tiling could not (for example sparse matrix operations).

VIII. CONCLUSIONS

We have described a new code transformation technique, the dynamic loop reversal, whose goal is to improve temporal locality. This transformation seems to be very useful for codes with nested loops. We have demonstrated significant performance gains for two basic algorithms from linear algebra.

We have also developed a probabilistic analytical model for this transformation and compared the numbers of measured cache misses and the numbers of cache misses estimated by the model. The inaccuracies of the model are due to some simplifying assumptions.

This work is to contribute to the development of more efficient compiler techniques.
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