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ear Reader, it is our pleasure to present to you Position
Papers of the 2013 Federated Conference on Computer

Science  and  Information  Systems  (FedCSIS),  which  took
place in Kraków, Poland, on September 8–11, 2013. This is
the first year when position papers have been introduced as
a  separate  category  of  contributions.  This  decision  was
grounded  in  the  observation  that,  with  decreasing  accep-
tance rate  of full papers  (this year  approximately 43%),  a
number of valuable contributions have to be rejected. They
often represent initial stages of interesting projects, descrip-
tions of  industrial  applications,  etc.  Therefore,  in order  to
not to lose interesting contributions,  this volume was cre-
ated.

D

FedCSIS  was organized  by the Polish Information  Pro-
cessing  Society  (Mazowsze  Chapter),  AGH  University  of
Mining and Metalurgy, Wrocław University of  Economics
and Systems Research Institute Polish Academy of Sciences.
FedCSIS was organized in technical cooperation with: IEEE
Region 8, Computer Society Chapter Poland, Gdańsk Com-
puter Society Chapter, Poland,  Polish Chapter of the IEEE
Computational Intelligence Society (CIS), ACM Special In-
terest  Group on Applied  Computing,  Łódź ACM Chapter,
SERSC: Science & Engineering Research Support soCiety,
Informatics Europe, Asociación de Técnicos de Informática,
Committee of the Computer Science of the Polish Academy
of  Sciences,  The  Polish  Association  for  Information  Sys-
tems,  Polish  Society  for  Business  Informatics and  Polish
Chamber of Commerce for High Technology. Furthermore,
the 8th International Symposium Advances in Artificial In-
telligence  and  Applications  (AAIA'13)  was  organized  in
technical cooperation with:  IEEE SMC Technical Commit-
tee on Computational  Collective Intelligence,  International
Rough  Set  Society,  International  Fuzzy  Systems  Associa-
tion,  Romanian Association  for  Artificial  Intelligence, and
Polish Neural Networks Society.

FedCSIS consisted of the following events:
• AAIA'13—8th International Symposium Advances in 

Artificial Intelligence and Applications 
• AIMA'13—3rd International Workshop on 

Artificial Intelligence in Medical Applications
• ASIR’13—3rd International Workshop on 

Advances in Semantic Information Retrieval
• WCO'13—6th Workshop on Computational 

Optimization
• CSNS - Computer Science & Network Systems 

• CANA'13—6th Computer Aspects of Numerical 
Algorithms

• MMAP'13—6th International Symposium on 
Multimedia Applications and Processing

• ECRM—Education, Curricula & Research Methods 
• DS-RAIT'13—Doctoral Symposium on Recent 

Advances in Information Technology

• ISEC'13—Information Systems Education & 

Curricula Workshop

• iNetSApp—Innovative Network Systems 

and Applications 
• WSN'13—2nd International Conference on 

Wireless Sensor Networks
• SoFAST-WS'13—2nd International Symposium on

Frontiers in Network Applications, Network 
Systems and Web Services

• IT4MBS—Information Technology for Management, 
Business & Society 

• ABICT'13—4th International Workshop on 
Advances in Business ICT

• Agent Day'13
• AITM'13—11th Conference on Advanced 

Information Technologies for Management
• IT4L'13—2nd Workshop on Information 

Technologies for Logistics
• KAM'13—19th Conference on Knowledge 

Acquisition and Management
• TAMoCo'13—Techniques and Applications for 

Mobile Commerce
• SSD&A—Software Systems Development & 

Applications 
• ATSE'13—4th International Workshop 

Automating Test Case Design, Selection and 
Evaluation

• IWCPS'13—International Workshop on 
Cyber-Physical Systems

• PBDA'13—Performance of Business Database 
Applications

• WAPL'13—4th Workshop on Advances in 
Programming Languages

Each of these events had its own Organizing and Program
Committee. We would like to express our warmest gratitude
to members of all of them for their hard work attracting and
later refereeing 420 submissions.

FedCSIS was organized under the auspices of Prof. Bar-
bara Kudrycka, Minister of Science and Higher Education,
dr Michał Boni,  Minister of  Administration and Digitiza-
tion, Prof. Michał Kleiber, President of Polish Academy of
Sciences,  Marek  Sowa,  Marshal  of  Małopolska  and  Prof.
Jacek Majchrowski, Mayor of Kraków. It was sponsored by
Ministry of Science and Higher Eduction and Intel.

Maria Ganzha, Conference Co-Chair, Systems Research 
Institute Polish Academy of Sciences, Warsaw, Poland, and 
Gdańsk University, Gdańsk, Poland

Leszek Maciaszek, Conference Co-Chair, Wrocław 
University of Economics, Wrocław, Poland and Macquarie 
University, Sydney, Australia

Marcin Paprzycki, Conference Co-Chair, Systems Research 
Institute Polish Academy of Sciences, Warsaw and 
Management Academy, Warsaw, Poland
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HE AAIA'13 will bring researchers, developers, practi-
tioners, and users to present their latest research, results,

and ideas in all areas of artificial intelligence. We hope that
theory and successful applications presented at the AAIA'13
will be of interest to researchers and practitioners who want
to know about both theoretical advances and latest applied
developments  in  Artificial  Intelligence.  As  such  AAIA'13
will provide a forum for the exchange of ideas between theo-
reticians and practitioners to address the important issues.

T
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Abstract— The  selection  of  proper  materials  for  different

components is one of the most challenging tasks in  engineer’s

activity. The traditional approach to the selection of materials

required looking through the literature and material safty data

sheets.With the development  of information technology, engi-

neering work has also changed. It involves not only arduous

browsing  catalogues  and  guides  but  also  defining queries  in

database  applications. This  approach  greatly  accelerated  the

process of selection of materials, but it did not eliminate all the

problems  associated  with  obtaining  information  from  large

data sets.  This paper presents the developed Web Material Se-

lector application designed for computer-aided materials selec-

tion.  The  WMS  allows  to  work  with  very  large  databases

through the use of a professional tool to manage complex data

structures. At the same time the application is designed to opti-

mize the search process, what significantly reduces the number

of materials whose properties a designer should carefully con-

sider.

I. INTRODUCTION

T is estimated that there are more than 80 000 materials
on the market, each of which is described by a series of

properties:  mechanical,  physical,  chemical,  economic,  etc.
These numbers show how difficult task was put before an
engineer who must made the best choice of the optimal ma-
terial  from which the given  item will  be made The tradi-
tional approach to the selection of materials for specific ap-
plications required  looking through  the literature and mate-
rial safty data sheets. 

I

Realising  the  potential  for  analysis  and  searching  large
data sets offered by modern database management systems,
to some extent facilitates the work of structural  engineers.
However, existing solutions do not eliminate all the prob-
lems associated with obtaining information from large data
sets. On the one hand, the engineer would have the greatest
database,  which  will  enable  the  analysis  of  the  broadest
range  of  materials  properties.  On  the  other  hand,  when
searching large databases, the number of materials that meet
the very stringent criteria ( on the assumption that the ele-
ment does not operate in extreme conditions ) is very high,
which hampers the decision process and extended the selec-
tion of the best material. The solution to these problems may
be to design a new algorithm for the selection of materials in

the design  process,  using  the  methods  of  artificial  intelli-
gence  in  the  data  classification  and  multi-criteria  deci-
sion-making  models.  The main  function  of  this  algorithm
will reduce and prioritize the search results to databases in
such a way that making the decision on the selection of the
material as easy as possible.

II. METHODOLOGY FOR THE SELECTION OF MATERIALS

Rules for the selection of materials in engineering design
has been described in detail in the works of Dobrzański [1]
and Ashby [2].The authors defined a complex decision-mak-
ing process that requires good knowledge of the widely un-
derstood materials science and related areas. The procedure
of an engineer depends to a large extent on the features that
the projected element will meet and the type of project (orig-
inal, adaptive, alternative). Fig. 1 shows the general scheme
of the process of selection of materials.

Fig.  1 Methodology for the selection of materials

Computer Aided Material Selection in Design Process
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In the first stage there are a reconnaissance of design and
constructional assumptions  and analysis of material require-
ments.  In  the  next  step,  the  basic  criteria  are  formulated.
They are strict conditions that allow us to assess whether the
given material can be used in the present analyzed case or
whether it should be unconditionally rejected. The result of
the analysis of the material base in terms of the basic criteria
is to obtain the space of solutions, ie the set of materials that
may be used in a given project.

In the next step optimization criteria (functional) are de-
scribed. These criteria are not strict conditions but they only
define the value of the objective function, thus indicating the
direction to be pursued. The analysis of the space of solu-
tions, taking into account these criteria, allows to organize
the list of pre-selected materials. The order of materials on
the list is dependent on the optimization algorithms used in
the process. If there are a lot of materials that meet the basic
criteria, as a result of optimization, the worst materials that
meet the specified criteria can also be removed from the list.
The last step in the process of designing involves a detailed
analysis of materials ranked as a space of solutions in terms

of  the  possibility  of  using  a  given  material  in  a  specific
project. Here assessment, apart from properties, includes so.
local  conditions,  making the selection of the best  material
from dependent on the owned equipment, the availability of
material on the market, confidence in providers, etc.

The vast amount of materials and a lot of properties which
are used to describe them justify the attempts at working out
computer systems supporting the process of material selec-
tion.

III. SYSTEMS ARCHITECTURE OF WMS

The  few currently  existing  solutions  of  computer-aided
materials selection have a number of constraints. The flag-
ship program Cambridge Engineering Selector based on the
idea of Ashby has a very general  approach to the material
data  that  only allows pre-selection.  However,  applications
developed under the leadership of Dobrzański are equipped
with much more extensive and accurate database but sup-
porting  the  process  of  selection  is  limited  only  by  the
multi-criteria search of these databases. 

Fig.  2 Multi-layer system architecture of WMS
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Originally the WMS program was supposed to eliminate
these restrictions. It should support accurate material data for
the largest possible number of materials, enable multi-crite-
ria search of database and use optimization algorithms sup-
porting the choice of the best materials. Additionally,  in line
with current trends in computing, it was decided to create a
multi-user network applications with the ability of Internet
service  and  the  use  of  professional  database  management
system of the company IBM. To be able to create  a com-
plete documentation of the process of material  selection a
print option of reports should be introduced.

WMS application designed for computer-aided materials
selection is placed on the servers of Rzeszów University of
Technology. It was established in accordance with the stan-
dard J2EE(Java Enterprise Edition) that defines the rules for
creating  applications  in  the  Java  programming  language
based on multi-layered architecture. Users gain access to the
application using a web browser.

 The system has a structure typical  of an expert system
where the machine is separated from the applicant database
(Fig. 2).  Entering  the  data  related  to  the  material  sought
takes place through dynamically generated web pages.  Se-
lection of  appropriate  criteria  is  determined by a database
connected to the system, from which a web page is gener-
ated through analysis module and the input-output module. 

For proper operation of the program it is required to estab-
lish a connection to a database of materials, for demonstra-
tion purposes there are two sample databases available. The
first  database  "Plastics"  contains  information  on over  500
plastics and polymer matrix composites. These materials can
be found in the commercial offer of five leading manufactur-
ers of plastic products. The second database shows the prop-
erties  of  the materials  belonging to the group of stainless
steels. It  contains information on 300 materials (about 100
kinds in various forms of delivery and subjected to different
heat treatment processes) and their properties.  The program
also offers the possibility to create their own databases, so
that users can create their own database of materials.

The application service is very intuitive and is done using
a web browser. It provides three basic modes of operation:

- Browsing a database;
- Editing and creating a database; 
- Computer-aided materials selection.

The action of this last option is illustrated in Fig. 3. After
choosing the appropriate database and the option "Selection
of  materials"  in  the  menu  we  can  determine  information
about the executed project. This option allows to enter infor-
mation concerning the name, description, and additional de-
sign elements (such as graphics,  calculation, charts); it en-
ables to create a full documentation of the process of mate-
rial selection. 

Fig.  3 Selection of materials in the WMS program 

The process of selection of materials is done by defining
the basic criteria, and thus choosing the right properties, re-
lationships, and entering the boundary value. You can enter
up  to  10  criteria,  and  determine  the  relationship  between
them. From the declared database the program searches for
materials meeting the specified criteria that  will  provide a
solutions space. Then we introduce the optimization criteria
determining the property, the purpose (min, max), and the
priority of the given criterion (in the range of 1 - 10, where
10 is the highest priority). Using the defined data and infor-
mation contained in the database the program prioritizes the
space of solutions. The ranked list of materials is displayed
on the screen (Fig. 4).  

At this point, it  is possible to view detailed information
about  a  particular  material  and  generate  a  report  of  the
process of material selection as a PDF file.

WMS is a flexible tool for the selection of materials, the
criteria are defined on the basis of the property in the data-
base so that  they can be closely matched to the needs of
users.The program works with any database created using an
appropriate WMS program options or compatible with the
documentation supplied with the tool.

IV. OPTIMIZATION ALGORITHM

Simple searching the database based on the basic criteria
in the presence of a large number of materials and not re-
strictive criteria brings about choosing a variety of materials.

In recent years there has been many attempts to develop
effective an way to find the optimal material from materials
that  meet  the  basic  criteria.  Most  of  these  solutions  are
MCDM methods[3-6] - multi-criteria decision-making meth-
ods, but a statistical method was also developed [7] and a so-
lution based on fuzzy logic [8,9].

MARCIN JAROMIN : COMPUTER AIDED MATERIAL SELECTION IN DESIGN PROCESS 5



Fig.  4 The screen of WMS program - the results of searching the best material

To facilitate  the selection of  materials,  an  own MCDM
method  was  implemented  in  the  program  -  a  simplified
method for optimization. This method gives results similar
to methods developed by other authors but computationally
it is much easier what - in the presence of the large data sets
- significantly reduces system’s uptime 

The starting point of the method is a matrix of size m x n
(Fig. 5), where n is the number of materials that meet the ba-
sic criteria, and m is the number of optimization criteria. In
the first step we calculate the arithmetic mean (xj) and the
standard deviation (sigma j) for each criterion. Then we de-
termine the value of the assessment factor Cji for each mate-
rial.The final grade is the sum of the products of factor Cji
and weights Pj corresponding to the priorities set by the user
at the introduction of optimization criteria.

CK
i
= ∑
i=1, j=1

n ,m

C
ij
∗P

j

If in the given criterion materials with smaller properties
 match design assumptions better (that is the objective func-
tion  aims  to  minimize),  for  example,  the  material  sought
should be as light as possible so the smaller the density of
the material the better it matches the assumption, then Pj of
such a criterion is negative.

The last step involves sorting ascending the table of mate-
rials on the basis of final assessments and the possible rejec-
tion  of  the  materials  that  meet  the  specified  criteria  the
worst.

V. SUMMARY

To improve the process of selection of materials we need
solutions that fully use possibilities of information technol-
ogy. One of such solutions is the Web Material Selector. This
is a free, web-based application supporting the selection of
materials, enabling multi-criteria  search of the database of
material.  An  additionally implemented  optimization  algo-
rithm arrange according to preset criteria and limits the num-

ber of alternative solutions that should be analyzed in detail
in the final  phase of the materials  selection. The program
also makes it possible to create complete documentation of
the process of material selection.

Fig.  4 Algorithm of the simplified optimization method
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ecent advances in semantic technologies form a solid
basis for a variety of methods and instruments that sup-

port  information  retrieval,  knowledge  representation,  and
text analysis. They influence the way and form of represent-
ing documents in the memory of computers, approaches to
analyze documents, techniques to mine and retrieve knowl-
edge. The abundance of video, voice and speech data also
raises new challenging problems to information retrieval sys-
tems.

R

We believe that our workshop will facilitate discussion of
new research results in this area, and will serve as a meeting
place for researchers from all over the world. Our aim is to
create an atmosphere of friendship and cooperation for ev-
eryone, interested in computational linguistics and informa-
tion retrieval. The second ASIR workshop will continue to
maintain high standards of quality and organization, set  in
the previous year. We welcome all the researchers, interested
in semantics and information retrieval, to join our event.
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The  workshop  addresses  semantic  information  retrieval
theory and important matters, related to practical Web tools.
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• Domain-specific semantic applications.
• Evaluation methodologies for semantic search and

retrieval.
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Abstract—This  paper  discusses  three  issues  about  role:

(1) continuity of role playing in the case of role change, (2)

role as specification and (3) vacant role. As to (1) we intro-

duce decomposition of a role into two subroles: post subrole

and constituent subrole. The latter is crucial for coping with

the issue of continuity. The idea of role as a specification is

proposed after detailed discussion about what a role should

be. Finally, the third issue is addressed by introducing a new

idea of virtual player to harmonize all the new ideas pro-

posed in this paper. A preliminary result of formalization of

the new theory is presented.

I. INTRODUCTION

OLE instantiation is problematic,  in particular,  the

notion of  instance of  “vacant role” is unsettled.  In-

tuitively, a vacant role is a role which is not played by

any entity. What is vacancy of a role how and where does

its instance exist? A relational model of roles has a diffi-

culty to  answer this question, since when a participant

disappears, then the relation also disappears at the same

time. We have to confess that we do not know what va-

cant role is very well in the first place.

R

In an organization, people are promoted to a higher po-

sition and then change their roles. Suppose we let John

play a role, say, Deputy director, then John would lose his

participation in the organization at the very time of his

promotion up to Director, and hence John’s participation

in the organization loses continuity.

Social  roles  like  President  of  a  country  which  is

clearly defined in its constitution need descriptions [11].

Then, do all kinds of roles need descriptions? Some say

no, but what kinds of roles need a description is unclear. 

We discuss three issues of role as fundamental con-

cepts useful for better understanding about role.

(1) As to the first one  we propose decomposition of a

role into two subroles:  post subrole  and constituent

subrole to address the issue of role change and that

of the instance management of roles.

(2) The second one is about what a role is. We propose a

new view of roles, that is, view of a role as a specifi-

cation. 

(3) Our current understanding about vacant role [15] is a

bit too weak to explain the reality of a vacant role in

the real world. We introduce virtual role-holder and

virtual player to address this issue. It contributes to

better understanding about vacant role.

This paper is  organized as follows. The next section

overviews our model of roles discussed in [5,14,15] to

provide readers with background of the discussion of a

new  model  of  roles.  Then,  these  three  issues  are  dis-

cussed  in  Sections III,  IV and V, respectively. Related

work is presented in Section VI followed by concluding

remarks.

II.OVERVIEW OF OUR ROLE THEORY

A. Basic model of a role

The fundamental scheme of our roles at the instance 

level is the following (see the lower diagram in Fig. 1): 

“In Osaka high school, John plays teacher role-1 and

thereby becomes teacher-1”

This can be generalized to the class level (see the upper 

diagram in Fig. 1):

“In schools, there are persons who play teacher roles

and thereby become teachers.”

By play, we mean “acts as”, that is, it contingently acts

as according to the role (role concept). By “teacher”, we

mean a class of dependent entities which roughly corre-

spond to persons who are playing teacher roles and which

are often called qua individuals [11]. Here, we introduce

a couple of  important  concepts to  enable finer  distinc-

tions among role-related concepts: role concept, context,

role-holder,  potential player and  role-playing thing.  In

the above example, these terms are used as “In a context,

there are players who play role concepts and thereby be-

come role-holders”. 

By context, we mean a class of things that should be

considered as a whole. Unitary entities and relations can

be a context. Role concept is defined as a concept which

is played by some other entity within a context. So, it es-

sentially depends on the context. By potential player, we

mean a class of entities which are able to play an instance

of a role concept. In many cases, basic concepts (natural

types) can be used to denote classes of potential players.

When an instance of  potential  player  is  playing an in-

stance  of  a  role  concept,  we  call  the  instance  a
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role-playing thing. In this example, we say a person can 

play an instance of a teacher role. In particular, John is 

actually playing a specific teacher role teacher role-1. By 

doing so, he is associated with the instance teacher-1, an 

individual teacher role-holder. A role-holder class is a 

super class of dependent entities like teacher-1. As such, 

it is neither a specialization of a potential player class 

(e.g., person) nor that of a role concept class (e.g., teacher 

role), but an abstraction of a composition of a 

role-playing thing and an instance of role concept, as is 

shown in Fig. 1, which is the heart of our Role model. 

The link from Teacher-1 to Teacher is a broken arrow 

rather than a solid one like instance-of link to show the 

relation is not completely same as instance-of relation in 

Fig. 1. Neither our model nor Hozo tool allows people to 

directly generate an instance of role-holder classes 

because the individual role-holder as a dependent entity 

to be instantiated first requires an instance of a potential 

player class and that of a role concept class. Then, when 

the playing link is asserted, it virtually acquires the 

properties of the potential player and the role concept. 

This is why role-holders are dependent entities. 

All the concepts introduced here are core of our role 

model and contain rich implications which are elaborated 

in [15]. The above shows that we divide the conventional 

notion of “Role” into two kinds: role concept and 

role-holder in our model. Therefore, our model of roles 

does not have the concept of “Role” explicitly. In 

particular, it is understood conventionally that a role 

existing at the instance level must be something being 

played by something, since people understand the role 

instantiation and the action of playing the role as 

happening at the same time. In contrast, in our model a 

role concept can exist at the instance level without 

being played, since it depends only on its context and 

not on its player. While the concept of role is the target 

of the ontological research on roles, at the same time, 

this term has been the source of confusion, since it 

hides the difference between role concept and role 

holder. 

B. Hozo representation of our role model 

Fig. 2 shows the correspondence between the role 

model and its Hozo representation. Because Hozo is 

based on frames, the representation is rather 

straightforward. Additionally, we discussed theoretical 

solid foundation and formal definitions of our role theory 

in previous work [15]. In the paper, we discussed the 

solid foundation of role model and presented its 

semantics using OWL to clarify its formal definitions. 

The details of role representation model using OWL and 

SWRL are discussed in [7]. Hozo also can export 

ontologies in OWL. 

Let us explain Hozo’s representation conventions by 

using the example shown in Fig. 2. In Hozo each concept 

defined as a class is represented in a rectangle like School 

and Person. Each class is defined by specifying its parts 

(denoted by “p/o”) and/or attributes (denoted by “a/o”) as 

slots. School is here defined as an entity composed of 

teachers and students where teacher role and student role 

are role concepts played by individuals specified by the 

rectangle at the far right, instances of Person in this case. 

As shown in Fig.2, the key idea of class definition in 

Hozo is that all concepts, which can theoretically be parts 

of something, are defined independently of the possible 

wholes which they can be part of, and each class as a 

whole is defined by specifying the roles whose parts play. 

In other words, all the class definitions in Hozo are 

reciprocal, in the sense that a whole (School) is defined 

in terms of its parts (Person) playing their own roles, and 

at the same time, the roles (teacher role) played by the 

parts (Person) are defined there under the context of the 

whole (School). 

Is-a (super-sub) relations between basic concepts are 

represented by is-a links as shown Fig.3. In this example, 

University is defined as a sub concept of School. Sub 

concepts inherit all role concepts from their super 

concepts, and sometimes they specialize inherited role 

concepts to define the role concepts in their context. 

Fig.3 shows two role concepts (full) professor role and 

associate professor role which are defined in the context 

of University. They are sub concepts of teacher role in 

School. The relationships between these role concepts are 

represented by describing the super concepts on the right 

Role-holder
Role conceptContext

Potent ial player

Fig. 2. Hozo’s representation our role model. 
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of role concepts with double angles “<<” as shown in Fig. 

3. It means the hierarchy of role concepts is analogue to 

the hierarchy of basic concepts because all role concepts 

are defined within the basic concepts as their contexts. 

III. INTRODUCTION OF POST ROLE AND CONSTITUENT 

ROLE [7] 

A. Motivating example 

Let us consider the behavior of an instance of roles in 

the case of promotion in a university. We take an associate 

professor role and a full professor role as examples which 

are defined in the context of a university. In this example, 

an associate professor John in Osaka University is 

represented as follows: 

John plays an instance of the associate professor role 

and thereby becomes an associate professor (role-holder). 

Now, we assume a case where John is promoted from 

associate professor to full professor. It means that John 

stops to play the instance of the associate professor role, 

then plays the instance of the full professor role. In this 

example, when John plays the instance of associate 

professor role or full professor role, he also plays teacher 

role in the university at the 

same time. Because <both full 

professor role and associate 

professor role is-a teacher 

role> as shown Fig.3, the 

semantics of is-a relation tells 

us that John stops to play the 

instance of teacher role at the 

very moment when he changes 

the role to play. This is 

because one has to stop to play 

the current role when he/she 

starts to play the new role. In 

other words, the continuity of 

playing the teacher role is lost. 

Obviously, this example model 

does not capture the behavior 

of the instances in the real 

world accurately. In the real world, John must have been 

the same teacher both when he is the associate professor 

and the full professor. 

B. An informal solution 

The problem discussed in the previous section is 

caused by the fact that the player of the role is John 

himself rather than an academic staff role-holder, so that 

he/she comes back to himself when he/she stops to play a 

role. If the player of associate professor role was an 

academic staff role-holder rather than John, then the 

player of the associated professor role can stay being an 

academic staff member when he/she stops to play the role. 

This can be explained from another perspective. That is, 

this difficulty is caused by the confusion between 

academic staff role and associate professor roles. The 

former means that the player of the role is a member of 

the university (as an academic staff member), and the 

latter means what the player is expected to perform in the 

university. The above motivating example and its model 

fails to capture the separation between an associate 

professor role which is a composite of the post subrole 

and a staff member subrole. 

As it is already apparent, this 

problem can be solved by 

distinguishing between academic 

staff role and professor/associate 

professor role, and using academic 

staff role-holder rather than person 

as the player of the associate 

professor role as shown in Fig.4. 

Firstly, when John is an 

associate professor of Osaka 

University, he plays an instance of 

an academic staff role in Osaka 

University and thereby becomes an 

academic staff role-holder 

(referred to as RHi). Then, RHi 

 
 

Fig. 5 Extension of the framework. 
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Fig. 4. Distinguishing between academic staff role and professor/associate professor role.
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plays an instance of associate professor role and thereby 

becomes the associate professor (role-holder). Next, 

when John is promoted from associate professor to full 

professor, he (RHi) stops to play the associate professor 

role and plays a full professor role while he does not stop 

to play the academic staff role, since he comes back to 

not an ordinary person but RHi which is a role-holder of 

academic staff role when he stops to play the associate 

professor role. This problem is thus resolved 

successfully. 

C. Constituent subrole and post subrole [7] 

We generalize the notion of subroles introduced in the 

above. Fig.5 shows the original framework of our role 

theory (the upper one) and the extended one (the lower 

one). In the original framework, a role is simply played by 

a player. In the new framework, on the other hand, the post 

subrole is played by constituent subrole-holder which is 

made of constituent subrole played by a usual player. The 

original structure is kept and the new one is composed of 

the original one in a nested structure. As to the structure, 

we can say that the potential player of the original 

framework is extended and replaced by constituent 

subrole-holder.  

The ordinary role is decomposed into two subroles: 

post subrole and constituent subrole. The post subrole 

represents the main content of the original role and hence 

is responsible for specifying what job/task is expected to 

be performed by the player. On the other hand, the 

constituent subrole is introduced just to represent 

participation of the player in the context to create 

theoretically appropriate players of corresponding post 

subroles. It also contributes to the context by being its 

component/participant. 

Note that this idea of separation of a role into two 

subroles applies to all kinds of roles defined in the context 

of an entity as a whole in theory. The utility is apparent in 

the case of a company in which people often move across 

departments and get promoted to an upper post. In the 

example discussed in B teaching staff role in a school and 

academic staff role in a university are constituent 

subroles
1 which means their players are participating in 

the organization (school and university). And, school post 

subrole in a school, associate professor role and full 

professor role are post subroles which mean roles (posts) 

are performed in the organization by role-holders of the 

constituent subroles. 

We can find the same issue concerning artifacts. For 

example, suppose that a front wheel of a bike is replaced 

by a rear wheel in the same bike. The replaced wheels 

change its role while keeping participation in the context. 

To capture this case appropriately, we should define bike 

part role as a constituent subrole and some post subroles 

(e.g. front wheel role, rear wheel role) played by 

role-holders of the bike part roles. Fig.6 shows examples 

of them discussed in this section. 

D. Instance of role concept 

Let us take a teacher John’s case in a high school to 

investigate the role instance problem as an example. 

Imagine a situation where, after John retired, a new 

teacher was hired. The question is whether or not the 

teacher role instance of John was playing is the same as 

what the new person plays. If there is only one role 

instance like prime minister role, the answer is trivial. So, 

the answer of the John’s case would be the same role is 

played by the new comer. However, if two teachers 

retired at the same time, and two new teachers were hired, 

then there is no way to identify which role instance is 

                                                           
1 We can introduce a superrole of them such as member (of 

the organization) role whose subroles include constituent roles 

for clerks or students if it is needed. That is, we can define 

several kinds of constituent roles according to their contexts [7].  

Fig. 6. Class definitions of Constituent role and Part role 
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played by which. If we think about the case where a 

student Mike comes back to the same university after he 

once graduated from it, it is not clear if he plays the same 

student role as the former one or not. 

Our goal here is not to determine in which cases the 

role instances are reused. We intend to come up with a 

flexible role instantiation model which can cope with 

either case so that users can use it as they like. 

Interestingly, the two roles: constituent subroles and post 

subroles do a significant contribution to coping with this 

issue. In fact, post subrole is created according to each 

kind of role concepts independently of players. For 

example, when there are three English and two math 

teacher roles in a school, one English teacher post subrole 

and one math teacher post subrole instances are created. 

On the other hand, constituent subrole instances are 

created for each player instance. Each post subrole 

instance is shared by multiple constituent subrole 

instances and is reused by them. Such roles as prime 

minister, manager, president and teacher roles attract 

people’s focus on their post subroles, and hence they 

seem to be reused by multiple players. Even in the case 

of restaurant guest roles, we create one guest post subrole 

for a restaurant and reuse it by multiple players (guests) 

because all the players should be equally treated by 

restaurant staff as guests. 

We know the term “guest post subrole” sounds 

strange comparing with manager post and president post 

subroles. However, we believe it is just a terminological 

problem and does not degrade the idea of post subroles 

which is applicable to any role.  

In the case of constituent subrole, on the other hand, 

its instance is created whenever a new playing event 

happens independently of the player is the same or not. 

So, even if the same player has played the same role 

multiple times, each instance of the constituent subrole 

should be different. When people concentrate their focus 

on constituent subrole, then the role seems to require new 

instances whenever a new player participates in the 

context.  

When we investigate properties role instances should 

have, we notice important information is lacking, that is, 

the information of when the player plays the role. 

Candidates which can possess such information are the 

following three: player itself, post subrole and constituent 

subrole 2 . If we put it to players, then we lose the 

information when he/she left. Post subroles are shared by 

multiple constituent role-holders, so it is not appropriate 

to hold such player-dependent information. Constituent 

subroles are created for each playing event, so it would 

be the best to let each constituent subrole to possess such 

information. 

In summary, when a context instance is created, all 

the instances of post subroles corresponding each role 

                                                           
2  The role-holder is the strongest candidates, of course. 

However, it is a composite of these three, so it is excluded. 

kind are created. All post subroles are played by the 

corresponding constituent subrole-holders which are 

created whenever a player participates in the context to 

play the role. All the players participated in the context 

must play the constituents subroles first and thereby 

become a constituent subrole-holder to play the post 

subrole corresponding to the original role. Constituent 

subroles thus represent participation events of players as 

well as generic components of the context. The problem 

of instance generation of roles has been resolved by the 

introduction of these two subroles. As already explained, 

post subroles are created according to the corresponding 

role independently of the existence of players, while each 

constituent subrole is created according to each 

participation of a player. Whether the constituent subrole 

instance should be kept as a vacant role after the player 

has gone is determined by the necessity of keeping the 

participation history. 

IV. WHAT IS A ROLE? 

A role is something to be played. When a person plays 

a teacher role, he/she must fulfill the requirement the 

school expects. If it is a math teacher, he/she must be 

qualified with math teaching. A role is thus a required 

specification expected to be fulfilled by a player. This 

view suggests that what a player has when he/she plays 

the role is capacity to fulfill the role specification. The 

players realize their capacity to fulfill the specification 

required to play the role. Therefore, the role is external to 

the player. What is internal to the player is capacity to 

realize/fulfill the role as specification. The decomposition 

of a role into post subrole and constituent subrole also 

contributes to the idea of “a role is a specification” 

because post subrole is what a player fulfills after 

removing constituent subrole from the original role and 

corresponds to what functionality/responsibility for the 

player to perform/have 

Let us investigate the idea that a role is a specification 

further for each of the cases where roles defined in the 

context of an object and an occurrent. 

(1) Object-dependent roles 

 Every part of an object contributes to making it as a 

whole. In the case of functional objects which have 

functional parts, all parts play a role to help the whole 

realize its function by performing respective functions. 

An engine of a car plays a power source role by 

generating torque and a blood vessel of a circulatory 

system of a human body plays a conduit role by allowing 

blood to flow, etc. Such roles that are associated with 

parts specify what function(s) must be performed. In 

particular, parts/components of an artifact are designed as 

specification which must be satisfied by real 

parts/components which are installed at the right place 

with right qualities to realize the real artifact. 

(2) Occurrent-dependent roles 
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Any occurrent necessarily needs participants. Objects 

can participate in an occurrent. Typical participants are 

actor and operand either one of which is a role. 

Examples of actor role include runner, singer, speaker, 

etc. Actor as a role subsumes these three roles each of 

which specifies what it must be, that is, runner role 

specifies that its player must participate in a running 

process as a doer. 

The discussion thus far suggests us a temporary 

answer to the question: what is a role. A role individual 

exists as a specification as far as its context exists 

independently of if it is played or not and it exists not in 

the player but in its context. Players have capacity to 

fulfill the specification of the role to play. This idea fits 

the notion of play very well. Borrowing Guarino’s claim3, 

“to play a piece of music essentially means to play an 

instrument using a musical score which is a 

specification”. 

V. VACANT ROLE AND VIRTUAL ROLE-HOLDER 

A. Vacant role 

At first glance, a role seems to be a property rather 

than a relation. Although it is true that a role is not a 

relation, the problem is that a role can be a property only 

when it is played by an entity. Note here that it is a 

property of the player rather than so is the role itself 

intrinsically. This suggests that if a role is a property or 

not is not a simple problem which is caused by the fact 

that a role is something to play, and hence there is a 

situation where a role is not played by anything. Thus, 

there appears a serious issue: what a role is when it is 

vacant.  

To answer this question, we need to investigate what 

is the instance of a role in the first place: If it is a 

property, then whose property is it, the player or another? 

There are two states in roles: being played and not played. 

If a vacant role, which is not played by any entity, were a 

property of the player, then the issue would have been 

much easier as that a role is a property of a player in any 

case. However, the vacant role cannot exist in the player, 

but exists in the context where it is defined, which is 

outside of the player. For example, a teacher role is 

defined in a school and does not exist in the player when 

it is not played. Teacher roles are key components of a 

school which is composed of other roles such as student 

roles and lecture room roles as well as teacher roles. 

How much vacant is a vacant role? We claimed a role 

is a specification in IV. Then, what is an instance of role 

as a specification? If it is just a specification, then a vacant 

teacher role of a school does not make sense well and it 

does not explain the reality. How about the Japanese 

Prime Minister role? We do not think it is just a 

                                                           
3 This captures only meaning of his claim in personal discussion 

made in the context of EuJoint project: Project n. 247503. 

specification when it is vacant. To investigate this issue, 

here are two stories4.  

Story 1: A letter has been sent to the President of a 

country from Mr. A who does not know Mr. President 

resigned a few days ago. The letter is valid and 

received successfully. 

Story 2: A set of cords connected to the right headlight 

of a car is said to be connected to the right headlight 

even when the light bulb is taken off. 

Both stories say that a vacant role is not just vacant and is 

something more realistic than mere specification. In Story 

1, even if President cannot answer the letter, it is validly 

received and the next real President will be able to answer 

it. In Story 2, engineers talk about the right headlight 

independently of if the bulb is there or not, though the 

vacant right headlight cannot light. In short, these vacant 

roles are almost real entities. So, we call such a vacant role 

virtual entity. Then, the next issue is how to concretize 

such an observation. 

B. Virtual player 

This idea suggests a possibility to introduce virtual 

role-holder of constituent subrole to let it play the post 

subrole. It is anyway effective to let anything play a post 

role for making a mere specification more realistic. But, 

we have no real player. Then, the only possible way is to 

create a virtual player who is empty but to let it play a 

constituent subrole to produce a virtual constituent 

subrole-holder.  

Then, what is a virtual player? It is made by removing 

all the values of specified properties derived from its 

material part, so that if such an immaterial player already 

there and play the constituent subrole to become a virtual 

constituent subrole-holder, it would resolve our problem. 

Note, in our case, that we have two virtual role-holders: 

virtual constituent subrole-holder held by a virtual player 

and virtual post subrole-holder held by virtual constituent 

subrole-holder.  

Accordingly, we modify the idea of role-holder to 

adapt to the notion of virtual player. In the current theory, 

role-holder instance cannot exist without a player, while, 

in the new theory, it can exist as a virtual role-holder by 

considering the role is played by a virtual player. When a 

role is played by a real entity, the corresponding 

role-holder comes to exist as a real entity. Thus, the 

change of our theory has been made on the treatment of 

vacant cases. Although the theory needs more adaptation, 

it is omitted due to space limitation. 

We define a virtual role-holder as a role-holder in the 

case of the player is a virtual player. See Fig. 7 which 

shows virtual teacher-1 is made when a teacher post 

subrole is played by a virtual constituent-1 which is made 

when a constituent subrole is played by a virtual player, 

                                                           
4  These two stories are given by Nicola Guarino while 

discussion with him and his colleagues in the context of 

collaborative research supported by EuJoint: Project n. 247503. 
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that is, when no real player exists. When John participates 

in the context (school A) and plays the teacher role, he 

materializes the virtual player by giving all his property 

values to it. Then, the next issue is what is the virtual 

player materialized by John? Are there two different 

individuals at the same time: John and a virtual player 

materialized by John? Because the relation between the 

two is constituted-of, the answer is yes, and both of them 

exist by sharing the same region in the spatiotemporal 

space like a vase. It is analogous to the case of a vase 

constituted of an amount of clay. After making a vase 

using the amount of clay, both keep their identities unless 

the vase has been destroyed. They co-exist in the same 

region of the spatiotemporal space. Thus, when a real 

player participates in the context, the virtual role-holder 

continues to exist even after a real player has participated 

in, that is, it exists independently of it is filled or not. 

In this way, a letter sent to the President who recently 

resigned is received by the virtual President role-holder, 

and the cords to the right headlight are successfully 

connected to the virtual right headlight role-holder. 

The introduction of virtual player does not have to be 

done to all kinds of roles. It should be dependent on the 

kinds of roles. It should be introduced to such roles that 

have a unique individual or pre-fixed number of role 

individuals. On the other hand, roles whose number of 

role instances is indefinite like guest role of a restaurant 

do not need any virtual player. 

C. Toward formalization 

Although it is very preliminary, the following is a 

first step towards formalization of role playing and 

vacancy of roles mainly for cases where virtual players 

are necessary. 

Primitives: context(x), playing(x, r, rh){x is playing a 

role r and becomes a role-holder rh}, post-sub-role(x), 

real(x), virtual(x), constituent-sub-role(x), inherit(x, y) {x 

inherits all properties of y}, part(x, y) {x is a part of y}, 

constituted-of(x, y, vo) {x is constituted of y using vo as a 

template} 

 

The original model: 

role-concept(r, x) => context(x). 

role-holder(rh, r) =>  x,y; context(y), role-concept(r, y), 

playing(x, r, rh), inherit(rh, x), inherit(rh, r). 

role-holder(rh, r) <=>  x; playing(x, r, rh). 

vacant(r) => Not ( x; playing(x, r, rh)). 

 

The new (nested) model: 

role-concept(r, w) =>  x,y,z; context(w), part(x, r), 

part(y, r), post-sub-role(x), constituent-sub-role(y). 

{x and y are non-overlapping and exhaustive} 

 
 

Fig.7 Virtual teacher and virtual constituent (see the two red rectangles). 

All circles represent a set of properties. 
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c-role-holder(rh, y) =>  x, csr; context(y), role-concept(r, 

y), part(csr, r), constituent-sub-role(csr), real-play-

ing(x, csr, rh).

p-role-holder(rh, r) =>  x,y, psr; c-role-holder(rh1, r), 

part(psr, r), post-sub-role(psr), playing(rh1, r, rh).

{a psr can be shared by multiple csr’s}

vacant(r) <=> Not ( x; real(x), playing(x, r, rh)).

v-c-role-holder(rh, y) =>  x, csr; context(y), 

role-concept(r, y), part(csr, r), 

constituent-sub-role(csr), virtual-playing(x, csr, rh).

v-p-role-holder(rh, r) =>  x,y, psr; v-c-role-holder(rh1, 

r), part(psr, r), post-sub-role(psr), playing(rh1, r, rh).

real-playing(x, r, rh) =>  y, vo; real(y), virtual(vo), con-

stituted-of(x, y, vo), playing(x, r, rh), 

virtual-playing(vo, r, rh).

virtual-playing(x, r, rh) => virtual(x), playing(x, r, rh).

context(x) =>  rh, rh1; v-c-role-holder(rh1, x), 

v-p-role-holder(rh, r), playing(rh1, r, rh).

VI. RELATED WORK

As far as the authors know, there are few papers which

tackle the main topics discussed in this paper except [4].

Existing literature on roles scatters in several areas of on-

tology  engineering  [3][11][9,10],  database  model[16],

software engineering [1], and agent systems [2]. 

Guarino  discussed  vacant  roles  and  claims  that  they

are more real than the current understanding about them

in the role community in his recent paper [4]. We share

the same issue with him. He nicely analyzes ontological

status  of  related  entities  and  concepts  such  as  system

component, replaceability, functional roles in the context

of vacant role (missing player). While he does not present

a solution to this issue, we have proposed a solution to

the problem in this paper.

VII. CONCLUDING REMARKS

We have proposed (1) post and constituent subroles to

cope with continuity of role-playing in the case of change

of roles, (2) a new view of role as a specification and (3)

virtual player. These contribute to refinement of role the-

ory. Future work should be completion of the formaliza-

tion of the new theory.
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Parallel algorithms for adaptive time-stepping in
radiofrequency liver ablation simulation:

implementation on an IBM Blue Gene/P computer
K. Georgiev, N. Kosturski, S. Margenov, Y. Vutov

Institute of Information and Communication Technologies,
Bulgarian Academy of Sciences

Abstract—This work concerns the mathematical modeling
and computer simulations of the heat transfer process. The
core is solving the time-dependent partial differential equation
of parabolic type. Instead of a uniform discretization of the
considered time interval, an adaptive time-stepping procedure
is applied in an effort to decrease the simulation time. The pro-
cedure is based on the local comparison of the Crank Nicholson
and backward Euler approximations. Computer simulation on
geometry obtained from a magnetic resonance imaging (MRI)
scan of the patient is performed. Results of some preliminary
numerical experiments performed on a selected test problems
are presented and discussed

I. INTRODUCTION

THE minimally invasive treatment called radio-frequency
ablation (RFA) guided by imaging techniques, the doctor

inserts a thin needle through the skin and into the tumor,
(see Fig. 1, [11]). High-frequency electrical energy delivered
through this needle heats and destroys the tumor. The circuit
is closed with a ground pad applied to the patient’s skin.

The right procedure parameters are very important for the
successful killing of all of the tumor cells with minimal
damage on the non-tumor cells.

Fig. 1. CT Scan, Showing Radio-Frequency Ablation of a Liver Lesion

Computer simulation on geometry obtained from a magnetic
resonance imaging (MRI) scan of the patient is performed.

In this work, an adaptive time stepping algorithm is applied
to the simulation in order to reduce the computational time.

The rest of the paper is organized as follows. The mathemat-
ical and numerical models are shortly presented in Section 2.
The adaptive time-stepping algorithm is described in Section 3.

Section 4 is devoted to the computer simulations and analysis
of the results obtained on an IBM Blue Gene/P supercomputer.
Finally, some concluding remarks can be found in Section 5.

II. THE MATHEMATICAL AND NUMERICAL MODELS

The bio-heat time-dependent partial differential equation [4],
[5] is the governing equation describing the RFA process. It
can be presented as follows:

ρc
∂T

∂t
= ∇ · k∇T + J · E − αhB (T − TB), (1)

where the thermal energy arising from the current flow is
described by J ·E in (1) and αhB (T − TB) accounts for the
heat loss due to blood perfusion in the capillaries. The heat
produced from metabolic functions of the liver is neglected.
The initial and boundary conditions which are used in this
approach are as follows:

T = 37◦C when t = 0 at Ω, (2a)
T = 37◦C when t ≥ 0 at ∂Ω, (2b)

−k
∂T

∂n
= α(T − TB) when t ≥ 0 at ΓR (2c)

The notations which are used in (1) and (2) are given bellow:

• Ω – the entire domain of
the model;

• ∂Ω – the boundary of
the domain;

• Γr – the boundary of the
blood vessel;

• ρ – density [kg/m3];
• c – specific heat [J/kg

K];
• k – thermal conductivity

[W/m K];
• J – current density

[A/m];
• E – electric field inten-

sity [V/m];
• t – time [s];

• T – temperature [K];
• TB – blood temperature

(37◦C);
• wB – blood perfusion

coefficient[s−1];
• hB = ρBcBwB – convec-

tive heat transfer coeffi-
cient accounting for the
blood perfusion in the
model;

• α – tissue state coeffi-
cient;

• n – the outward-pointing
normal vector of the
boundary.
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The cumulative damage integral Ψ(t) is used as a measure
of ablated region [1], [9]:

Ψ(t) = ln

(
c(0)

c(t)

)
= A

∫
e−

∆E
RT (t) dt, (3)

where c(t) is the concentration of living cells, R is the
universal gas constant, A is the “frequency” factor for the
kinetic expression [s−1], and ∆E is the activation energy for
the irreversible damage reaction [J mol−1]. The values used
A = 7.39 × 1039s−1 and ∆E = 2.577 × 105J mol−1 are
taken from [1]. Tissue damage Ψ(t) = 4.6 corresponds to 99%
probability of cell death. The value of Ψ(t) = 1, corresponding
to 63% probability of cell death is significant, because at this
point the tissue coagulation first occurs and blood perfusion
stops.

The tissue state coefficient α is expressed as

α(t) =

{
e−Ψ(t) if Ψ(t) < 1,

0 if Ψ(t) ≥ 1.

In the presented algorithm the bio-heat problem (1) is solved
in two steps (see [9] for more details):

1) Finding the heat source J ·E using that: (a) E = −∇V
(V is the electric potential in the computational domain
Ω), and (b) J = σE, where σ is the electric conductivity
[S/m];

2) Finding the temperature T by solving the heat transfer
equation (1) using the heat source J ·E obtained in the
first step.

For the numerical solution of (1) the finite element method
in space is used ([7]). Linear conforming tetrahedral elements
are used in this study. They are directly defined on the
elements of the used unstructured mesh (see Fig. 2). An
algebraic multigrid (AMG) preconditioner is used [3]. The
time derivative is discretized via finite differences and the
both the backward Euler and the Crank-Nicholson schemes
are used ([8]).

Fig. 2. Inserted RF Probe and the Finite Element Mesh

Let the matrices K and M be the stiffness and mass
matrices from the finite element discretization of (1):

K =

[∫

Ω

k∇Φi · ∇Φjdx

]N

i,j=1

,

M =

[∫

Ω

ρcΦiΦjdx

]N

i,j=1

.

Let us also denote with ΩB the subdomain of Ω where we
account for the blood perfusion (the liver tissue) and with MB

the matrix

MB =

[∫

Ω

δBhBΦiΦjdx

]N

i,j=1

,

where
δB(x) =

{
α for x ∈ ΩB,
0 for x ∈ Ω \ ΩB.

The influence of the Robin boundary conditions given in (2c)
and the electric field intensity is presented by:

MR =

[∫

ΓR

αΦiΦjdx

]N

i,j=1

, (4)

and

F =

[∫

Ω

JEΦiΦjdx

]N

i,j=1

, (5)

Than, the spatially discretized parabolic equation (1) can be
written in matrix form as:

M
∂T

∂t
+ (K +MB +MR)T = F +MBTB +MRTB. (6)

III. ADAPTIVE TIME-STEPPING ALGORITHM

To ensure accuracy and not waste computational effort, it
is important to adapt the time steps to the behavior of the
solution.

The time discretization for both backward Euler method and
the Crank-Nicolson one can be written in the form

(M+τnθ(K +MB +MR))T
n+1

=(M − τn(1− θ)(K +MB +MR))T
n

+ (τnθ + τn(1− θ))(F +MBTB +MRTB), (7)

where the current (n-th) time-step is denoted with τn, the
unknown solution at the next time step – with T n+1, and the
solution at the current time step – with T n. If we set the
parameter θ = 1, (7) gives a system for the backward Euler
discretization. When θ = 0.5 (7) becomes Crank-Nicolson
one. The solution of the linear system (7) with θ = 1 and
θ = 0.5 gives us TBE and TCN respectively.

A suitable adaptive time-stepping procedure is based on a
local comparison of the backward Euler (TBE) and Crank-
Nicolson (TCN) approximations for the current timestep, and
is controlled by the ratio

η =
‖TCN − TBE‖

‖TBE‖
. (8)

This approach has a down side, that solving two linear
systems is required to obtain TBE and TCN. This is, from the
computational point of view, expensive. Nevertheless overall
decrease in computational time is expected.
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The algorithm below, describing our adaptive time-stepping
procedure, is based on the one for adaptive time stepping for
processes in spent nuclear fuel repositories [2]. It has several
parameters:

1) τ1 – initial timestep;
2) NAdapt – a parameter showing how often the adaptive

time stepping strategy is applied, e.g. NAdapt = 1 shows
that the adaptive time stepping is used on each step
while NAdapt = 3 – that the adaptive time stepping is
performed at every third time step, NAdapt = 0 indicates
that all time steps are non-adaptive.

3) λNonAdapt – a parameter showing whether and by how
much the time step is multiplied, in non-adaptive time
steps, e.g. λNonAdapt = 1 means that the time step is not
changed, while λNonAdapt = 1.2 means that the time step
on the current level is multiplied by 1.2 for the next time
level.

4) εmin and εmax are minimal and maximal thresholds for
the error estimate η.

Algorithm 1 (Adaptive Time-Stepping Procedure):

1. for k = 1, 2, . . . until the end of time do
2. if CurrentStepIsAdaptive(NAdapt, k)
2. then
3. do
4. compute TBE, TCN with τk

5. compute η
6. if η < εmin then τk+1 = 2τk

7. if η > εmax then τk = 0.5τk

8. while η > εmax // if too big error
// stay on the same timestep

9. T k+1 = TBE
10. else
11. compute TBE with τk

12. T k+1 = TBE

13. τk+1 = τkλNonAdapt

14. end if
15. end for
The last timestep is always truncated to the time of simulation.

Inner PCG iteration with the BoomerAMG [3] precondi-
tioner, part of the software package HYPRE [10], is used for
the solution of (7). The preconditioner is reconstructed if the
number of inner iterations goes above 12. The reconstruction
takes place before the solution of the next timestep.

IV. COMPUTER SIMULATIONS AND ANALYSIS OF THE
OUTPUT RESULTS

The IBM Blue Gene/P computer, located at the Bulgar-
ian Supercomputing Center, is used for the simulations and
numerical experiments with the new adaptive time stepping
algorithm. This machine consists of two racks, 2048 Power
PC 450 based compute nodes, 8192 processor cores and a
total of 4 TB random access memory. Each processor core has
a double-precision, dual pipe floating-point core accelerator.
Sixteen I/O nodes are connected via fiber optics to a 10 Gbps
Ethernet switch.

The material properties which are used in the simulations
are taken from [4]. The applied electrical power is 15 W, and
the simulation is done for 7 minutes.

We run several test to choose a suitable set of values for
the threshold parameters εmin and εmax. As a quantitative
criterion of quality of the solution we used two volumes –
the volume Vol1, which is the volume of the tissue, where the
cumulative damage integral Ψ is greater than 1, and Vol4.6
– the volume of the tissue, where Ψ > 4.6. The results of
the nonadaptive algorithm with step τ = 1 s were compared
with the ones from adaptive runs. As a result of these tests
we found that an acceptable variation in the two important
volumes less than 3 % occurs when the threshold interval is
[2.5×10−4, 1.25×10−3] and this interval is used in the further
computer simulations.

Based on these preliminary tests, a number of runs were
done both using 128 and 1024 processors. Uniformly refined
mesh was used for the runs on 1024 processors. Some of the
output results obtained during the simulations are presented
in Table I and Table II. An excellent scalability is observed
– we solve eight times bigger problems on eight times more
processors for almost the same time. One can see in both tables
that the best results with regards to CPU time and number of
the inner iterations are obtained when the adaptive strategy
is applied at each second time step and meanwhile, at the
intermediate time steps τ is multiplied by 1.2. In this case,
comparing the total CPU times of the algorithm without the
adaptive time-stepping and using this strategy, it is seen that
the time of the new algorithm is almost three times shorter.

V. CONCLUSIONS

The first experimental results show that the new algorithm is
scalable. The tests allowed us to find some suitable parameters
and showed the practical usefulness of the developed solver
for such kind of computer simulations. One can observe that
the computing time is decreased more than three times, the
number of outer iterations is decreased from 420 to 71, and
the number of inner iteration decreases form 2233 to 535. This
preliminary results are a good motivation for further improving
the algorithm and doing more simulations.
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Performance Evaluation of MPI/OpenMP Algorithm
for 3D Time Dependent Problems

Ivan Lirkov
Institute of Information

and Communication Technologies
Bulgarian Academy of Sciences

Acad G. Bonchev, bl. 25A
1113 Sofia, Bulgaria
ivan@parallel.bas.bg

http://parallel.bas.bg/∼ivan/

Marcin Paprzycki Maria Ganzha
Systems Research Institute

Polish Academy of Sciences
ul. Newelska 6

01-447 Warsaw, Poland
paprzyck@ibspan.waw.pl

maria.ganzha@ibspan.waw.pl
http://www.ibspan.waw.pl/∼paprzyck/

http://inf.ug.edu.pl/∼mganzha/

Paweł Gepner
Intel Corporation

Pipers Way
Swindon Wiltshire SN3 1RJ

United Kingdom
pawel.gepner@intel.com

Abstract—We consider the 3D time dependent Stokes equation
on a finite time interval and on a uniform rectangular mesh,
approached in terms of velocity and pressure. In a parallel
algorithm, based on a novel direction splitting approach, the
pressure equation is derived from a perturbed form of the
continuity equation, in which the incompressibility constraint is
penalized in a negative norm induced by the direction splitting.
In order to achieve good parallel performance, the solution
of the Poison problem for the pressure correction is replaced
by solving a sequence of one-dimensional second order elliptic
boundary value problems in each spatial direction. The parallel
code was developed using MPI and OpenMP and tested on
modern computer systems. The performed tests illustrate the
parallel efficiency, and the scalability, of the direction-splitting
based algorithm.

I. INTRODUCTION

THE objective of this paper is to analyze the parallel per-
formance of a novel fractional time stepping technique,

based on a direction splitting strategy, developed to solve the
incompressible Navier-Stokes equations.

Projection schemes were introduced in [4], [12] and they
have been used in Computational Fluid Dynamics (CFD) for
the last forty years. During these years, such techniques went
through some evolution, but the main paradigm, consisting
of decomposing vector fields into a divergence-free part and
a gradient, has been preserved; see [7] for an overview. In
terms of computational efficiency, projection algorithms are
far superior than the methods that solve the coupled velocity-
pressure system, making them the most popular techniques for
solving unsteady Navier-Stokes equations.

The alternating directions algorithm proposed in [5], [6]
reduces the computational complexity of the enforcement of
the incompressibility constraint. The key idea consists of
abandoning the projection paradigm, in which vector fields
are decomposed into a divergence-free part and a gradient part.
Departure from the projection paradigm has been proved to be
very efficient for solving variable density flows [8], [9]. In the
new method, the pressure equation is derived from a perturbed
form of the continuity equation, in which the incompressibility

constraint is penalized in a negative norm induced by the
direction splitting. The standard Poisson problem for the pres-
sure correction is replaced by the series of one-dimensional
second-order boundary value problems. This technique has
been proved to be stable and convergent (see [5], [6]). The
parallel performance of the direction splitting algorithm was
evaluated (in [10]) on three different parallel architectures
when solving 2D problems . The aim of this paper is to study
the parallel performance of the algorithm for solving of three
dimensional problems.

II. STOKES EQUATION

Let us start from the mathematical formulation of the prob-
lem. We consider the time-dependent Navier-Stokes equations
on a finite time interval [0, T ], and in a rectangular domain
Ω. Since the nonlinear term in the Navier-Stokes equations
does not interfere with the incompressibility constraint, we
henceforth mainly focus our attention on the time-dependent
Stokes equations written in terms of velocity u and pressure
p: 




ut − ν∆u+∇p = f in Ω× (0, T )
∇ · u = 0 in Ω× (0, T )
u|∂Ω = 0, ∂np|∂Ω = 0 in (0, T )
u|t=0 = u0, p|t=0 = p0 in Ω

, (1)

where f is a smooth source term, ν is the kinematic viscosity,
and u0 is a solenoidal initial velocity field with a zero normal
trace. Let us also assume that the time interval [0, T ] was
discretized on a uniform mesh and τ was the time step.

III. PARALLEL ALTERNATING DIRECTIONS ALGORITHM

As what concerns the solution method, Guermond and
Minev (in [5], [6]) introduced a novel fractional time stepping
technique for solving the incompressible Navier-Stokes equa-
tions. This technique is based on a direction splitting strategy.
They used a singular perturbation of the Stokes equation with
a perturbation parameter τ . In this way, the standard Poisson
problem was replaced by series of one-dimensional second-
order boundary value problems.
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A. Formulation of the Scheme

The scheme used in the algorithm is composed of the
following parts: pressure prediction, velocity update, penalty
step, and pressure correction. We now describe an algorithm
that uses the direction splitting operator

A :=

(
1− ∂2

∂x2

)(
1− ∂2

∂y2

)(
1− ∂2

∂z2

)
.

• Pressure predictor. Denoting by p0 the pressure field at
t = 0, the algorithm is initialized by setting p−

1
2 =

p−
3
2 = p0. Then, for all n ≥ 0, a pressure predictor

is computed:

p∗,n+
1
2 = 2pn−

1
2 − pn−

3
2 . (2)

• Velocity update.
The velocity field is initialized by setting u0 = u0, and
for all n ≥ 0 the velocity update is computed by solving
the following series of one-dimensional problems

ξn+1 − un

τ
− ν∆un +∇p∗,n+ 1

2 = f |t=(n+ 1
2 )τ

,

ηn+1 − ξn+1

τ
− ν

2

∂2(ηn+1 − un)

∂x2
= 0, (3)

ζn+1 − ηn+1

τ
− ν

2

∂2(ζn+1 − un)

∂y2
= 0, (4)

un+1 − ζn+1

τ
− ν

2

∂2(un+1 − un)

∂z2
= 0, (5)

where ξn+1|∂Ω = ηn+1|∂Ω = ζn+1|∂Ω = un+1|∂Ω = 0.
• Penalty step The intermediate parameter φ is approxi-

mated by solving Aφ = − 1
τ∇ · un+1. Owing to the

definition of the direction splitting operator A, this is
done by solving the following series of one-dimensional
problems:

θ − θxx = − 1
τ∇ · un+1, θx|∂Ω = 0,

ψ − ψyy = θ, ψy|∂Ω = 0,
φ− φzz = ψ, φz|∂Ω = 0,

(6)

• Pressure update
The last sub-step of the algorithm consists of updating
the pressure:

pn+
1
2 = pn−

1
2 + φ− χν∇ · u

n+1 + un

2
(7)

The algorithm is in a standard incremental form when the
parameter χ = 0; while the algorithm is in a rotational
incremental form when χ ∈ (0, 12 ]. The convergence tests
reported in [5], [6] confirm that the rotational form of the
incremental version of the method is second-order in time
for the L2-norm of the velocity field.

IV. EXPERIMENTAL RESULTS

Lest us recall, that our aim is to evaluate the performance
of just described method for 3D problems. Therefore, we
have solved the problem (1) in the domain Ω = (0, 1)3, for
t ∈ [0, 2], with Dirichlet boundary conditions. The discretiza-
tion in time was done with time step 10−2. The parameter in

the pressure update sub-step was χ = 1
2 , and the kinematic

viscosity was ν = 10−3. The second order central differences
were used for the discretization in space on a rectangular mesh
with mesh sizes hx = 1

nx−1 , hy = 1
ny−1 , and hz = 1

nz−1 .
Thus, the equation (3) resulted in linear systems of size nx,
the equation (4) resulted in linear systems of size ny , and the
equation (5) – in linear systems of size nz . The total number
of unknowns in the discrete problem was 800nx ny nz .

To solve the problem, a portable parallel code was designed
and implemented in C. The parallelization was based on the
MPI and OpenMP standards [2], [3], [11], [13]. In the code,
we used the LAPACK subroutines DPTTRF and DPTTS2
(see [1]) for solving tridiagonal systems of equations resulting
from equations (3), (4), (5), and (6), for the unknowns corre-
sponding to the internal nodes of each sub-domain. The same
subroutines were used to solve the tridiagonal systems with
the Schur complement.

The parallel code has been tested on the following three
systems: (1) a cluster computer Galera, located in the Polish
Centrum Informatyczne TASK, (2) on a cluster computer
system HPCG, located in the Institute of Information and
Communication Technologies, and (3) on the IBM Blue
Gene/P machine, at the Bulgarian Supercomputing Center.
Table I summarizes the information about compilers and
libraries used on the three computers. In our experiments,
times have been collected using the MPI provided timer, and
we report the best results from multiple runs. However, in
all our experiments, recorded times did not differ by more
than 5%. In the following tables, we report the elapsed (wall-
clock) time Tp in seconds using m MPI processes and k
OpenMP processes, where p = m×k, and the parallel speed-
up Sp = T1/Tp.

Tables II and III show the results collected on the Galera.
It is a Linux cluster with 336 nodes, and two Intel Xeon quad
core processors per node. Each processor runs at 2.33 GHz.
Processors within each node share 8, 16, or 32 GB of memory,
while nodes are interconnected with a high-speed InfiniBand
network (see also http://www.task.gda.pl/kdm/sprzet/Galera).
Here, we used an Intel C compiler, and compiled the code
with the option “-O3 -openmp”. For solving the tridiagonal
systems of equations using LAPACK subroutines we linked
our code to multi-threaded layer Intel Math Kernel Library
(see http://software.intel.com/en-us/articles/intel-mkl/).

Note that, the discrete problem with nx = ny =
400, nz = 800 requires 22 GB of memory. That is why, for
larger problems, we could not run the code for small number
of nodes. As a matter of fact, the largest considered problem
required a minimum of 64 nodes.

Table IV contains the speed-up obtained on Galera. For the
reasons described above, it was impossible to calculate the
standard speed-up (time on a single core vs. time on P cores).
That is why we report the speed-up on Galera only for prob-
lems with nx, ny = 100, 200, 400, nz = 100, 200, 400, 800.
However it is easy to calculate the “normalized” speed-up
even for the largest problem. For instance, when comparing
execution time on 128 and 256 cores with that on 64 cores
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TABLE I
COMPILERS AND LIBRARIES ON THE THREE COMPUTER SYSTEMS

Galera HPCG IBM Blue Gene/P
Compiler Intel C Compiler 12.1.0 Intel C Compiler 12.1.0 IBM XL C Compiler 9.0
MPI OpenMPI 1.4.3 Intel MPI 4.0.3.008 MPICH2
LAPACK Intel Math Kernel Library

10.0
Intel Math Kernel Library
10.0

Engineering and Scientific
Subroutine Library 5.1

TABLE II
EXECUTION TIME FOR SOLVING OF 3D PROBLEM ON ONE NODE OF GALERA.

nx ny nz k
1 2 4 8

100 100 100 179.13 108.92 82.91 78.31
100 100 200 386.53 233.35 176.05 160.64
100 200 200 848.59 506.58 377.94 339.81
200 200 200 1802.57 1057.07 788.10 685.73
200 200 400 3695.46 2157.89 1593.42 1374.58
200 400 400 7618.41 4440.56 3272.34 2765.14
400 400 400 15839.00 9120.79 6545.47 5473.50
400 400 800 32763.20 18849.10 13582.80 11524.80

TABLE III
EXECUTION TIME FOR SOLVING OF 3D PROBLEM ON MANY NODES OF GALERA.

nx ny nz nodes
2 4 8 16 32 64 128 256

k=8
100 100 100 42.3 21.1 10.8 5.8 3.2 2.6 2.2 1.8
100 100 200 83.2 42.2 21.0 11.1 6.1 3.3 2.4 1.7
100 200 200 174.5 86.0 43.3 22.8 11.6 6.2 4.6 2.6
200 200 200 343.2 166.3 81.0 44.3 22.3 11.5 7.1 4.1
200 200 400 692.3 337.8 165.3 89.1 45.5 22.8 13.5 7.8
200 400 400 1410.2 706.4 347.7 187.0 90.7 46.3 29.2 14.2
400 400 400 2795.8 1429.7 703.8 357.8 174.2 85.5 51.6 25.9
400 400 800 5470.0 2758.6 1415.7 723.1 359.2 177.1 108.0 56.5
400 800 800 11613.7 5594.8 2797.6 1466.9 741.7 372.7 225.5 113.4
800 800 800 11926.1 5669.0 2802.2 1485.4 753.8 404.5 207.9
800 800 1600 12028.3 5660.6 2874.8 1515.1 817.3 428.5
800 1600 1600 12006.2 5719.0 2868.4 1653.2 853.2

1600 1600 1600 12151.7 5757.7 3022.9 1646.3
1600 1600 3200 12231.2 6076.1 3306.1

one can say that such speed-up is 2.015 and 3.699 respectively.
Here, the slight superlinear speed-up can be attributed to the
well-known effect caused by halving the problem size and
improving memory management. These results indicate also
that the communication in our parallel algorithm is mainly
local. Specifically, if halving the problem leads to superlinear
speed-up, it means that communication between nodes is not
as important as memory contention within a node.

In our previous work [10] we observed slower perfor-
mance of the MPI code for solving 2D problem on a single
node, while using all available cores. Therefore, we have
used OpenMP for solving of 3D problem on a single node.
However, the slower performance using 8 OpenMP processes
is clearly visible. It can be stipulated that this effect is a
result of limitations of the memory subsystems, and their
hierarchical organization. One of them might be the limited
bandwidth of the main memory bus. This causes processors
to “starve” for data, thus, decreasing the overall performance.
This stipulation is consistent with the above observation based
on superlinearity of speed-up for largest problems.

Tables V and VI show the results collected on the HPCG
cluster. HP Cluster Platform Express 7000 consists of 36
blades BL 280c, dual Intel Xeon X5560 processors (total of
576 cores). Each processor runs at 2.8 GHz. Processors within
each blade share 24 GB RAM, while nodes are interconnected
with non-blocking DDR Interconnection via a Voltaire Grid
director 2004 with latency 2.5 µs and bandwidth 20 Gbps
(see also http://www.grid.bas.bg/hpcg/). Again, we used an
Intel C compiler, and compiled the code with the option “-O3
-openmp”. For solving the tridiagonal systems of equations
using LAPACK subroutines, we linked our code to the multi-
threaded layer Intel Math Kernel Library. The execution time
presented in Table VI shows that for solving small systems
using the multi-threaded library the best results are obtained
when using 8 OpenMP processes per blade. However, hyper-
threading (using 2 OpenMP processes per physical core) helps
only when solving discrete problems with more than 16×106

grid points.

To provide an analytical view on performance, the speed-up
obtained on the HPCG is reported in Table VII. Here, let us
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TABLE IV
SPEED-UP ON GALERA.

nx ny nz m× k
2 4 8 16 32 64 128 256 512 1024 2048

100 100 100 1.64 2.16 2.29 4.23 8.50 16.64 30.66 55.35 69.74 83.10 99.59
100 100 200 1.66 2.20 2.41 4.64 9.17 18.43 34.65 63.66 116.14 158.43 233.33
100 200 200 1.68 2.25 2.50 4.86 9.87 19.61 37.22 72.81 136.44 185.16 327.56
200 200 200 1.71 2.29 2.63 5.25 10.84 22.24 40.72 80.80 156.55 254.74 439.52
200 200 400 1.71 2.32 2.69 5.34 10.94 22.35 41.45 81.29 162.28 274.49 473.96
200 400 400 1.72 2.33 2.76 5.40 10.78 21.91 40.73 84.03 164.69 260.76 537.08
400 400 400 1.74 2.42 2.89 5.67 11.08 22.51 44.27 90.91 185.23 306.84 611.41
400 400 800 1.74 2.41 2.84 5.99 11.88 23.14 45.31 91.21 184.96 303.23 579.91

TABLE V
EXECUTION TIME FOR SOLVING OF 3D PROBLEM ON ONE NODE OF HPCG.

nx ny nz k
1 2 4 8 16

100 100 100 86.14 48.47 30.23 26.26 27.42
100 100 200 190.45 98.81 63.44 52.07 54.51
100 200 200 397.90 224.73 137.70 110.45 109.30
200 200 200 899.24 456.19 279.53 207.31 219.29
200 200 400 1891.51 945.52 598.95 447.60 449.36
200 400 400 3806.96 1987.19 1225.93 889.76 843.52
400 400 400 6519.28 4162.41 2507.75 1900.73 1722.60
400 400 800 14343.40 8174.26 5048.87 3840.93 3648.71

recall that (similarly to the case of Galera) we were not able to
solve largest problems for small number of nodes. Specifically,
the largest discrete problem that we could solve on a single
blade had 128×106 grid points. Furthermore, problems larger
than these reported above did not fit into the available memory
at all. However, we can see that the normalized speed-up for
the largest solvable problem was 1.94.

Tables VIII and IX present times collected on the IBM Blue
Gene/P, at the Bulgarian Supercomputing Center. It consists of
2048 compute nodes with quad core PowerPC 450 processors
(running at 850 MHz). Each node has 2 GB of RAM. For
the point-to-point communications a 3.4 Gb 3D mesh network
is used. Reduction operations are performed on a 6.8 Gb
tree network (for more details, see http://www.scc.acad.bg/).
We have used the IBM XL C compiler and compiled the
code with the following options: “-O5 -qstrict -qarch=450d
-qtune=450 -qsmp=omp”. For solving the tridiagonal sys-
tems using LAPACK subroutines, we linked our code to
the multi-threaded Engineering and Scientific Subroutine Li-
brary (ESSL) (see http://www-03.ibm.com/systems/software/
essl/index.html). Note that, the memory of a node of the IBM
supercomputer is substantially smaller than that on the clusters
and was not sufficient for solving 3D problem larger than
nx = ny = nz = 200. We solved these problems on two and
more nodes. Table X shows the speed-up obtained on the Blue
Gene. Because of smaller memory per node we calculated the
actual speed-up only for nx, ny, nz = 100, 200. Interestingly, a
super-linear speed-up was observed using up to 128 processes.
Here, note that individual processors on supercomputer are
slower than these on clusters while the communication is
faster (due to special networking used in the Blue Gene).
Furthermore, due to the memory scarcity the above mentioned
problem halving effect is particularly pronounced. Separately,

note that the normalized speed-up for the largest problem we
were able to solve was 1.98.

Finally, we represent (in Figure 1) performance of the three
computer systems. Here, we represent results for discrete
problem sizes that were obtainable across all machines. Here,
it can be seen that, for up to 128 processes, the HPCG
cluster is the most efficient for our problem. For 256 processes
(using 16 OpenMP processes), for the smallest problems, we
observe a performance drop of the HPCG. Here, the Galera
becomes the performance leader. We observed a performance
drop on both clusters when we use 8 OpenMP processes on
one node. This happens regardless of the fact that we have
used a hybrid OpenMP+MPI approach, which should have
resulted in optimal performance of computers with mixed
shared-distributed memory.

V. CONCLUDING REMARKS

In this paper we have investigated performance of a novel
approach to the solution of 3D Navier-Stokes equations on
three parallel computers. We have found out that the mixed
OpenMP+MPI approach, used to implement the proposed al-
gorithm, works well on shared-distributed memory computers.
Furthermore, the Blue Gene/P machine is not well balanced,
with memory that is relatively too small, networking that is
relatively too fast, while processors being relatively too slow.
The HPCG and Galera machines exhibits unusual behavior
when all of its processors and cores on one node are used.
The Galera seems to be best balanced (even though not the
fastest of the three). It was also the Galera that allowed us to
solve the largest problems.
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TABLE VI
EXECUTION TIME FOR SOLVING OF 3D PROBLEM ON MANY NODES OF HPCG.

nodes
2 4 8 16

nx ny nz k=8
100 100 100 15.10 7.40 4.38 2.56
100 100 200 28.61 17.06 8.14 5.05
100 200 200 61.72 35.38 17.58 9.45
200 200 200 118.89 68.54 35.96 18.63
200 200 400 246.84 120.25 70.53 37.90
200 400 400 500.00 259.89 152.23 83.25
400 400 400 914.44 505.90 248.07 146.35
400 400 800 2109.01 985.69 529.95 321.91
400 800 800 4271.35 2074.35 1042.33 626.71
800 800 800 4463.87 2204.67 1167.19
800 800 1600 4495.82 2378.40
nx ny nz k=16
100 100 100 15.45 9.08 5.73 3.92
100 100 200 28.30 18.56 10.47 7.09
100 200 200 57.77 34.18 19.10 12.49
200 200 200 115.16 61.55 35.88 21.00
200 200 400 229.05 122.69 72.39 39.07
200 400 400 439.35 237.16 132.74 71.45
400 400 400 894.70 462.40 242.39 137.17
400 400 800 1744.18 886.36 485.19 261.39
400 800 800 3733.36 1928.69 1014.47 524.18
800 800 800 4138.85 2209.53 1000.43
800 800 1600 4169.04 2138.83

TABLE VII
SPEED-UP ON HPCG.

nx ny nz m× k
2 4 8 16 32 64 128 256

100 100 100 1.78 2.85 3.28 5.71 11.64 19.69 33.63 21.96
100 100 200 1.93 3.00 3.66 6.66 11.16 23.40 37.71 26.85
100 200 200 1.77 2.89 3.60 6.45 11.25 22.64 42.10 31.86
200 200 200 1.97 3.22 4.34 7.56 13.12 25.01 48.27 42.83
200 200 400 2.00 3.16 4.23 7.66 15.73 26.82 49.90 48.41
200 400 400 1.92 3.11 4.28 7.61 14.65 25.01 45.73 53.28
400 400 400 1.57 2.60 3.43 7.13 12.89 26.28 44.54 47.53
400 400 800 1.75 2.84 3.73 6.80 14.55 27.07 44.56 54.87

TABLE VIII
EXECUTION TIME FOR SOLVING OF 3D PROBLEM ON ONE NODE OF IBM BLUE GENE/P.

nx ny nz k
1 2 4

100 100 100 882.72 516.00 306.88
100 100 200 1815.72 1040.66 632.95
100 200 200 3782.91 2153.78 1291.85
200 200 200 7685.65 4343.88 2710.08

TABLE IX
EXECUTION TIME FOR SOLVING OF 3D PROBLEM ON MANY NODES OF IBM BLUE GENE/P.

nx ny nz nodes
2 4 8 16 32 64 128 256 512

k=4
100 100 100 146.8 74.9 38.3 20.9 10.9 6.2 4.5 3.0 1.9
100 100 200 309.0 157.3 77.0 41.0 21.1 11.2 7.1 4.9 3.1
100 200 200 626.8 317.8 159.9 79.3 39.8 21.3 13.2 7.9 5.1
200 200 200 1315.4 645.1 323.4 164.2 79.1 39.5 24.9 14.7 8.5
200 200 400 2645.4 1325.9 647.5 337.9 165.2 80.2 42.8 26.0 15.0
200 400 400 2656.2 1341.7 657.7 330.0 159.4 87.5 46.2 27.4
400 400 400 2719.6 1383.3 677.9 334.4 176.2 96.3 48.7
400 400 800 2807.4 1387.8 681.4 348.8 184.2 95.7
400 800 800 2753.6 1379.3 692.2 362.7 184.6
800 800 800 2853.6 1457.6 748.5 374.5
800 800 1600 2914.0 1524.5 749.6
800 1600 1600 2980.3 1498.6
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TABLE X
SPEED-UP ON IBM BLUE GENE/P.

nx ny nz m× k
2 4 8 16 32 64 128 256 512 1024 2048

100 100 100 2.11 4.43 8.78 17.02 33.73 64.93 111.54 191.55 351.96 421.32 461.68
100 100 200 2.04 4.45 8.96 17.61 34.78 68.73 125.50 218.75 407.52 517.90 593.41
100 200 200 2.08 4.54 9.16 18.38 36.92 72.02 134.22 246.66 452.54 616.02 746.84
200 200 200 2.00 4.18 8.41 17.23 35.15 75.19 138.63 259.63 479.53 770.25 1006.01

10
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 1  4  16  64  256  1024

T
im

e

number of processes

Execution time

BG/P nx=ny=nz=100
BG/P nx=ny=nz=200
BG/P nx=ny=nz=400

Galera nx=ny=nz=100
Galera nx=ny=nz=200
Galera nx=ny=nz=400
HPCG nx=ny=nz=100
HPCG nx=ny=nz=200
HPCG nx=ny=nz=400

Fig. 1. Execution time for nx = ny = nz = 100, 200, 400.
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I.� INTRODUCTION 

HIS paper presents an application made in LabVIEW 

which can control the robotic arm with stereo cameras. 

In the industrial environment most of the robots have no 

“eyes”, have no cameras, they just move following the 

previously learned paths and they make no decisions during 

execution of tasks. Their control software is simple, with no 

complications, most of the robots have clear paths with no 

obstacles and the engineers are always close to correct if a 

problem occurs [1]. 

As we maybe see in today’s factories the robotic arm are 

even separated in cages, so no obstacles can get in their way 

and no person can get close to the even accidentally. These 

rules of caging robotic arm were are made for user safety, 

because these robotic arms can really injure a human if he 

gets in their way. If you take a robotic arm programming 

class of one semester, you shall see that almost one semester 

you just learn the work protection and safety task and only 

after than you can get to the fun part, to really program the 

robotic arm. 

This is all good, but maybe this can’t go forever, there has 

to be a time when a robot and human can work together,  

 

without to always be aware that a robotic arm can hurt the 

operator. 

Here comes the computer vision in the robotic industry, 

which can change the way robots were controlled. 

Of course we know that computer vision was integrated in 

the robotic industry even a decade ago, but wasn’t so spread, 

and in the industrial robotic arms the cameras for detecting 

the robotic arm’s movement weren’t really used. Cameras 

were used only for object detection, but not to control the 

robotic arms itself. 

This way we can get rid of the cages in the industry for 

the robotic arms and if an operator or an obstacle gets in the 

way of the robotic arm, this can avoid it, or it can stop or 

recalculate it’s trajectory on the move. 

Another this is we can reduce service and maintenance 

time of a robotic arm, because we shall need even less 

calibration, because using cameras the arm can detect it’s 

position and can auto calibrate. 

Maybe this robotic arm detection with camera method is 

not very mature, but is a good start. Our idea is to combine 

all the robotic arm control algorithms together and not to 

replace an existing one. We can use the PTP (Point To 

Point) method to teach the trajectory to the robot, we can use 

the coordinate system conversion algorithms like the inverse 

and forward kinematics; we can use one camera for object 

detection and two or more cameras for the robotic arm 

position detections in space. 

II. PROBLEM FORMULATION 

We had the task quite clear. We had a Lynxmotion AL5 

type robotic arm, two webcams and a PC. We could use any 

programming environment; the idea was to make the job 

done. To create an application which can recognize the 

robotic arm in space using computer vision and control it 

according to its position using the RS;232 interface. 

We could use even other auxiliary object too, which could 

help us, but the important fact was to finish the job 

successfully. 

An idea was to try to find some sort o programming 

language which can incorporate all the necessary tasks, to be 

simple to use and to program, because in very complex 

T

7��)��&�������#���3�����������"�
�
��3	�
�	��!	�
����

�	������

 Roland Szabó, Aurel Gontean 
Applied Electronics Department 

Faculty of Electronics and 

Telecommunications, 
“Politehnica” Univ. of Timi@oara 

Timi@oara, România 

roland.szabo@etc.upt.ro 

Position Papers of the 2013 Federated Conference on
Computer Science and Information Systems pp. 37–42

c© 2013, PTI 37



 

 

 

systems it helps no to do it in a very low level programming 

language, because this way we never finish the job. To be 

also user friendly, to have a string image recognition library 

built in, to have great execution speeds and to also have 

many communication interfaces built in to be able to control 

almost any robotic arm. 

III. PROBLEM SOLUTION 

We found the suitable programming language which can 

fulfill the requirements from the previous paragraph, this 

programming language is called: LabVIEW. 

LabVIEW made everything possible, like user friendly 

interface and user friendly graphical programming 

environment, NI vision Development Module which is a 

strong computer vision library, and a library for almost all 

the computer interfaces. We could accomplish everything in 

only one programming language and create a single 

application which can do the entire job. 

����������	
����
�������

Our idea was to recognize the robotic arm with the two 

webcams, but of course to recognize all the arm would be a 

more complicated job, so the best way is to recognize only 

key part of the object. Today every object recognition 

system recognizes only key characteristics of the object and 

upon these a decision is made to recognize the whole object. 

We placed some colored bottle stoppers on the joints of 

the robotic arm and we recognized these with color 

recognition algorithm. These joints were than united with 

straight lines and this way we had the skeleton of the whole 

robotic arm, which could be introduced in the PC. This 

method is used when athletes are tested by their 

performance; they have some luminous spots or colored 

spots placed on their joints and these spots are united and 

their movement is tested. This method also is used in 

computer games when animating characters. Sometimes the 

animation of the characters is made with the data introduced 

from real actors which have these spots on them to recognize 

their movements. We used the same principle to our robotic 

arm. Of course we can enhance the method by recognizing 

some key elements on the robotic arm, like some screws or 

bolts, this way we don’t have to place colored objects on 

them. 

After this we drew circles around each recognized joint, 

because the joints of the robot are exactly in the place where 

the motors are, so these circles are the paths where the 

robotic arm part can move around the center point, which is 

the specific motor. 

We drew tangents to the circles and parallels to the 

tangents, this way we created a 2D coordinate system. This 

drawing looked like a parallelogram, so our coordinate 

system is not orthogonal, but it’s still good for us. In this 

coordinate system can calculate the movement on 0Y and 0Z 

axes. The main information for us was the lengths of the 

sides of the parallelogram. To know them we used the 

following algorithm. First we drew the tangent to the circle 

as long as its radius, it is logic too that this tangent is 

orthogonal to the radius. We drew the two tangents of the 

two circles which had the same starting point, because on 

circles had the center in the base joint and the other in the 

elbow joint. We knew the target point too. We needed to 

compute two parallel lines with the tangents which pass 

through the target point. After this with the equation of the 

straight line we compute the intersections of one line which 

is parallel to the tangent and passes though the target point 

and the other line which has the length of the radius and it’s 

orthogonal to it. This we knew the exact size of the sides of 

the parallelogram. This is the first information; the other is 

the size of the radius of the circles, which is also known, so 

this way we have an orthogonal triangle, from where we 

could compute the angle which needs to move each motor 

with arctangent. From this angle we computed the robotic 

value, constructed the SCPI (Standard Commands for 

Programmable Instruments) command and sent it on the 

serial interface [3], [4]. 

For the movement in the 0X axis we used stereo distance 

calculation, where we used both of the cameras. We 

computed the distance to the object and the distance two the 

gripper, so we used the triangle geometric stereo distance 

algorithm twice, we computed their difference and that, from 

that the angle and from that the robotic value which was 

included in an SCPI command and sent to the robotic arm. 

So as we seen with these ideas the robotic arm can be moved 

in 3D, and 3 of its joints manipulated according to its 

recognized position by the camera. 

We needed to compute the robotic values from the angles, 

for this we came up with equation (1) [1], [2]. After this we 

concatenated these values into the SCPI (Standard 

Commands for Programmable Instruments) commands sent 

to the robotic arm on the RS;232 interface [5]. 

 

� � � �����	 
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Where 2500 is the maximum and 500 is the minim robotic 

value and we know that the motors from the robot can make 

a 180º maximum movement. This means the following 

shown in equation (2) [1], [2]. 

 �	����������������������� (2) 

 

On Fig. 1 we can see the block diagram of the experiment. 

The image recognition algorithm is presented next. 

We first make a color threshold which can be done to and 

RGB (Red, Green and Blue) image or a HSV (Hue, 

Saturation and Value) image. This is done for each color, so 

four times for the blue, yellow red and green bottle stoppers. 

After this we remove the small particles to exclude false 

positives and noise. Finally we want to know the exact 

coordinate of the searched color, so we make a particle 
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analysis and we search the center of the mass, which is the 

center of the searched color blob. After this we computer our 

lines and circles, we create our coordinate system, we 

overlay everything on the image, we construct the SCPI 

commands and send them thought the VISA driver to the 

robotic arm [3], [4]. 

 

Fig.  1 Block diagram of the experiment 
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On Fig. 2 we can see the overlay drawings on the 

acquisitioned image with webcam. 

The difference between vectors we calculate the following 

way. 

 �� � �� 
 �� (3) 
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Fig.  2 The overlay drawings on the robotic arm for the mathematical calculations 

 

The vector length we calculate with the following formula. "�" � #�� $  � (5) 
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We can compute the orthogonal vector in the following way. 
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The parallelogram is calculated the following way. 
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The stereo distance calculation is done as shown on Fig. 3. 

 

Fig.  3 Stereo distance calculation algorithm 
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The angle is calculated in the following way. 
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The robotic values are calculated the following way. 
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The real world coordinates were converted to pixels with the 

following formulas. 

 @���A�2�������������2 � B��C� �����������������2 � �D�C� 1��0�2�� � �EF (37) 
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The software was implemented in LabVIEW. 

We chose LabVIEW, because as we can see on Fig. 4 this 

software environment has very friendly and rich UI (User 

Interface). It has also the possibility to program almost any 

interface of the PC, like serial port (RS;232), USB, parallel 

port, Ethernet, IEEE;488 or GPIB (General Purpose 

Interface Bus), Bluetooth and IrDA (Infrared Data 

Association). It has the libraries in the base package, so no 

additional libraries are needed to control the previously 

enumerated computer interfaces [3], [4]. 

It has also a very strong computer vision library which 

can control almost any camera on FireWire (IEEE;1394), 

USB 2.0, Gigabit Ethernet (GigE Vision) or Camera Link 

[1]. 

It has many computer vision functions which smartly 

combined can create a string computer vision application. 

As we can see everything to control the robotic arm is 

integrated in one single application. 

We have first the serial port configuration for 

commanding the robotic arm on RS;232 interface. We have 

115200 baud rate, 8 data bits, no parity, 1 stop bit and no 

flow control. [1], [2] 

We have 4 buttons to make to communication possible on 

the serial interface between the PC and the robotic arm. The 

first button will place the SSC;32 servo control board from 

the robotic arm in remote mode and will read its version. 

This buttons after it’s pressed it will display the response in 

the indicator near it, we can see clearly that we have the 

SSC;32 board version 2.01. [1], [2] 

The Initialize Motor button will test all the digital port 

from the servo control board and the motors it’s self too. We 

have 32 digital port, but only 5 motors, from where in our 

application we use only 3 motors, but with this button we 

test all ports and all motors [1], [2]. 

With the All Servos 1500 we “wake” the robotic arm , we 

put it in the initial position which will look like the Greek 

capital gamma letter (Γ) [1], [2]. 

The move button will start the image acquisition and will 

overlay the lines and circles to the original images 

acquisitioned by the two webcams. It will also move the 

robotic arm in the desired position. 

We can see that we have also two drop down boxes to 

choose the webcams, this way we can change between 

webcams if we have more than two connected to the PC or 

we can change their order or switch the right webcam with 

the left one. 

In the middle we have the left and right images with the 

acquisitioned image of the robotic arm ant he overlays after 

the mathematical calculation. We have the color filtering for 

all for colors for left and for right. 

We have also 24 sliders for each color filtering to set the 

color thresholds. 

Finally we have the STOP button, because no LabVIEW 

application with loops should be left without it, this way we 

can get rid of problems like force quit and end task when we 

want to exit the application. 

IV. CONCLUSION 

As we could see we created a whole robotic arm control 

application all in one program. 

The system work surprisingly well, but we know that 

nothing is perfect. We think about enhancements of it, 

maybe to create it on text based programming language too 

or to port it to another operating system, because our system 

works now in Windows operating system and in LabVIEW 

programming language. 

We would also like to port it on an embedded hardware, 

this way the only solution could be and FPGA, maybe a 

Spartan;6 board like the Digilent ATLYS. 

After this we could create even a layout of the chip and 

create our own ASIC (Application;Specific Integrated 

Circuit), which does the robotic arm control. 

Maybe a best enhancement would be to extend to control 

of the number of joints, the best goal is to extend the number 

of controlled joints from 3 to 7, this way we can please even 

NASA’s 7 joint robotic arm from the ISS (International 

Space Station). 

The implementation solutions are endless, but the basic 

idea will stay the same, to use one or more cameras to detect 

the robotic arm’s position, not just to know it by “blind” 

calculations. 
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Abstract—Traditional  mobile  Unified  Communications

(UC) clients use data channel over GSM/UMTS network for

communication  with  UC services  broker  and  providers.  UC

signaling traffic characteristics require a large number of the

short data connection sessions and can cause overload of the

mobile network. The reason is a ratio of the overhead data to

the useful signaling information.

This paper presents an analysis of the mobile UC architec-

tures and a possible use of Unstructured Supplementary Ser-

vice Data (USSD) channel for UC application in the mobile do-

main. The usage of USSD channel can help to provide more ef-

fective applications for the mobile UC user.

I. INTRODUCTION

NIFIED Communications is a new trend on the en-

terprise market.  The basic idea is to handle all co-

mmunications of a business user (voice call, video, ins-

tant messaging, teleconferencing, e-mails, voice mails,

web collaboration, mobility and customer contact center

etc.) over a single scalable, software-based, unifying co-

mmunications platform working with any IT, voice, and

application environment. Some of the key features are: 

U

• one universal telephone number independent on

a physical device (desk phone, soft phone, home

office, mobile),

• presence management - including personal and

media status,

• mobility - including virtualization of the  com-

munication services irrespective of a client (soft-

phone on PC, browser based client, personal

voice based client,  mobile smartphone client), 

• communication enabled business processes

CEBP –  multimedia communication built into

the  enterprise business applications via API or

the available plugins. 

• social media integration –  possibility to

communicate via Web 2.0 portals in the Cloud

via API or federation

Architecture of a typical UC system is presented in Fig. 1.

Proliferation of the smart mobile terminals allowed to

offer UC users a dedicated mobile application that signifi-

cantly increases functionality of the  office communica-

tion systems for the business end users. Integration of the

UC applications with other systems [1], [2] allows to of-

fer a  complete end extensible environment. In the next

sections we discuss  evolution of  the  architectural ap-

proach to the mobile UC, we also  suggest a possible opti-

mization in this area and present  a prototype implementa-

tion.

II.MOBILE UC APPLICATIONS EVOLUTION 

Mobility of the end users is a very important aspect for

many enterprises. This section presents evolution of the

enterprise mobile applications architectures based on the

solutions available on the market during the last 20 years.

A. Hardware DECT/GSM system

The first mobile application was announced in 1995 as

a joint trial development project between TELIASON-

ERA AB;  ERICSSON Inc. [6]. Ericsson was to deliver

USSD communication channel as alternative to XML SOAP 

in mobile Unified Communication applications
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5,000 dual-mode GSM/DECT handsets, which should

operate over both wireless networks. This concept was

beneficial to the  telecommunications providers due  to

better utilization of RF, and to the customers because of

better radio coverage and maintaining in-campus mobil-

ity.

However such a system requires a specialized terminal

(hardware) capable of using DECT and GSM transmis-

sion (GSM means here GSM900 as well as DCS1800)

[7]. Such terminal must be able to maintain two concur-

rent communication sessions; one over GSM and the

other over DECT. Additionally it should be available

over one personal number irrespective of the terminal lo-

cation; via DECT in campus and via GSM outside. Intel-

ligence is located in the network infrastructure, no intelli-

gence in the terminal.

With all these advantages this model requires a special-

ized dual-mode GSM/DECT handset. This in turn in-

creases price of the whole solution and diminishes battery

life. Some vendors tried to use another approach.

 

Fig. 1 OpenScape UC system architecture 

B. Corporate GSM

The idea of corporate GSM has been presented by

many vendors. The  first fully developed architecture

named DWOS, was presented by Ericsson[8]. Implemen-

tation of the critical functionality is split between the en-

terprise and telecommunications provider core infrastruc-

ture  [14]. This unfortunately requires many integrations

between the  provider and enterprise telecommunication

in both organisations and in the  infrastructure. The mar-

ket has not developed any  appropriate business model

and such solutions have not been widely adopted.

C.OpenScape UC Mobile Client 

By the year 2002 the first Unified Communications

systems were announced to the market [12]. They

promised many advanced features irrespective of the user

location, administrative domain, or access network tech-

nology. One of the first UC systems in the market was

Openscape UC issued by 2004 [13]. In this paper we

cover the mobility aspect of this solution. Openscape UC

mobile Client is mainly CTI (Computer Telephony Inte-

gration) client extensively using WiFi or GSM Data chan-

nel for UC signaling traffic. The payload (voice only) to

the mobile client is transmitted over a standard GSM

channel. GUI of this client is a simple implementation of

UI for managing Web Services responsible for the ad-

vanced UC features. Openscape UC mobile Client has no

built in intelligence, which could allow us to name it an

agent system.

D.Mobile Connect

At CEBIT 2006 Siemens presented a prototype, and at

CEBIT 2007 the commercial product of a different Archi-

tecture, commercially named HiPath Mobile Connect.

Mobile Connect is a solution based on a dual connectivity

(WiFi and GSM) of the commercially available mobile

phones [9]. 

The main architectural difference is the application

server called FMC Appliance, located within the enter-

prise’s IP network. It is fully managed by the Enterprise.

As the contractual relationships do not go beyond a stan-

dard commercial contract between the enterprise and

telecommunications provider, such   system  is commer-

cially much easier to deploy. Thus much wider adoption

of this model. With a lack of information from the mobile

provider, a network implementation of the advanced ser-

vices like seamless handover between enterprise WiFi

and public GSM is implemented partially as FMC client

function. It means that more intelligence is moved to the

endpoint. This architecture implements for the first time

FMC client as an intelligent agent system interworking

with FMC Controller through implementation of its ad-

vanced functions.

E. OpenScape MObile

Openscape OSMO (OpenScape MObile) is a client

combining rich UC functionality of OpenScape UC Mo-

bile Client with SIP client implementation on a smart-

phone [15]. Though such functionality is beneficial for

the users it poses many challenges to the network.

OSMO client maintains two parallel connections:

• CTI connection to a UC proxy named OpenScape

Facade 

• Payload and SIP Signalling connection to an enterprise

Session Border Controller (SBC) named OpenScape

SBC

This architecture is necessary (despite its complica-

tions), because SIP is a standard protocol. Standard voice

and video functions are implemented within SIP sig-

nalling accessing the  enterprise net via SBC. All non

standard UC protocols are transmitted via data channel to

a UC proxy. Such architecture with split of functions re-

quires the client on a smartphone to perform as an agent.

User interface of UC mobile client OSMO is presented in

Fig. 2.
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Fig. 2 OpenScape OSMO GUI on iPhone

III. MOBILE UC SIGNALING TRAFFIC

A. Data traffic from UC mobile application

Signalling traffic characteristics of such an agent in

mobile domain creates an interesting problem with many

practical implications for the mobile provider in the sig-

nalling and data path. They are also important from the

enterprise security and availability perspective. Issues re-

sulting from integration of those two worlds are planned

for further investigation.  Here we cover only some as-

pects of it.

Typical Unified Communication mobile user uses the

application installed in his mobile phone to:

• Change personal status (available, free, out of the office

on holiday, etc.)

• Change preferred device (office phone, mobile phone ,

home phone, etc.)

• Read phone log (answered/ not answered calls,

connections redirected to another device, etc.)

• Read telephone book records (global and personal

address books)

The most frequently used function focuses on the

change of personal status of a user. The end users can

change their status using OpenScape Mobile application.

Request of the  status change is transmitted to Unified

Communication server as Web Service call using XML

data and SOAP [3] protocol. The connection is estab-

lished as data channel via IP network. Using this method

every status change results in transmission of 4890 bytes

in 4 TCP packets  (without  TCP/IP packet headers). 

Information of Unified Communication subscriber

status change can be transmitted using 3-5 digits USSD

code. Fig.  4 presents USSD communication captured

using Wireshark in SIGTRAN (SS7 over IP protocol)

MAP messages. The amount of data sent using USSD

(without packets headers) is about 632 bytes in SCTP

protocol in both directions (between USSD gateway –

server exposed API).

Fig. 4 TCP packet with USSD code

Fig  5 presents typical usage of OSMO application

based on the application logs recorded at a mobile phone.

From the data presented at Fig 5  we notice that the

number of communication requests per hour per user

ranges between 1 and 21. Average value is more than 6

(6,42). Technically  UC system can  grow up to

100 000[13] users. By a conservative assumption of 1000

users/enterprise we come to 6,42*1000=6420 requests per

hour. The observed application traffic characteristics re-

Fig. 3 TCP packet with user status change
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sults in a large number of short data connections over the

mobile network (GSM or UMTS). The number of valid

data (one Integer value) transferred in TCP/IP packets

(Fig. 3) is very small in comparison to the amount of

other data (TCP/IP packet headers, XML headers etc.). 

We have also expected this data to exhibit more dis-

tinctively other structures like periodic and non-periodic

components, etc., important for better understanding of

this traffic nature. These however did not show with the

data presented at Fig. 5. Such intriguing issues are to be

subject to our further investigations.

B. USSD communication channel 

Based on the  information presented in section II, we

can conclude that using the data channel for communica-

tion Mobile Application –  UC system is not an optimal

solution. The reason is the amount of the signalling data

in relation to the payload data and the large number of a

short time data connections (Fig. 5). Our concept focuses

on using  the USSD channel (rather than data-over-Inter-

net) for communication between the mobile application

and the UC server. 

Unstructured Supplementary Service Data (USSD) is a

communication protocol implemented in the popular mo-

bile networks (GSM, UMTS). The main role of USSD is

to provide the  two sided communication between a mo-

bile phone and various applications and the system on the

telecommunications provider side. 

The first USSD specification (Phase 1), described in

GSM 02.90 documentation [10] supports only the

communication initiated from a  mobile phone –  pull

mode (using  dedicated USSD codes e.g. *665*11#,

*100*# etc.)  The Second Phase specified in GSM 03.90

[11] supports both communication methods originated by

the  network (push) and terminal (pull). The network

initiated communications allow sending information to

the mobile terminal. 

From a functionality point of view the USSD message

contains up to 182 characters. Compared to Short Mes-

sage Service (SMS), USSD is a real-time transmission us-

ing the signalling channel of the mobile network.

   

Fig. 6 Mobile phone originated USSD (left) and network

originated USSD message (right)

In the mobile provider core network, USSD communi-

cation is implemented using MAP (Mobile Application

Part) protocol. MAP is an application layer protocol dedi-

cated for the  mobile networks based on SS7 signalling

stack. The USSD communication is supported using the

following MAP messages:   

• MAP_PROCESS_UNSTRUCTURED_SS_REQUES

T – pull operation between terminal (originator) and 

application server, 

• MAP_UNSTRUCTURED_SS_REQUEST- push 

USSD messages,

• MAP_UNSTRUCTURED_SS_NOTIFY – USSD - 

push operation.

USSD offers session-oriented connections and this

functionality allows to develop applications supporting

dialogue  with the  end user (e.g. using interactive menu

displayed on a mobile terminal).

IV. SYSTEM ARCHITECTURE

The solution presented in this paper was implemented

as a low cost application for UC mobile end user. There-

fore, we expect it to be highly effective. The high level

system architecture is presented at Fig. 7. In order to cre-

ate a scalable service in line with the latest trend in the

field of mobile services, our architecture consists of:

• OpenScape UC server – actual UC services provider

• Web server, which processes USSD requests to UC 

API

• Client - on user smartphone for operations like: login 

or changing users presence status

This section presents the implementation and configu-

ration of the client endpoint and software architecture of

USSDforUC environment.

Fig. 5 Histogram of personal status change requests in time for

OSMO UC application. x-req/h, y-frequency over 48h
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Fig. 7 USSDforUC High level system architecture

As presented at Fig. 8, USSD message sent by the user

is redirected via provider’s  API to the USSDforUC ap-

plication server which communicates using SOAP Web

Services API with Open Scape UC server. Both commu-

nications: USSD and communication with UC server are

created within the request-response model using Web

Services. Because of the session timeout implemented in

USSD, the USSDforUC server must send response to the

particular request during the same communication ses-

sion and in a limited time. The USSDforUC was devel-

oped as an application without its  own database and the

information about UC users and their settings (pass-

words, telephone numbers) is stored in Openscape UC

repository.

Fig. 8 APIs and telecommunications protocols request/response

flow. MSC – Mobile Switching Center, MSS – Mobile Softswitch

Solution, HLR – Home Location Register

A.  USSDforUC server

This section describes configuration and implementa-

tion of USSDforUC server which translates USSD

message from expressed in Internet provider’s APIs

(based on Restful Web Services [4]) to SOAP messages.

The main objectives executed by this module are:

• login to OpenScape UC server using UC API,

• creation object represents OpenScape user profile in 

the memory,

• changing OpenScape user presence status to the one 

of the list: Do not disturb, Be right back, Unavailable, 

Busy, In meeting, Available.

User profiles are stored in the memory in a way which

does not overload the system. Only the necessary data

like login name and mobile phone number are saved in

the profile. In order to maintain user base correctness the

array of users is refreshed every 2 hours.

Changing the user presence status is more complex.

The architecture of OpenScape UC server does not allow

to use the  technical account dedicated for API calls to

change the particular user presence status. The only solu-

tion is to login via API as the user who wants to change

his or her status and to complete the task from that level.

Information about the user login and password is coded in

USSD request as a special code. UC user account is rec-

ognized using MSISDN number from USSD request.

Server looks for MSISDN in the array of profiles stored

in its  memory in order to login to the user account and

change status.

B. USSD mobile application

This application has been developed as a mobile ap-

plication for Android Operating System.  

Application itself is created as a single activity (android

screen) which contains a single text field and six buttons.

To complete the first request it is mandatory to enter

password before clicking any button. Otherwise the user

will be provided with an error message. The USSDforUC

application is actually using only one Android SDK

function: ‘MakeCall’, with one parameter i.e. telephone

number. API call requires the phone to set up connection

with the number it gets. In our case the number is the

USSD request in form of *665*17*code*, where: 

• 665 is the USSD server id, 

• 17 is application id (USSD server is aware of the URL

it should redirect USSD messages to, if they come 

with particular id),

• code which contain the mash up of password and 

status code.

C.Security aspects

As is mentioned in section B, the message which con-

tains the  user password is sent through an unsecured

USSD channel. Because of a simple USSD coding in

SIGTRAN messages (Fig. 8) use of any network sniffer

enables to read the  passwords. To increase the  security,

we have used a simple encryption method. Every special

character sign of the code page is replaced by a number.

This method is not strong one, but this addition results in

a  random generated sequence of alphabet letters and is

hard to decode for a  person not knowing the key. To

harden against a dictionary attack (trying to login on ac-

count with each combination of letters) we have imple-

mented a module which counts the unsuccessful login at-

tempts, adds them to server log and disables a  user ac-

count for 1h hour.
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Fig. 9 USSDforUC mobile application GUI on Android

V. SUMMARY

This paper presents the traffic characteristics of a mod-

ern mobile UC user. It discusses the possible drawbacks

of transmitting UC signaling traffic over IP in the mobile

domain as well as the  possible use of USSD channel in

UC mobile application including a prototype implemen-

tation.

USSD communication allows bidirectional, half-du-

plex connections between the mobile terminal and appli-

cation. This communication is completely transparent for

the handset and mobile network. USSD can be used by

any type of a  mobile phone and does not depend on the

vendor and operating system. 

Using USSD channel for signaling, mobile UC appli-

cation can avoid the large number of short time data con-

nections.  Because in the core provider’s network USSD

messages are coded using binary protocol the single UC

status change request is transmitted using about 632 bytes

as compared to 4890 bytes transmitted in the current so-

lution - SOAP and XML based Web Services call in data

traffic. 

An  interesting feature of the presented USSDforUC

prototype is that the implemented system doesn’t use any

database what simplifies its overall system architecture. 

Using USSD for UC signaling traffic shows that even

the leading commercially available UC solutions have ar-

eas where they can be vastly improved.

Characteristics of UC signaling traffic in the mobile

domain as well as on the interface to other ICT systems

in the enterprise, telecommunications provider as well as

in the public cloud will be subject of further investigation.

The research area is to model and manage this traffic to

avoid communication bottlenecks and to manage user ex-

perience. 

ACKNOWLEDGMENT

Prototype  of  USSDforUC service  was  developed under

the program Orange Labs Open Middleware 2.0  Commu-

nity [5].

*)  Siemens  Enterprise  Communications  Sp.  z  o.o.  is  a

Trademark Licensee of Siemens AG

REFERENCES

[1]  D.Bogusz, J.Legierski, A. Podziewski, K. Litwiniuk, „Telco 2.0 for 

UC – an example of integration telecommunications service 

provider’s SDP with enterprise UC system”, Wrocław 2012. Results 

of operation in 2010, Warsaw 2011

[2]  D. Bogusz, P. Korbel, J. Legierski, Integracja systemów Unified 

Communications z platformami usługowymi operatorów, KSTiT 

2011 conferencing materials, Przegląd Telekomunikacyjny 8-9/2011

[3]  SOAP  specification W3C,  http://www.w3.org/TR/soap/    

[5.03.2013]

[4] L. Richardson, Sam Ruby, David Heinemeier Hansson, RESTful Web

Services, O’Reilly, 2007

[5] Open Middleware 2.0 Community portal – http://www.openmiddle-

ware.pl    

[6] “Telia, Ericsson plan dual-mode, GSM/DECT”, Electronic News 

(10616624);4/17/95, Vol. 41 Issue 2061, p28, April 1995

[7] Patric Lind,  “Terminal aspects of DECT/GSM as an evolution to-

wards UMTS”, http://cordis.europa.eu/infowin/acts/analysys/prod-

ucts/thematic/mobile/ev_cellular_sys/dect_gsm.html

[8] Rune Johanson, Mikael Nilsson and Torbjorn Ward,“Mobile Advan-

tage Wireless Office—A digital wireless office system for 

TDMA/136 networks”, Ericsson Review No. 1,1999 19

[9] “Demystifying Enterprise Fixed Mobile Convergence”, A white paper

from Siemens Enterprise Communications, February 2007

[10] Unstructured Supplementary Service Data (USSD); Stage 1 3GPP 

specification: 02.90  www.3gpp.org/ftp/Specs/html-info/0290.htm

[11] Unstructured Supplementary Service Data (USSD); Stage 2 3GPP 

specification: 03.90  

http://www.3gpp.org/ftp/Specs/html-info/0390.htm

[12] “Siemens ICN Announces LifeWorks Concept for Integrating Per-

sonal, Enterprise and Carrier Technologies”, http://www.prnewswire.-

com/news-releases-test/siemens-icn-announces-lifeworks-con-

cept-for-integrating-personal-enterprise-and-carrier-technologies-711

70057.html

[13] “Siemens Redefines Communication Over IP Market With An-

nouncement of HiPath(TM) 8000 Real-Time IP System for Very 

Large Enterprises”,

 http://www.prnewswire.com/news-releases/siemens-redefines-com-

munication-over-ip-market-with-announcement-of-hipathtm-8000-rea

l-time-ip-system-for-very-large-enterprises-72780072.html 

[14]  “HiPath CorporateConnect V2.0, CorporateConnect Server”, Service

Guide A31003-G3620-S300-4-7620,  by Siemens AG 04/2006

[15] “OpenScape Mobile V7R1, Administrator Documentation”, 

A31003-M4070-M100-8-76A9, by Siemens Enterprise Communica-

tions, 12/2012

50 POSITION PAPERS OF THE FEDCSIS. KRAKÓW, 2013



Abstract— Recently appeared necessity of enterprises, homes
and other objects energy consumption information automatic
collection.  For  this  purposes  various  metering  devices  by
different  vendors  have  been  created.  While  using  different
metering  devices,  problem  of  central  information  collecting
appears.  This  paper  raises  the  problem  of  creating  a
web-interface for metering devices remote monitoring system
for data collection from the various sensors and meters.   

I. INTRODUCTION

UANTITY of  sensors  by different  vendors,  collecting

different information leads to different meters managing

software packages  quantity.  For this problem solution was

required  universal  hardware-software  system, which would

can connect to any metering device, get every data, write it in

to a database and show in user-friendly format. Common me-

tering devices remote monitoring system scheme presented at

“Fig. 1”.

Q

Figure 1. Metering devices remote monitoring system common scheme

Read out by metering device,  data is transmitted to the

server for following saving to DB. After these actions it can

be shown to the customer in user-friendly view. In our case

user-friendly format is provided by web-interface. Web-in-

terface is adjusted such way to have ability to show every

data types, collected from every sensor. Common web-inter-

face structure is at “Fig.2”.

Figure 2. Web interface common model scheme

We decided to use ASP.NET framework because develop-

ing simplicity, reliability. ASP.NET framework provides all

required  tools  for  creating  web-portals:  implementation  of

SOAP REST protocol for web-service and web-site commu-

nication, database drivers. Also SAP provides simple reports

generation integration. Other variants: PHP or Java requires

manual  implementation  of  above-mentioned  functional-

ity [1].

II.DEVICE

Modern equipment installed in the pipe rooms, allows re-

motely collect data from the meters using wired and wireless

communication channels.  The majority of the existing sys-

tems is  focused  on  a  specific  manufacturer  of  the  energy

counter. Many organizations have counters of different man-

ufacturers  and  different  modifications.  Each  manufacturer

has its own data collection system, often not compatible with

the systems of other manufacturer. The device allows to col-

lect the data from the meters. Transfer of the received data is

carried out through GPRS. The device includes the printing

cost, which contains a power unit, a sim card, slot antennas,

signal RS-232 v converter, signal CAN interface converter,

on the circuit Board is additionally available programmable

GSM module, independent RS-232 and CAN interfaces.

Performance indicators:

• ambient air temperature from -20 to +50'c;
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• relative humidity 95% at 35 C;

• power supply 12 Volts +- 30%, 50 Hz;

• work mode - continuous;

• validity period – 3 years.

III. WEB-INTERFACE DATABASE DEVELOPING

A. Object structure scheme

For simplicity of object geographical managing and struc-

turation ease we decided to allocate all objects, including ge-

ographical zones and meters, to different levels with private

proprieties and inheritance ability. Common indication stor-

ing database diagram is presented at “Fig. 3”.

Such  scheme allows  creating  a  root  level,  representing

some geographical object with successor: another geograph-

ical object or metering device. First level always represent

meter.  Every  object  has  its  own  unique  proprieties,  user

privileges.  Such  scheme  allows  describing  almost  every

structure,  allows  managing  it  conveniently,  allows  simply

define every device.

Figure 3. Object information storing database scheme

B. Data storing scheme

Collected data is storing in such database structure,  pre-

sented at “Fig. 4”:

• ID

• Data type ID

• Object ID

• Date and time

• Data relevancy duration in hours

• Applied function

• Value

Thus in the database data with data and relevancy period

and  applied  function  are  storing.  The  “Applied  function”

field describes is the data average or total for some time pe-

riod. Such structure allows storing collected information and

saving user reports calculation results, e.g. average daily re-

sults. After collection data is being processed to get average

daily results, is sending to a customer and saving in to the

database with such structure:

• Data type ID

• Object Id

• Date with time equal 00:00

• Relevancy duration equal 24 hours

• Applied function - average

• Value

At first time system doesn't calculate any information in

such way, database stores only information, transferred from

metering device. In future will be realized algorithm, calcu-

lating required data

First variant was based on data division on several tables

by period, but such way turned out to be inflexible.

Firstly  our  system contained  every  object  info  entry  in

specialized table field, but after level-oriented structure in-

troduction, all information stores in united table, which con-

taining object identifier, field name and field value: “Fig. 5”.

Figure 5. Properties storing.

As alternative to such table, arrays can be used, but .NET

PostgreSQL drivers doesn't allow to use this feature.

Other database scheme part is rather typical for web-ap-

plication: tables for user information and settings storing.

For data storing we choose DBMS PostgreSQL 9.x. Such

decision was made for PostgreSQL high efficiency, high reli-

ability and functionality.  PostgreSQL allowed us to devide

different databases to different schemes, also PostgreSQL al-

lows to easily DB ranging with tables partitioning [2].

IV. ASP.NET WEB-SERVICE DEVELOPING

Web-site is developing with ASP.NET technologies set.

Web-site schematic view is presented at “Fig. 6”. Prere-

lease web-site views are at “Fig. 7” and “Fig. 8”.

Figure 4.  Collected data storing database scheme
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For widget system creation we use Dropthings framework,

which requires only quick widget creation for web-portal cre-

ation.

Figure 6.  Common web-site scheme

“Widgets” tab at common scheme contents set of various

configured and arbitrary placed widgets. Widgets quantity is

limited only by self sizes and website workspace size. Every

widget  can  be created  several  times at  one tab workspace

with individual settings [3].

Widgets examples:

• Last data, collected from specified device.

• Maps with geographical and/or meters location.

• Indicator of deviation of specified metering device col-

lected information by type and period

Console allows to:

• Create  typical  reports  for  different  devices  or  device

groups energy consumption

• Manage data collection time intervals

• Etc.

Console is also developed as widget, despite the widget

usually executes tiny procedure.

While web-site is developed with Dropthings framework,

web-service  is  developed  using  common  MVC  pattern.

Scheme is presented at “Fig. 8”. United Service class is cre-

ated for more simple SOAP client using at the web-site side,

also it is “View” component. When user asks data for object

(city,  street  or  metering device),  controller  creates  this in-

stance of “ObjectInfo” class, that provides self-calculation.

After object instance determinates: is it high-level object or

counter,  it  creates instances of child-objects or instance of

value  provider.  If  level  is  high,  instance  asks  children  to

self-calculate else asks specified value provider to self-cal-

culate. After all data is got, instance calculates it, gets it reli-

ability and returns to controller or high-executed instance.

Better to say, it is recursion. Reliability is created for data

integrity  mark,  it  is  also  calculating  in  value  and  object

provider.

For reporting system we decided to use CrystalReports for

it functionality and free MS Visual Studio version. As Crys-

talReports  requires  previously  defined  database  structure,

but out targets requires to create new reports without recom-

pilation we developed several ways to make datasource for

reporting system. Both based on one DataSet table, contain-

ing one field. First using parameter-based Crystal Report and

dynamic DataSet. Second using XML document for creation

Crystal Document and also dynamic Dataset. For simplicity

we  using  second  variant.  Using  report  sample  we  decide

needed values, then form special XML document, containing

DataSet structure. Using this this XML document Crystal Re-

port  is  creating and registering at  the system. Then,  when

user asks system for the report, web-site generates DataSet

with structure, similar to XML file, fills it with data and exe-

cutes CrystalReports to generate the report.

While using reports system, we met one more trouble: us-

ing  Dropthings  and  CrystalReports  with  advanced  docu-

ments led to JavaScript errors. This with solved with blank

template.

V. FIGURES AND TABLES ASP.NET WEBSITE AND ASP.NET
WEBSERVICE COMMUNICATION

For  website  and  web-service  communication  is  used

SOAP  protocol,  which  is  fully  supported  by  MS  .NET

framework.

Information  about  users,  user’s  sessions,  user’s  success

and failed logins is stored at database. While authentication

process client sends “login” and “password” pair to the web

Figure 7. Widgets
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service,  who  writes  session  information,  session  duration

and session key in to the DB. Session key is sending with re-

ply to the website.  In  case of  invalid login-password  pair

client  gets  “SOAP  Exception”  message  and  web  services

writes information about failed authentication attempt.

After successful authentication, while new .NET session

is starting, client sets saved session key, using special web

method. Actual session key sets one time per .NET session.

In case of every fail execution client gets SOAP Exception

message with details.

VI. CONCLUSION

System  which  can  provide  to  the  customer  previously

processed, user friendly consumption information, can save

processing results was created at result. Such system allows

working with various device types by various vendors and

with various data types. This system has a low threshold of

entrance, it is easily set up, it is informative for all categories

of customers. It doesn’t require any installation and setup.
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Figure 9. Web-service scheme
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Abstract—In recent years, middleware for social mobile 

networking has attracted the attention of academia, causing 

the design and development of various approaches by 

researchers. This type of middleware facilitates and makes 

more efficient the development process of mobile social 

networking applications. Furthermore, middleware solutions 

also abstract the communication process with other 

applications, allowing the acquisition, persistence and reuse of 

social context information and location of users, besides 

providing an API so that developers can access this 

information quickly and build new social applications. With a 

view to supporting this new trend of research, in this paper we 

propose a middleware architecture for mobile social 

networking called My-Direct which will make use of Wi-Fi 

Direct as a solution to improve the connectivity between the 

nodes of the social network. Along with My-Direct also created 

an intelligent mechanism for the management of mobile 

resources in order to reduce energy consumption. 

I. INTRODUCTION 

HE growing interest in social networks and 

smartphones has resulted in a new trend called MSN 

(Mobile Social Network).  The goal of these social networks 

is to contribute to human interactions, allowing users who 

are socially related to use their mobile devices to perform 

activities of common interest. Some examples of MSN are: 

Google Latitude1, Path2 and Instagram3. 

In recent years, the introduction of a middleware on the 

development of MSN has attracted the attention of 

academia, leading the design and development of various 

approaches by researchers. In [1] it is possible to find some 

of these solutions, already in [2] describes a solution 

developed by Brazilian researchers. 

A Middleware for MSN (MMSN) should consider the 

limitations of mobile devices such as limited power, low 

memory capacity, limited processing power, scalability and 

heterogeneity [3]. Furthermore, MMSN should provide a 

layer that provides common services needed by different 

                                                        
1
 Google Latitude. http://www.google.com/mobile/latitude/ 

2 Path. http://www.path.com 
3 Instagram. http://www.instagram.com 

MSN applications and separate social network management 

concerns from application requirements [10]. A MMSN 

should enable efficient operations of MSN application by 

being self-configuring, self-adapting, self-optimizing and 

self-protecting. 

Being MMSN a topic of recent research, many of the 

problems mentioned before doesn't have an ideal solution. 

Thus, current middleware solutions are incomplete, and 

doesn’t exist middleware infrastructure that solves all 

problems [1]. 

In order to contribute to this new trend of research, in 

this paper we propose a middleware architecture for MSN 

called My-Direct that will make use of Wi-Fi Direct [4] as a 

solution to improve the connectivity between the nodes of  

social network. This work also aims to create an intelligent 

mechanism for the management of mobile device resources 

to provide a reduction in power consumption. 

II. REQUIREMENTS FOR A MIDDLEWARE FOR MSN 

According to [5], an MSN is the social network where 

one or more individuals with common interests, chat and 

connect through the use of a cell phone. Also according to 

[5], there are two possibilities for MSN. The first possibility 

is that the network be designed from the first moment to be 

used on mobile devices. The other possibility is a hybrid, 

that is, the network was first developed for the Web 

environment and, over time, was migrated to the mobile 

platform. 

Another observation regarding the design of an MSN is 

related to how it will be accessed by users. Basically, there 

are two approaches each of which has its positives and 

negatives. The first would be the distribution of client 

software, this approach has the benefit of easy access 

information persisted in the user's device, but it ends up 

consuming more resources and requires compatible versions 

with various mobile platforms. The second approach would 

be the availability of social networking on the Web, where 

the user would use the browser to access your profile. 

However, despite access the browser extend the use of 

different network platforms, contextual information about 

the user will not be easily extracted and the use of native 

T 
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features of each mobile platform, such as the camera, is 

restricted. 

The MSN must also submit at least two context 

information related to users: the social context and location 

context [6]. Through these information, users have the 

possibility to realize the proximity of friends, members of a 

group, or profiles that have similarity to user in real time. 

The introduction of a middleware facilitates and makes 

more efficient MSN application development process. 

Furthermore, the middleware also eases access to data, so 

that heterogeneous applications have access to them. 

However, developing a middleware layer for mobile social 

applications is not an easy task, because it presents a 

number of issues and challenges that need to be taken into 

consideration, which, according to [1], are as follows:  Simplifying the development process: A MMSN 

should be responsible for simplifying the process of 

developing an application MSN. The simplification of this 

process can be obtained by providing high-level abstractions 

with lightweight interfaces to mobile application 

developers. Facilitate application integration and reuse must 

also be functions of the middleware.  Energy Efficiency: A MMSN should provide 

mechanisms to efficiently use the resources of the battery 

and ensure that the application performs well on mobile 

devices with limited resources.  Privacy: A MMSN should provide a simple technique 

that consumes fewer resources to implement appropriate 

control policies on the exchange of social data, to ensure 

user privacy.  Scalability: MSN applications suffers increased 

number of users constantly. This number of nodes should 

not affect application performance. Thus, a MMSN must be 

flexible, so that it can manage the increasing number of 

nodes without compromising system performance.  Fully distributed architecture: A MMSN should be 

designed to be fully distributed without centralized control. 

Specifically, it should be built to be used in ad hoc networks 

without assuming centralized servers.  Heterogeneity and dynamic nature of mobile 

devices: A MMSN should be designed in a fully distributed 

fashion, considering the heterogeneous and dynamic nature 

of mobile devices, as well as privacy concerns. A MMSN 

should hide the heterogeneity of applications and allow 

adaptation to dynamic environments. 

III. THE MIDDLEWARE ARCHITECTURE MY-DIRECT 

 The construction of mobile social networks is a complex 

task. The introduction of middleware in the field of mobile 

social networking aims to facilitate the development of this 

type of network by providing features that help developers 

manage the users, the maintenance of social relationships 

between users, in data privacy and social communication 

between network devices.  

With the emergence of new technologies for 

communication between devices such as Wi-Fi Direct, 

becomes interesting introduction and evaluation of these 

new solutions in the middleware environment for MSN. 

Thus, this work aims to develop the My-Direct, a 

middleware for MSN that will make use of Wi-Fi Direct, 

aiming to bring independence of access infrastructure and 

improvements in the coverage of the social network and in 

the transmission rate of data between nodes. 

The Wi-Fi Direct specification was developed by the Wi-

Fi Alliance and operates in 802.11 devices, but is not linked 

to any specific standard 802.11. This specification 

introduces the ability to direct connection to millions of 

devices already have Wi-Fi deployed [4]. 

According to [4], the introduction of Wi-Fi Direct devices 

extends the Wi-Fi in order to provide a new connectivity 

experience. This technology increases the portability of 

content and applications across all devices of the user 

through a single and common specification, allowing users 

to access movies, music and photos point-to-point. 

Equipment vendors and content providers also benefit from 

the development of multiple applications that can be 

seamlessly interconnected wherever you go. 

The Wi-Fi Direct is also based on the strengths of Wi-Fi 

such as performance, security, ease of use and ubiquity, and 

it adds features such as no need for access to a network 

infrastructure [4]. Instead of first connect to a network 

infrastructure and then connect to another device on the 

network, users can connect directly to devices that offer the 

services they need. This allows, for example, a user show 

the photos on your smartphone to your friends by 

connecting to a television and viewing the images, 

regardless of the presence of a network infrastructure that is 

available for both devices. 

Although the My-Direct already have their specified 

architecture, it is still in the implementation phase. In this 

section we will only describe its layers, its main features 

and their modules. We will leave the complete encoding 

and the results for another occasion. 

A. Architecture 

The middleware My-Direct is being implemented in a 

P2P architecture targeted the Android platform. The fact 

that it targeted the Android platform implies the choice of a 

minimum version of operating system support. For this, we 

chose to develop the My-Direct to version 4.0 of Android, 

since the manipulation of resources and support Wi-Fi 

Direct are present in their SDK (Software Development 

Kit).   

The Fig. 1 shows the My-Direct architecture. Here, we 

can see that the architecture is composed of four layers: (i) 

interface, where will stay the set of classes responsible for 

building the GUI (Graphic User Interface), (ii) 

communication, where will get located the API that will 

assist in linking between devices, (iii) privacy, that will 
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serve to identify users and verify their degree of friendship 

(iv) modules, which will serve to extend the middleware. 

 

 

Fig. 1. The My-Direct architecture. 

1) Interface Layer 

As mentioned earlier, the My-Direct will run on the 

Android platform. This implies that all classes of the 

interface will have to follow the pattern of this platform. 

Thus, the interface layer will contain the implementation of 

classes that extend the Activity class of the Android SDK. 

These classes will be responsible for the interaction between 

the user and My-Direct. Thus, all functions of the My-

Direct will be available on the screen and the user only has 

to select one of them and see the result. 

It is important to remember that in the Android platform 

the design of classes is defined in XML (eXtensible Markup 

Language). These XML also serves to construct menus, the 

definition of strings and assigning images to display an 

Android application. Therefore, in the My-Direct interface 

layer will be stored implementations of the GUI classes and 

their respective XML.   

2) Communication Layer 

The communication layer consists of the classes 

responsible for the association and effective communication 

between devices. To perform these actions, classes of this 

layer will make use of Wi-Fi Direct API, which is provided 

by the Android SDK. This layer will possess key features 

like detection of mobile devices with Wi-Fi Direct, the 

association between them, extracting information (name, IP 

and MAC) of these devices and effective data exchange.  

When occurs the proximity between two devices, the 

communication layer will check if they are with Wi-Fi 

Direct enabled. If so, will allow the devices to perform the 

association and begin the process of information exchange. 

This whole process will be controlled and monitored by 

users via interface layer. 

3) Privacy Layer 

Since the goal of My-Direct is to provide 

communication between nodes in an MSN regardless of the 

presence of an access infrastructure in your project we need 

to take into account the association between mobile devices 

and their owners have some affinity before starting social 

activities in the network. 

There are several works in the literature such as [7] and 

[8] that address the issue of how to infer social relationships 

in a mobile environment. In the case of My-Direct, the 

independence with respect to the access infrastructure does 

not allow access to online social networks for information 

extraction, for example. Thus, it would be wiser to evaluate 

the affinity between users through information already 

contained in the mobile device. For this, we chose to 

identify users using a tuple containing the MAC address of 

the device, the name that identifies the device during 

connection and the bond between users. The schema of the 

tuple can be seen below: 

        (MAC, DEVICE NAME, BOND) 
The MAC address was chosen because it is a unique 

identifier, which will avoid repetition of information 

associated with a particular mobile device. As the MAC 

address is not simple information to the user decorating, we 

also chose to store and use it along with the device name as 

information to be displayed on the screen of middleware. 

The bond is nothing more than the degree of affinity 

between two individuals. It works the same way as the 

concept of circles used in the social network Google Plus4. 

We decided to use this trick because we noticed that the 

middleware solutions for MSN there were no reference to a 

management mechanism affinity allowing the user to 

classify a person according to the degree of affinity. Thus, 

the user can specify whether a person belongs to the family 

circle, circle of friends, circle of colleagues or circle of 

acquaintances. Based on this classification, the user can, for 

example, share data only with individuals of a given circle. 

The information contained in the tuple will be persisted 

to the mobile device through files. The use of files justifies 

our choice to keep only three pieces of information, since 

we know the restrictions of mobile storage. It is also 

important to note that the act of communication these files 

will not be transmitted. The information contained therein 

will be obtained from your own Wi-Fi Direct. The operation 

of the privacy mechanism My-Direct can be better 

understood through the following steps: 

a. The device D1 is within reach of D2. So at any given 

time D1 calls D2 to the association. 

b. From Wi-Fi Direct, the device D2 gets the MAC and 

name of D1. With the MAC, D2 checks on your file 

if there is some input tuples related to this address. 

c. How is the first time that D1 finds D2, a new line in 

the tuple is added. This line is filled with the MAC, 

the name of D1 and the bond of friendship. For the 

                                                        
4 Google Plus. http://plus.google.com 
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bond, the middleware asks through a dialog box to 

D2 which friendship circle D1 belongs. 

d. Steps b and c also happen to D1. Thus, D1 can classify 

D2 as coworker, D2 can embed D1 in your circle of 

friends. Thus, it is explicit that the characterization 

of bond is private, so neither D1 or D2 know how to 

were classified. 

e. Thereafter social activities can be performed. 

f. After the end of the communication, if the devices re-

find, the information already stored locally will 

expedite the process of association. 

The privacy layer will be responsible for managing the 

tuples of user data in order to use them as input for 

mechanism privacy. Thus, with these data the privacy 

mechanism determines, for example, if a device found in 

the neighborhood belongs to a friend of the user. 

4) Modules Layer 

Another goal of My-Direct is to facilitate the 

development of MSN. For this, the layer modules can be 

used by developers to introduce new features to the My-

Direct. This will allow developers to create different types 

of MSN. 

a) Intelligent Energy Module 

In studies such as [16] and [17], it is possible to observe 

the energy cost of each feature of a mobile device. The 

application of energy efficiency in mobile devices is very 

important to their use. Thus, the management of energy 

consumption can give the user a long period of use of your 

phone. Thus, the first module developed for the My-Direct 

is the Intelligent Energy Module (IEM). This module has 

the responsibility to manage resources of the mobile device 

as wireless networks and the brightness of the screen, so 

that the battery usage is optimized. 

The IEM was designed to make use of intelligent agents. 

The multi-agent approach was chosen because agents are 

autonomous, that is, have the ability to dynamically react to 

events occurring in the environment in which they were 

entered. Furthermore, the use of multi-agent in this context 

allows, for example, every available resource on the mobile 

device can be controlled by an agent, that allows the 

implementation of different algorithms for each agent, 

aiming at optimal solution to the problem. 

The agents of IEM are responsible for the execution of 

pre-defined actions aimed at optimizing the use of the 

battery. These agents are being implemented through an 

API called Andromeda (ANDROid eMbeddED Agent 

platform)5. 

The Andromeda is a platform developed specifically to 

provide the use of agents with the Android operating 

system. The agents developed by the Andromeda acts as 

                                                        
5
 Andromeda. http://www.gti-ia.upv.es/sma/tools/Andromeda/ 

services in Android. For the specification of behavior and 

task to be performed by the agent are used Java classes. 

The Fig. 2 shows an excerpt of the code of an agent of 

IEM implemented by Andromeda. It is possible to see that 

the agent has a behavior (Behaviour class) called 

"Monitoring". Besides behavior, is also defined capacity 

(Capability class) named "Turn Off 3G", which will be the 

trigger for the task associated with it. The trigger fires when 

the condition contained in the expression method 

implemented in the Condition class is met. In this case, the 

action is to turn off the 3G network. 

 

Fig. 2. Excerpt of the code of an agent of IEM. 

 

The IEM has two agents. One for the management of 

wireless networks (NetworkAgent) and another for 

managing the display (DisplayAgent). When the My-Direct 

is active, the DisplayAgent will periodically check the 

battery level of the mobile device and the current set the 

screen brightness according to this information. Meanwhile, 

the NetworkAgent will turn off or on the wireless networks, 

with the exception of Wi-Fi Direct, according to pre-

established rules, to minimize battery consumption. 

B. Example of Use 

When the My-Direct get ready, developers will be able to 

build social P2P applications such as chat and photo 

sharing, in addition to can extend it through modules. Thus, 

in a simple chat application developed with My-Direct, for 

example, the user will be able to use the GUI (interface 

layer) to see your list of partners, the bond with them, and 

which theirs is available to connect. If some partner has not 

yet been classified, the user will have the option to add the 

bond (privacy layer). When choosing the partner, the 

communication layer, through Wi-Fi Direct, will go to 

associate the mobile devices of users. Thereafter, the chat 

can be performed. 
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IV. RELATED WORKS 

Although middleware for MSN is a new area of study, 

there are several works in order to resolve issues related to 

this topic. Each approached the problem from a point of 

view, however, some of them has similar characteristics. 

In [1] it is possible to find some of these solutions. 

Among them, the most common type of architecture is P2P 

as in [9], [10], [11], [12], [14] and [15], but there are also 

those that use centralized architecture as [11] or hybrid as 

[13]. With regard to network technology used for 

communication between nodes, the most cited is the 

Bluetooth. However, there are also works that make use of 

Wi-Fi (infrastructure mode).   

In mobile environment, the user wants to access 

information anytime and anywhere. Thus, the construction 

of middleware with a centralized architecture like [11] is 

not appropriate. The best option for middleware architecture 

aimed at mobile environment is P2P [1], where there is not 

centralized control and communication is done directly 

between devices. 

The decentralized architecture requires network 

technologies that support interaction P2P. Most of the 

aforementioned studies, with the exception of [11], make 

use of Bluetooth for communication between nodes of 

mobile social network. However, the use of Bluetooth 

requires that the devices are relatively close so that the 

communication occurs. Furthermore, transmission rate of 

this technology is limited, which influences the 

performance of the middleware. 

MMSN also deal with sensitive data such as social 

relationships, activities, and user preferences that can be 

used to infer other confidential information about the user 

over time. Thus, as in [12], [13], [15] and [2], a MMSN 

must manage user data and possess adequate control 

policies on the exchange of such information, to ensure the 

user's privacy. However, none of these works allows the user 

to have the option to sort the people you want to relate 

according to the degree of affinity. 

It is important to note that a MMSN must also be able to 

minimize battery consumption during its execution. Among 

the solutions found in the literature only in [11] has this 

feature. 

From the analysis of these works can be seen that the 

mobile environment requires a decentralized architecture. 

So to connect the nodes of the network is necessary to use a 

type of wireless network, independent of central 

infrastructure, which allows for a fast and efficient 

communication between nodes of the social network. 

During this process of communication the battery 

consumption should also be considered and a solution for 

energy saving becomes necessary. Furthermore, it is also 

clear that a user may want to classify one or more persons 

that relates in a different way, as a friend and colleague for 

example. 

Therefore, to correct these deficiencies, this paper 

proposes the My-Direct a middleware architecture that will 

make use of the Wi-Fi Direct and network solution for the 

relationship between us and a privacy mechanism that will 

allow the user to sort their peers according to the degree of 

affinity. My-Direct also allow the use of modules, which 

may be developed to meet the specific functionality such as 

managing energy consumption. 

V.  CONCLUSION 

MSN is a new and rapidly evolving field, and has 

attracted the attention of both the market and the academy. 

This makes appear several middleware solutions with 

different characteristics. Among the main features these 

solutions are: privacy of users' data, inference unknown 

social standards, application development and integration 

with social networking sites. 

The middleware solutions in the literature show that 

there is an approach which satisfies all the requirements 

that the development of an MSN requires. Furthermore, 

within this set of approaches each author tries to solve one 

or more problems, present in a mobile social network 

environment, using various techniques, methods and tools. 

Given this middleware solutions heterogeneity, this paper 

proposed a new architecture called My-Direct. This solution 

aims to bring new resources to the area middleware for 

MSN as the introduction of the use of Wi-Fi Direct for P2P 

communication between mobile devices, a privacy 

mechanism that will help users to establish social 

relationships with people of interest and a module for 

energy saving. 

At the end of the design and implementation of the My-

Direct, we plan to provide a tool to assist developers in the 

process of building social networks P2P. 
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Abstract—Prediction of future time series values is area of
statistics  and  computer  science  research  related  to  pattern
recognition.  Especially  possibility  of  prediction  of  the  future
computer network traffic may be usable in detection of abnor-
mal situations like DoS attacks or occurrence of problems with
network infrastructure. The article is devoted to usage artificial
neural networks, with radial basis activation function for pre-
diction of network traffic in sample local area networks.

I. INTRODUCTION

N MANY areas the occurrence of atypical value (named

anomaly or outlier) of the particular variable may indicate

existence  of  undesirable  phenomenon  (especially  threat),

like symptom of the disease in medicine, change the charac-

teristics of the process in engineering or security incident in

telecommunication networks. Anomaly Detection (AD) also

called Outlier Detection, is area of statistics and computer

science research (see e.g. [1]) related to pattern recognition. 

I
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TABLE I.

INVESTIGATED NETWORKS DESCRIPTION. SOURCE: OWN RESEARCH.

Symb

ol
Description

W1

Amateur campus network consisting of circa 25 workstations. Snort has worked on the router which acts

also as the gateway to the Internet and as FTP, www, SAMBA and TeamSpeak servers .  Data were

collected from 13th September to 5th December 2006 with a ten minute interval  (a total of 11 969

measurements).

 

T2

Campus network provided by a mid-size Internet  Access Provider  – (about  400 clients).  Data were

collected  from  3rd  January  to  16th  March  2007  with  ten-minute  intervals  (a  total  of  10  001

measurements) on the link between the network and the Internet in housing estates.

 

T3
 

A network in a block of flats; one of the subnetworks mentioned in the examples T2 containing about 20

clients. The data were collected from 20th November 2006 to 16th March 2007 with ten-minute intervals

(a total of 16402 measurements) on the same link as above (T2) but with address filtering.

MM

Home network connected to the campus amateur network (with maximum speed of inbound traffic set

on the bandwidth manager to 4 Mbps. Home network consists of five computers protected by corporate

firewall and two intranet servers (ftp and PrintServer). The network has no servers providing outside

services and there is no remote access to the home network from the outside. IDS was placed on the link

to the campus network before the firewall. The data were collected from 12 th February to 1st July 2011

(a total of 20113 measurements).

 

II
 

Local  Area  Network  in  small  company (about  40 computers,  two intranet  servers).  The  data  were

collected from 3rd February 2011 to 4th July 2011 (a total of 21747 measurements).
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Anomaly  Detection  approach  needs  firstly  recognize  a

pattern of system behavior and next - find observations that

differs from the expected ones. The first task may be done

using various types of models form classic mathematical and

statistical models up to Artificial Intelligence based ones.

Detection  of  anomalies  in  computer  security  domain  is

one of three approaches used in Intruder Detection Systems

(among misuse detection systems and integrity verification –

see e.g.  [4],  [25]). Especially the analysis may concern be-

havior  of  single  hosts  (HBAD – Host  Behavior  Anomaly

Detection) or computer networks (NBAD – Network Behav-

ior  Anomaly Detection).  NBAD  research  may focuses  on

single packets structure anomalies (monitoring phenomena

like untypical flag sets in TCP packets, incorrect fragmenta-

tion of IP packets etc. – see e.g.  [26]) or on network traffic

flows (see [21]-[23]). 

The previous works of us (see e.g.:  [4]-[11],  [18]) were

according  to  time  series  modelling  and  forecasting  using

econometric and Artificial Intelligence methods on applica-

tion of selected time series prediction models in computer

networks security area and to methods of detection anom-

alies  of  network  traffic  at  the  packet  level  measurements

(see e.g.: [12], [13], [19], [24]) using confidence band-based

algorithms (see e.g.:  [1]-[3]). We focus on classical statisti-

cal  models  like  naïve  method,  autoregression-based  (AR,

SARIMA), exponential smoothing (Holt-Winters model and

its modification) etc.  Especially in the article [10] we tried

to  use  multilayer  perceptron  (MLP)  artificial  neural  net-

works  for  modelling and forecasting of  network  traffic  in

some local area and campus networks. The current article is

devoted to usage of the other kind of neural networks, with

radial  basis  activation  function  (called  RBF Networks)  in

computer network traffic prediction.

II.THE OBJECTIVES AND THE METHOD OF THE RESEARCH

Like in previous researches we use time series with net-

work traffic data collected from five computer networks de-

scribed in Table i (detailed information about these networks

and  descriptive  statistics  of  collected  time  series  are  de-

scribed in [9]).

We collect several time series, containing data about net-

work traffic (overall number of packets received by network

probe in five minutes period) according to the three most

popular network protocols: TCP, UDP and ICMP and next

modeled these time series using RBF networks.

A radial basis functions (see e.g.: [14]-[16]) are a real-val-

ued  functions  whose  value  depends  only  on  the  distance

from the some other point c  called a center

(1)

The norm is often euclidean distance, however other dis-

tance functions are also possible. 

Radial  basis  function  networks  are  artificial  neural  net-

works  uses  radial  basis  functions  as  activation  functions.

Typically RBF networks typically contains from three lay-

ers: input layer which is designed only to sends input signals

for all neurons in hidden layer, a hidden layer with radial ac-

tivation function and a linear output layer so the output of

the network are a linear combination of radial  basis func-

tions of the inputs and neuron parameters (see Fig. 1). 

The value on j  output neuron network may be described

as a function of the input vector x given by the equation

y
j
=∑
i=1

N

w
i
f (∥x−c i∥) (2)

where:

N  is the number of neurons in the hidden layer,  

x  is the input vector,

c
i  is the center vector for neuron i  and 

w
i  is the weight of neuron  i  in the linear output neu-

ron.

Fig. 1. Sample RBF Network. Source: own research.

We used RBF ANN simulator  build in Statistica packet

with default algorithm of network structure determination. 

Like in previous research we decided to use MAE (Mean

Absolute  Error),  rather  than  MSE  (Mean  Squared  Error)

based measure because there were a lot of so-called outliers

are noted in the analysed samples and MSE-based measure

can be oversensitive in those cases (see e.g.:[17]). As a me-

ter of model fit we use a quotient:

Mean

ErrorAbsoluteMean __

expressed as a percentage.

III. RESULTS AND CONCLUSSIONS

For each time series we tried to predict single value (num-

ber of particular packets in the next 5 minutes), so all of the

networks has one neuron in output layer. On the input ANNs

can get information about previous value of time series. In

all of cases the explanatory variable were value of the series

delayed by 1, 2 and 3 periods, and in the most of cases addi-

tionally the explanatory variables  were value of  the series

delayed by 144 and 145 periods (that mean delayed by one
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day and one and five minutes) and in several cases the algo-

rithm  select  also  values  delayed  by  1008  and  1009  that

means week and week and five minutes).

The Table ii includes number of neurons in input, hidden

and  layer  in  each  RBF  ANN.  presents  fits  of  the  model

(MAE/M) compared with results gets by Multilayer Percep-

tron  (MLP)  ANN  described  in  article  [10].  For  winner

ANNs its topology and explanatory variables are described.

As one can see RBF ANNs structure determination algo-

rithm tend to choose a larger  number of explanatory vari-

ables comparing the analogous one for MLP ANNs, but it

does not often lead to better model fit. Only in TCP in II net-

work traffic time series the results of RBF were significantly

better then MLP.
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 FEW years ago, the applications of WSN were rather
interesting example than a powerful technology. Nowa-

days, this technology attracts still more and more scientific
audience.  Theoretical  works,  where  the  WSN  principles
were investigated, grew into the interesting practical applica-
tions integrated by this time in a real life. Various applica-
tion fields, from military to healthcare, are already covered
by WSN. Hand in hand with WSN application coverage ex-
pansion, still new and new tasks bringing along the new in-
teresting problems occur.  Therefore  such application prac-
tices stimulate the progress of WSN theory as well as unlock
new application possibilities.

A

 Wireless sensor networks, as the spatially distributed net-
works consisted of  relatively simple components intercon-
nected mutually, provide quite wide application potential to
be utilized in military, industry, transport, agriculture, health-
care and many other branches. However, in the near future,
even higher growth of WSN application coverage could be
expected.  This  expansion  is  nevertheless  conditioned  by
solving  questions  related  to  the  communication  protocols
standardization, to the lack of effective energy sources en-
abling network nodes working time prolongation, as well as
to  the  progress  in  the  field  of  ultra-low-power  microelec-
tronic components industry. An integration of WSN within
the public data networks as well as within the domains where
confidential  and  private  data  are  proceed  (e.g.  E-Health)
brings about problems related to the ethical and legal ques-
tions too.

 The WSN is one of actual affairs getting to the fore in the
European Research Area since the issue of Future network
technologies  research  and  innovation  is  planned to  be  in-
cluded in the new HORIZON2020 FP7 program.

 It  is therefore necessary to create an experience-sharing
platform for scientific researchers and experts from research
institutes and WSN occupied companies that employ benefits
of this modern technology and to the exchange of skills, ex-
periences and new ideas from the WSN problematic within
the all participants of iNetSApp.
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• Distributed data processing

• Communication/Standardization  of  communication
protocols

• Time  synchronization  of  sensor  network  compo-
nents

• Distribution and auto-localization of sensor network
components

• WSN life-time/energy requirements/energy harvest-
ing

• Reliability,  Services,  QoS and Fault  Tolerance  in
Sensor Networks

• Security and Monitoring of Sensor Networks
• Legal and ethical aspects related to the integration

of sensor networks

Applications of WSN
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Abstract—In  the  paper  some  properties  of  the  perfect

resources  placement  in  the  4-dimensional  hypercube

network with soft degradation are considered. The methods

of  determining  some  kind  of  perfect  placement  are

discussed. Two algorithms for the resources deployment are

proposed.  Moreover,  some  characteristics  of  the  network

degradation  are  determined.  The  average  number  of

processors working of degraded network with given order

for a specific type of resource placement is determined. This

value  characterizes  the  loss  of  the  network  computing

capabilities  resulting  from  the  increase  of  the  degree  of

network degradation. Also, the probability distribution that

for degraded logical structures of the hypercube with given

order there exists a specific type of resources placement is

evaluated. 

I. INTRODUCTION

REGULAR structure of processors network as torus

or  hypercube  ([1],[2])  could  be  implemented  in

many kind of networks. An interconnection network with

the hypercube logical structure is a well-known intercon-

nection model for multiprocessor systems. Such networks

possess already numerous applications in critical systems

([3],  [4]) and still they are the field of interest of many

theoretical  studies  concerning  system  level  diagnostics

([5],  [6],  [7],  [8],  [9])  or  resource  placement  problem,

which has intensively been studied in [10]-[16].

A

We  could  observe  the  usage  processors  networks  in

critical application areas (military,  aerospace or medical

systems  etc.).  Such  networks  are  (mostly)  used  in

real-time systems, which require a very high data reliabil-

ity processing throughout the life of the network, which is

achieved with the use of real-time system diagnostic tech-

niques.  It  causes increase of specific  requirements con-

cerning the dependability of such systems. The increase

of  the  dependability  of  a  processors  network  could  be

achieved by using effective methods of diagnosis and re-

configuration after the faulty processor identification. De-

signing and exploitation of  such  networks is  a compre-

hensive project that requires addressing a number of theo-

retical  and  practical  problems.  One  of  the  problem  is

skillful resources deployment in the network and modifi-

cation of resource deployment after each phase of the net-

work degradation. Wherein by the resource is to be under-

stood for example: database, I/O port, data files etc.

We investigate  the  case  when network  of  processors

has the logical structure of 4-dimensional hypercube. A

topology of hypercube may be represented by an ordinary

consistent graph whose nodes are described by 4-dimen-

sional binary vectors such that the Hamming distance be-

tween vectors (labels) of the adjacent nodes equals one. 

In  networks with soft  degradation a processor identi-

fied as faulty  is not repaired (or replaced) but access to it

is blocked. New (degraded) network continues work un-

der  the  condition  that  it  meets  specific  requirements

[17]-[19]. The method of a hypercube network reconfigu-

ration after identifying faulty processors, based on the de-

termination of the set of fit coherent sub-cubes of hyper-

cube with maximum dimensions was presented by Chen

and Tzeng in [11]. In the work [20] an analysis of the dif-

ferent  patterns  of  reconfiguration in  networks with soft

degradation was conducted, these schemes were divided

into software and hardware.

We assume that processors of a network could be di-

vided into processors working, and resources processors

(e.g. distributed database, I/O devices). The execution of

some tasks by a  processor working requires an access to

resources,  also  some  results  obtained  by  processors

working must be submitted to the resources [21]. 

A generalized cost of a network traffic with a specified

resources deployment and workload of network are usu-

ally tested with experimental methods or simulation. We

try to express it analytically for a given perfect deploy-

ment,  which  is  defined as  the  minimum number  of  re-

sources  processors  which  are  accessible  by  processors

working.  Each  processor  working  has  access  to  the  at

least  m resources  processors  at  a distance  of  not  more

than d. Such an approach is known in relation to the net-

work  of  regular  logical  structure  [12],  [13],  [14],  [15],

[16].  The  definition  (m,d)-perfect  deployment  is

a characteristic of a value of the generalized cost of

information traffic in the network at a given load of

tasks.
The goal of this paper is to apply the above presented

approach to a processors network of a 4-dimensional cube

type  logical  structure  along  with  its  soft  degradation

process.
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The paper consists of four sections and a summary. The 

second section provides a basic definitions and properties of 

working structures which are induced by the network in the 

process of its degradation. There are defined a concept of 

perfect deployment of processors with resources in the 

working structure of network G (definition 3). In the third 

section are considered the conditions of existence of 

a specific type of perfect deployments and the algorithms for 

determining them for working structures. In the fourth 

section the characteristics of the network degradation as the 

probability distribution of the number of consecutive 

hypercube  processors failures, after which it loses 

possibility of perfect resources deployment of type )1,(m . 

In summary there are formulated conclusions from the 

results presented in the paper. 

II. THE BASIC DEFINITIONS AND PROPERTIES 

Definition 1. The logical structure of processors network we 

call the structure of 4-dimensional hypercube if it is 

described by coherent ordinary graph ,,  UEG  

(E-set of processors, U-set of bi-directional data 

transmission lines), which nodes can be described 

(without repetitions) by 4-dimensional binary vectors 

(labels) in the following way 

]),[(]1))(),(([ UeeeeH   ,   (1) 

where ))(),(( eeH    is Hamming distance between the 

labels of nodes e  and e  . 

If 
42|| E  and ||2|| EU   then graph of type of 

4-dimensional cube we denote by 4H  and we call it (non 

labeled) 4-dimensional the cube. 

Let  )}(:)({;
~ 444 HEeeHH   indicates 

4-dimensional cube with labeled nodes, and )( 4HGC
p


 and 

)
~

( 4HGC
p


 denote coherent sets of subgraphs of graphs 4H  

and 4~
H  of order p. 

Let )6),(()( 4  pHGGG p

  indicates the number of 

ways to assign labels for nodes of graph G satisfying the 

formula 1 and thus the number of subgraphs of graph 
4~

H  

which after removal of the labels of the nodes are 

isomorphic with graph G. 

The graph G is a regular graph of degree 4 with the degree 

)((|)(|)( eEeEe  - a set of nodes adjacent to a node 

)Ee -of each node of the graph G is equal to 4. 

Geometric forms of working structures )( 4HGG p

  of 

order 6p  induced by the network in the process of its 

degradation are presented in the form of a possibly minimum 

number of intersecting edges ([9], [22], [23]). It should be 

noticed that this form of presentation makes it easier to 

analyze the structures properties. The numbers )(G  are 

determined by the method of structures composition 

[22][23]. Some examples of such structures are presented in 

Fig.  1. 

Fig.  1 Examples of geometric forms of working structures of the 

network  (specified the numbers )(G ) [9] 

From many properties of working structures of the 

network we will discuss only properties of a cycle. 

The cycle will be treated as a subgraph of graph G and not 

as a cyclical chain [24], [25]. 

Definition 2. A cycle C in the graph G we call such 

a coherent subgraph of G that 2)|(:)(   CeCEe  . 

Property 1. }8,6,4{|)(|:)(   CEGCC  ( )(GC -the set of 

cycles in the graph G), because the graph C is a graph 

of class 4H  and thus (in accordance with definition 1) 

)]1))(),((:(

)1))(),(())(),(([(

)](},[{:

}}}{)({\)({

)(










eeH

eeHeeH

eEee

eeECEe

CEe


  

))(),((( eeH  -Hamming distance between the labels of 

nodes e  and e ), what is satisfied only if the string lengths 

of the cycle binary labels are equal to 4, 6 or 8 (there is no 

need to justify that). 

Property 2.  

].1)}()({

)}()({:[

])}()({:[

)(

)(},{








CEuE

CEuE

CECE

GUu

GCCC

 

The deployment of data resources in the processors 

network of 4-dimensional cube type logical structure and 

soft degradation we will regard as a labeled graph 

),(,6),((; 4 GEEpHGGEG p  


  E - set of database 

processors, }\)({ EGE  - set of the working processors of the 

network G) [26]. 

Let )|,( Geed   denotes the distance between nodes e  
and e   in a coherent graph G, that is the length of the 

shortest chain (in the graph G) connecting node e  with the 

node e  . 

Of course ))(),((()
~

|,( 4 eeHHeed   . 

Definition 3. We say ([12], [13], [14], [15], [16]) that the 

labeled graph )1||(;  EEG   is )|,( Gdm -perfect 

placement ( )},(,...,1{)},(,...,1{ GDdGm    

)(GD - diameter of the graph G) a set E  of resources 

processors in the network G if there exists set E  of 

minimum cardinality satisfying the following condition 

96 32 32 128 
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     (2) 

)|,( Gdm - perfect placement will be denoted by 

dGdm )|,(  to distinguish from the placement of type 

)|,( Gdm  in which the set E  does not need to be of 

minimum cardinality. 

Note that (according to the definition 3) a set E  in 

deployment )|,( Gdm  is a particular kind of an externally 

stable set. 

Let )(),( GF ddm  denote the set of )|,( Gdm -perfect 

deployment in network G. 

We are interested in the conditions of existence  perfect 

deployments of type )|1,( Gm , the algorithms for their 

determination and the average number )()|,( pdGdm  of 

working processors of the network of order 

p with )|,( Gdm -perfect deployment of resources. The  

average number )()|,( pdGdm  characterize the loss of the 

network computing potential (the number of working 

processors) together with increasing its degradation with the 

use of the specified )|,( Gdm -perfect deployment. 

III. PERFECT PLACEMENTS IN THE NETWORK WORKING 

STRUCTURES 

Let )(),( GF dm  denotes the set of )|,( Gdm -perfect 

deployments in the network G and )( fE -set of resources 

processors of the network G for the placement 

)(),( GFf dm . 

Let us consider the methods and the algorithms for 

determining perfect deployments )1,1( G  for 

)6()( 4  pHGG p


 and we determine (for these 

deployments) the average number 

)6(

))()(()()(
)(

),(

1
4

),(
4


 




p

GEpGHGp
HGG

ddmpdGdm

p




 

of working processors of the network of order 

p with )|,( Gdm -perfect deployment of data resources 

(with distinction of cyclic and acyclic structures). 

We denote })|,(:)({)|()( dGeedGEeGeE d   

)})(,...,1{( GDd and 

)}1)(:(:)({)(ˆ
)(

1   eGEeGE eEe  . 

Let us consider )|1,1( G -perfect deployment. 

Note that   ])(3)([)]([ 1
)1,1( CEfECFf    

))(( GCC , and cyclic sequences )|)(|()1,1( CE  of 

numbers ))(},({)|,( fEeeCeed   have the form of 

)2,2()4()1,1(  , )3,3()6()1,1(   and the 

)2,3,3()8()1,1(  . 

Property 3. ])([)]6)(([ )1,1(
4  GFpHGG d

C
p


 

because ])([)]6)(([ )1,1(
4  GFpHGG C

p


 

because such a placement  EH ;
~ 4  that 

}}4,2,0{))((:)
~

({ 4  eHEeE   ( ))(( e - is the 

number of ones in the binary label )(e  of a node 

)
~

( 4HEe ) is placement of type )
~

1,1( 4H , and thus 

the placement  EGEG )(;  is an element of the set 

)()1,1( GF  although it does not need to be an element of 

the set )()1,1( GF d  (see Fig.  2). 

Fig.  2 Illustration of the property 3 

Property 4. :[])([ 1)()(:)(},{)1,1(  eeGEeeGF 
)]())(),((: GUeEeE   because (according to the 

formula 2) nodes )(eE   and )(eE   must belong to the 

set E , which contradicts that it is an externally stable 

set. 

The methods of determining )|1,1( G -perfect 

deployment: 

1. If )( 4HGG C
  then as the first node of a set to be 

found ))(()( )1,1( GFffE d  we choose such a node 

)(GEei   with the greatest degree that the subgraph 

Gii eEGEeGG  )}(\)({),( )1()1(
 has the smallest 

number of components of  coherence and we determine 

a placement for every of these components of coherence, 

 EH ;
~ 4

4~
H

e

4))(( e
}}4,2,0{))((:
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wherein if a component of coherence is one-node it 

belongs to the set )( fE . 

2. If  )( 4HGG C
  then we determine the subgraph of G  

which is a cycle (in sense of definition 2)  C  of the 

greatest order and so we choose nodes of set )(CE  so 

that they form a cyclic sequence )|)(|()1,1( CE  and the 

expression  )(

)(
CEe

Ge


  reached the maximum value. If 

  )}()|({:)}(\)({ CEGeECEGEe
  then )(GEe  . 

A. The algorithm I - determining the resource placement 

based on the first method 

Step 1. 

Choose a node )(GEei   such that: 

 the degree of  )(max)(
)(

ee
GEe

i   ; 

 subgraph ),()1(
ieGG  has the smallest number of 

components of  coherence. 

Add the node ie  to the set )( fE . 

Step 2. 

Check if a component of coherence of the subgraph 

),()1(
ieGG  is one-node or ),()1(

ieGG . 

YES 

If ),()1(
ieGG  add all nodes of ),()1(

ieGG  to 

the set )( fE . 

Go to step 3. 

NO 

Assume that the ),()1(
ieGG  is a new graph .G  

Return to step 1. 

Step 3. 

The end of the algorithm. 

An illustration of the algorithm work is presented in Fig.  

3. One of the possible )|1,1( G -perfect deployment for the 

structure G  (chosen by the algorithm) is shown in Fig.  3a. 

B. The algorithm II - determining the resource placement 

based on the second method 

Step 1. 

Determine the subgraph of G  which is a cycle C  such 

that: )(max)( CECE
GC

  . If a cycle C  not exist in G  go to 

step 3. 

Step 2. 

Choose nodes of set )(CE  such that: 

 the nodes form a cyclic sequence )|)(|()1,1( CE   

 ( )2,2()4()1,1(  , )3,3()6()1,1(  , 

)2,3,3()8()1,1(  ). 

 the expression ))(max(
)(

 CEe

Ge


 . 

Step 3. 

The end of the algorithm. 

The algorithm working correctly for the structure 

G  which is a cyclic graph. An illustration of the algorithm 

work is presented in Fig.  4. One of the possible 

)|1,1( G -perfect deployment for the structure G  (chosen by 

the algorithm) is shown in Fig.  4a. 

Fig.  3 An illustration of the algorithm I steps 

Fig.  4 An illustration of the algorithm II steps 
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IV.  CHARACTERISTICS OF THE NETWORK DEGRADATION 

A degraded structure G  of the structure 
4( ),C

pG G H
( 6)p  , after a processor ( )e E G  failure is the most 

numerous (in terms of number of nodes) such a cyclic 

consistent component ( ) \{ } GG E G e     of the graph G  

that there exists a placement ( , 1| )m G  for 1m . If the 

graph G  does not exist, then processor  is called a critical 

processor of the structure G  [18]. The critical processor 

failure causes the unfitness of the network for further usage. 

A structure, in which a critical processor exists, is called a 

critical structure. 

It could be easily observed (on the base of properties 3-4) 

that verifying the condition of the existence of   placement 

( , 1| )m G  for degraded structure G  could be reduced to 

checking the following condition: 
4( ( )) ( ( ) 6).CG G H E G     

Let us determine 
1

4

( ) { ( ) : ( ) \{ } ( 6)} ( )

( ),

i C

j G j

C

i

p G e E G E G e G j E G

G G H i j

     
   

and
1

( ) { ( ) : ( ) \{ } ( 6)} ( ) .i C

G jp G e E G E G e G j E G


        

Degradation characteristics ( )C G  of structure 

4( )C

iG G H  is called a pair ( ); ( )i ip G p G  , where
 

1 2 6( ) ( ( ), ( ),..., ( ))i i i i

i ip G p G p G p G  , 7 16i  , whereas 

6 ( ) 1p G  .  

For example, structure G  in Fig.  5 Examples of 

specifying degradation characteristics of structure is not 

a critical structure and has a degraded characteristic ( )C G 
=  (2/10, 4/10, 0, 4/10); 0  , and structure G  is a critical 

structure with four (indicated) critical processors as well as 

( )C G  =  (0, 4/8); 4/8  . 

Fig.  5 Examples of specifying degradation characteristics of structure  

( ( )C G  =  (2/10, 4/10, 0, 4/10); 0   and ( )C G  =  (0, 4/8); 4/8  ) 

(critical nodes of the structures were indicated) 

The set 
4 4{ ( ); ( ) : {7,...,16}},i ip H p H i  

4 4 4

1 6( ( ) ( ( ),..., ( )))i i i

ip H p H p H , is called a degradation 

characteristic of a processor network, whereas 

  4

1
4 4

( )

( ) ( ) ( ) ( )
C
i

i C i

j i j

G G H

p H G H p G G


 
 (3) 

 

 
4

1
4 4

( )

( ) ( ) ( ) ( )
C
i

i C i

i

G G H

p H G H p G G
 


    (4)  

Notice that if the random variables describing the 

reliability state of each network processor are mutually 

independent as well as the probability of damage of any 

processor is the same, then 4( )i

jp H  as well as 
4( )ip H  

indicate the possibility of occurrences that the structure 
4( )C

iG G H  with order  i will be degraded (after the 

processor failure of this structure) to the structure with order 

j and that the network would become unfit for further usage 

accordingly.  

On the base of formulas 3 – 4 and  results from section III 

as well as geometric forms of hypercube network working 

structures given in  [9], the characteristics of degradation of 

the cyclic network with an initial 
4H -type logical structure 

were calculated (Table 1). 

Table 1  

\i j  1i   2i   3i   4i   5i   ip  

16 1     0 

15 1     0 

14 0,870 0,130    0 

13 0,796 0,204    0 

12 0,604 0,267 0,119 0,005 0,005 0 

11 0,541 0,247 0,138 0,034 0,033 0,007 

10 0,384 0,218 0,149 0,139  0,112 

9 0,316 0,103 0,226   0,355 

8 0,032 0,323    0,645 

7 0,245     0,755 

6      1 

 

By using Table 1 it is easy to determine the probability 

distribution of 4P { },
H

k  ( {1,2,...}k ) numbers of 

consecutive failures of the network processors with an initial 

logical structure 4H , after which in accordance with the 

accepted rule of degradation it ceases to be a cyclic network 

of at least six processors, with the assumption that 

processors failures are mutually independent random 

variables with the equal probability (see Fig.  6).  

Fig.  6 Probability distribution of the number of consecutive hypercube  

processors failures, after which it ceases to be a cyclic network with at 

least six processors 

e
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Notice that to state the value of 4P { }
H

k   it is sufficient 

to just calculate the probability sum of changes of the 

network structure from the initial state to the final state of all 

paths with the length of k .  

V. CONCLUSION 

On the base of the conditions of the existence of certain 

types of perfect deployments in hypercube structures 

established in Section III and the catalog of geometric forms 

of the hypercube network working structures given in [9], 

[22], [23] the average number of working processors for 

selected resources deployments and given degree of network 

degradation was determined. It characterizes of a loss of the 

computational potential of the degradable hypercube 

network for the specific perfect deployment along with the 

process of its degradation.  

Obtained characteristics of the impact of network 

degradation on the average number of  processors working 

in the network and the probability distribution of the number 

of consecutive processors failures, after which it loses 

possibility of perfect resources deployment of type )1,(m  

indicates that 4-dimensional hypercube network 

characterized by a high resistance for processors failures. It 

turned out that if the number of faulty processors is less 

than 6, the probability that for the network  exists the perfect 

placement )1,(m  is equal 0,998 and the average number of 

processors working is equal 8,17. (Table 2). 

Table 2 The average numbers of working processors for   

 )1,1( G -perfect placement 

p 16 15 14 13 12 11 10 9 8 7 

)()|1,1( pC
G  12 11 10 9,19 8,46 8,17 6,92 6 5 4,57 

Generalized cost of information traffic in a network for 

a given deployment of resources processors depends on the 

nature of the tasks performed by the network. Such an 

analysis is not the subject of this paper. This is another 

problem which can be examined by using simulation 

methods for a specified ),( dm -perfect deployment and 

a particular type of task load of the network. 
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Abstract—This  paper  presents  a  Zigbee-based  wireless
sensor  network  system  with  an  integrated  hardware
implementation  and  content  management  function for
web-based  monitoring  in  a  greenhouse  environment.  The
Zigbee  is  based  on  the  TI  CC2530  System  on  Chip  and
composed  of  key  sensors  such  as  a  temperature,  relative
humidity and light intensity sensors. The content management
system is based on open source software Joomla.  The system
provides the  semi-real  time monitoring  of  the  environmental
parameters with an epoch time of five minutes.  In addition, it
also  provides a monitoring graph and the mean value of the
parameter being measure with its High and Low value for a
particular  day  monitoring. The  proposed  system  has  been
implemented and tested in Dai-Yun Organic Farm in Taiwan
that cultivate vegetable crops, the system performance showed
the potential  applications for precision agriculture and other
fields. 

I. INTRODUCTION

GRICULTURE is considered one of the most impor-

tant sources of income and food production worldwide.

Agricultural activities are affected by environmental factors

such as ambient and surface temperature, relative humidity

and light intensity; in turn, these factors have significant im-

pact  in  the  production  and  quality  of  agricultural  crops.

Therefore, it is important to monitor environmental parame-

ters and make effective use of the resources through the de-

sign  and  implementation of  a  greenhouse  monitoring sys-

tems. 

A

Greenhouse production systems have become the alterna-

tive production practice to satisfy the consumer demand of

healthier, safer and higher quality produce in a year-round

manner, while implementing environmentally friendly meth-

ods that make efficient use of resources such as land, water,

labor, capital and energy. However, they are highly depen-

dent on energy, skilled labor, effective management and in-

creased knowledge of growing specific crops [1], [2]. The

main purpose of such systems is to produce a high quality

produce  at  high  production  rates,  consistently,  in  an  eco-

nomic,  efficient  and  environmentally  sound  manner.  To

achieve this level of productivity, accurate monitoring and

control of several aspects of the crop including plant health,

 This  work  was  supported  by  National  Science  Council,  Taiwan  for
funding this project (NSC 102-2221-E-033-066)

growth rate, development and plant growth-mode, must be

implemented during the production cycle.

In terms of network technology, many studies consider the

circuit  implementation of the Zigbee technology, the tech-

nology  of  choice  for  wireless  sensor  network  due  to  its

low-power consumption requirement, flexible network scale

and cost effective design specifications. Reference [3] used

CC2430 System on chip (SoC) based on Zigbee technology

and integrates environmental sensors that monitor soil tem-

perature, soil humidity, air temperature and relative humid-

ity, ambient light, and carbon dioxide for greenhouse appli-

cation. Reference [4] used wireless microcontroller JN5121

that implements a Zigbee compliant sensor node, and inte-

grated  SHT1x,  TSL2550,  M25P10  that  measure  tempera-

ture, relative humidity, and luminance respectively. Gathered

data from a greenhouse unit were stored in a flash memory

in sleep-mode and sent back to the coordinator after waking

up. The use of Wi-Fi technology was also explored. How-

ever,  the  protocol  usually  utilized  a  PC-based  system in-

tended  as  a  substitute  for  wired  LAN  with  a  rather  high

power consumption requirement for a wireless sensor node

implementation [5], [6].

II.  SYSTEM IMPLEMENTATION

A. System Architecture

The greenhouse environmental monitoring system based

on a wireless sensor network consists of the sensor nodes,

the  coordinator  node,  the  remote  computer,  and  the  web-

server. The sensor node consists of the environmental sensor

such as the temperature, relative humidity and light intensity

sensor that measures particular parameters inside the green-

house.  The coordinator  node serves as the communication

bridge between the remote computer and the wireless sensor

nodes.  It  is also responsible in the creation of the Zigbee

network that adds other nodes in the system. 

The data from the sensor nodes are stored in the remote

computer database which is based on the MySQL platform

and the system is being hosted in a remote webserver which

consists  of  an  Apache  Webserver,  MySQL  database  and

PHP: Hypertext Preprocessor. The system block diagram is

shown in fig. 1.
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Fig.  1 System Block Diagram

In  the webserver, a content  management system (CMS)

has  been  installed  to  manage  the  publishing,  editing,  and

modifying content as well as maintenance from a central in-

terface [7]. Joomla CMS platform has been installed in the

webserver.

B. Wireless Sensor Node Components

The wireless sensor node shown in fig. 2 is composed of

SHT10 digital humidity and temperature sensor, ISL29023

an integrated ambient and infrared light to digital converter,

and the main core component TI CC2530, which is a true

system-on-chip  (SoC)  solution for  IEEE 802.15.4,  Zigbee

and RF4CE applications [8]. 

Fig.  2 Sensor Node Block Diagram

SHT10  is  a  temperature  and  relative  humidity  sensors

manufactured  by Sersirion[9],  which  measure  temperature

with a range from minus 55 to plus 125 degree Celsius, and

measure  relative  humidity  range  from  0  to  100  percent.

ISL29023 is an ambient light sensor manufactured by Inter-

sil  Company  [10],  which  can  measure  illumination  with

range from 1 to 64000 lux. It can be controlled by CC2530

through I2C bus interface. 

Coordinator  node  consists  of  CC2530  and  PL2302.

PL2303 is USB to UART transceiver. The coordinator node

was used to create a Zigbee network, receive data from and

send data to greenhouse sensor nodes,  then forward to re-

mote computer. The coordinator  node also uses the sensor

node PCB but instead of environmental sensor, the USB to

UART transceiver has been integrated to serve as a link be-

tween the remote computer and the WSN. 

Fig.  4 Coordinator Node Block Diagram

C. Monitoring System Application

The desktop monitoring system application shown in fig.

5, running in the remote computer gets the data coming from

the  sensor  node  via  the  coordinator  node  and  the  serial

RS-232 interface connected to the computer. It  is also re-

sponsible in storing of data in the database server. The appli-

cation program is made from Visual Basic Express 2010.

Fig.  5 Monitoring System Application Controls

The application  controls  in fig.  5 shows that  the epoch

time for the sensor node can be adjusted through the auto re-

port  setting  controls.  The  read  button  check  the  current

epoch time, or check whether the set reporting has been suc-

cessfully updated in the sensor node. The write button up-

dates the epoch time embedded in the sensor node. 

D. Content Management and Monitoring System

The content management system shown in fig. 1 is based

on the Joomla CMS platform. It consist of frontend showed

in fig.  6,  which is readily available for client machines or

users  of  the  website,  and  the  backend  showed  in  fig.  7,

wherein the maintenance, publishing, editing and modifying

of the website content has been made. 

The  Joomla  CMS  platform  advantages  are  the

ease-of-use, extensibility and most of all it is an open source

solution that is freely available to everyone [11].With this

Fig.  3 Actual PCB of the Sensor Node

76 POSITION PAPERS OF THE FEDCSIS. KRAKÓW, 2013



regard, integration of the CMS platform became a vital com-

ponent of the Wireless Sensor Network Monitoring System.

Internet connection is a requirement in accessing the web-

site in a client machine. Internet disconnection does not in

any way affect the WSN monitoring, because internet con-

nection is not a requirement for WSN and the remote com-

puter transmission of environmental data.  

Fig.  6 Website Frontend

The website frontend page shown in fig. 6 provides a user

browsing interface and the administrator backend  shown in

fig.7  offers  the  necessary  tools  and  applications  for  the

maintenance and editing of the website.  The administrator

can create users that are authorized to manipulate and main-

tain the website. The administrator can decide which article

or section that a particular group of user can access in the

website.  The  monitoring  section  of  the  system  can  be

viewed solely by specific user or it can be made public.

Fig.  7 Administrator Backend

The environmental data stored in the database was used to

present in the content management system report in a form

of a graph. Also, the mean, high and low measured value for

the current day monitoring was computed and included in

the report. Stored data in the database was retrieved using

SQL command. Fig. 8-10 shows the environmental parame-

ters being monitored. 

The data from the WSN has been presented in the CMS

platform, fig.8 shows the temperature monitoring with time

interval for each data of five minutes.

Fig.  8 Temperature Monitoring

Fig.  9 Humidity Monitoring

The graphs  demonstrated in fig.  8-10  show the last  thirty

reading  for  the  particular  environmental  parameter.  The

Mean, High, and Low measured value was based on the cur-

rent running data sent in the database and it is not just been

based on the last thirty reading. 

Fig.  10 Light Intensity Monitoring

E. Dai-Yun Organic Farm

Dai-Yun Organic farm is at the junction of Longtan and

Guanxi,  Taiwan (R.O.C.)  which has an altitude about  250

meters.  It  had been verified and certified by Taiwan’s or-

ganic  production  association  in  June  03,  2008.  Currently,

farm cultivating area is 8.8 hectares, (1.6 hectares for green-

house, 7.2 hectares for open field). There are approximately

100 types of crops cultivated each year. Approximately 2000

bags is being harvest per day. Dai-Yun Organic Farm target
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market are organic shops, organic supermarket and fine din-

ing restaurants. There are approximately 150 locations in the

province selling their products. 

Dai-Yun Farm provides high quality and high throughput

of vegetable crops annually; with this regard Dai-Yun accu-

mulates vital information in the field of organic farming and

the WSN plays a vital role in the monitoring, storage and

analysis  of  the data  from the greenhouse  farm.  The main

goal is the repeatability of the process wherein high quality

and high yield in the farm will be maintain or can be opti-

mized. Results and finding will be made available through

the content management system, and farmers, students, and

researchers can be benefited in information that we can pro-

vide. 

Fig.  11 Dai-Yun Organic Farm

III. FUTURE WORK

The wireless sensor network is composed of three sensors

which are the temperature, relative humidity and light inten-

sity sensors. We are in the process of integrating other sen-

sors;  carbon  dioxide,  soil  moisture  and  pH  sensors.  Soil

Moisture sensor will be integrated in the system for irriga-

tion scheduling purposes, while the pH sensor will be used

in determining the alkalinity and acidity of the irrigation wa-

ter; various crops have different pH of water or soil require-

ment. Carbon dioxide sensor is one of the important factors

that affect  plant  growth,  monitoring of the carbon dioxide

will be vital information in the Dai-Yun organic farm. 

Advancement in the field of smartphone and cloud com-

puting technologies paves a way for a new approach of pro-

viding information  and  services.  With this  regard,  we are

taking into consideration of integrating smartphone applica-

tion that will maximize the capability of our Environmental

Monitoring System, and offer cloud computing services. 

The  Content  Management  System can  be  extended  not

only in the greenhouse environmental monitoring but we can

also extend its capability in developing “Smart Home” Mon-

itoring and automation. 
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Abstract—Soil moisture is the amount of water in the soil. It 

plays a crucial role for efficient photosynthesis, respiration, 

transpiration and transportation of minerals and other 

nutrients through the plant.  Proper irrigation schedule is 

very critical to plant growth. This paper presents a soil 

moisture monitoring system which comprises of commercially 

available soil moisture sensor Decagon EC-5, low power 

nRF24L01 wireless transceiver, and MPC82G516A 

microcontroller. The sensed soil moisture content from the 

EC-5 sensor node will be transmitted to the coordinator via 

2.5GHZ wireless signal. The coordinator will transmit the data 

to the computer using RS232 interface. The key components 

used in the proposed system are low cost and more flexible. The 

locally developed MPC82G516A microcontroller consumes low 

power due to its 1-T instruction time. In addition, the EC-5 

sensing electrode also has advantages of easy installation and 

replacement in the farm. The developed system provides a 

better data transmitted and processed wirelessly and it can 

serve as a basis for efficient irrigation scheduling.  

I. INTRODUCTION 

IRELESS sensor network (WSN)  is now used in 

broad area of applications such as industrial 

monitoring, healthcare application, home automation and 

traffic control. The implementation of wireless sensor 

network does not only concentrate on the applications 

mentioned. Farmers can take advantage of the advancement 

of technology. Intelligent farming is now implemented to 

monitor the status of the field environment. The parameters 

that are monitored in the greenhouse are temperature, 

relative humidity, light intensity and others that have effect 

on the quality of produce.  

One factor that affects the quality of crops is the content 

of water in the soil, also called soil moisture. It is a major 

component of the soil relative to plant growth. If the soil 

moisture is optimum for plant growth, plants can readily 

absorb water. Irrigation schedule is needed to meet the 

increasing demand of food. Soil moisture can be categorized 

based on the volumetric water content. This will determine 

the saturation level of the soil [1].  Modern intelligent 

agriculture uses wireless transmission to monitor other 
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parameters in the greenhouse such as temperature, humidity 

and other environmental information [2]. 

One primary concern on wireless transmission is the 

power consumption [3]. The problem with other wireless 

transceiver like Zigbee and Bluetooth is the power 

consumption. As the range of the transmission becomes 

longer, the module needs more power to transmit the data. 

Another consideration also is the cost of the system. In this 

paper, our group implements a low power 2.4 GHz wireless 

transceiver for soil moisture monitoring and irrigation 

scheduling in agricultural greenhouse. The wireless sensor 

network module was developed in our lab was low cost 

because our group used locally commercial components and 

design our own sensor and coordinator node circuit board. 

 

II. SYSTEM OVERVIEW 

The WSN soil moisture monitoring system is composed 

of sensor node and coordinator. Fig. 1 shows the system’s 
block diagram. The sensor node is comprises of the EC-5 

sensor, MPC82G81GA microcontroller, and nRF24L01 

transceiver. The EC-5 sensing electrode gives voltage input 

to the MPC82G516A microcontroller. The analog to digital 

converter (ADC) of the microcontroller will process the 

voltage input into digital forms and send it to nRF24L01.   

The sensor node transmits the data to the receiver node. The 

receiver node is connected to the computer via RS232 as 

shown in right side of Fig. 1. The transmitted data will be 

stored in the database to categorize the soil moisture content. 

This will also be the basis for water irrigation scheduling 

 

Fig. 1 WSN Soil Moisture System’s Block Diagram  
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III. HARDWARE DESIGN 

A. Decagon EC-5 Soil Moisture Sensor 

The EC-5 is a commercially available soil moisture sensor 

provided by Decagon Devices. It measures the dielectric 

constant of the soil in a frequency domain technology. It 

uses 70 MHz frequency to make it insensitive to soil texture 

[4]. It measure volumetric water content from 0 to 100% in 

determining the soil moisture. The volumetric water content 

of saturated soil range from 40% to 60%. The range varies 

on the different type of soil. Fig. 2 shows the EC-5 sensing 

electrode and enclosed circuitry.  

 

 

Fig. 2 EC-5 Physical Diagram [4] 

 

The circuitry of the sensor readout comprises of three 

components namely: the phase detector, oscillator and the 

buffer [5]. The phase detector is connected to the 

transmission line of the sensor and the output of the buffer 

circuit. A low pass filter is included to give an output 

voltage that is constant and proportional to the difference in 

phase between the inputs of the phase detector. Oscillator 

circuit provides an output with the desired frequency. It also 

includes an astable multivibrator the gives continuous state 

to the oscillator.  

The EC-5 sensor was designed to install easily in the soil. 

There is no need to dig the soil. To place the EC-5 in the soil, 

just push it until the desired depth as shown in Fig 3.  

 

 

Fig. 3 EC-5 Sample Installation [4] 

 

B. Megawin MPC82G516A 

The MPC82G516A is compatible with the instruction set 

of 8051 microcontroller. Idle mode and Power-Down Mode 

are the two power saving modes of MPC82G516A that 

reduce the power consumption. Another feature of this 

microcontroller to lessen the power consumption is that it 

can operate in a lower speed by using the 8-bit system clock 

[6]. There is no need for external analog to digital converter 

(ADC) circuit because it has its own 10-bit ADC.   

C. nRF24L01 

The nRF24L01 is a 2.4GHz transceiver for low power 

wireless application. It has power mode and standby mode 

as part of the power management feature of the chip [7]. 

Because it has a built in state machine, it can switch to four 

modes of operations.   In the power down mode the chip 

consume less current because the nRF24L01 is disabled but 

all the registers from the Serial Peripheral Interface (SPI) are 

present and can be activated anytime. In the Rx mode, the 

nRF24L01 act as a receiver. This is the active mode of the 

chip where it consumes power. The Tx mode transmit the 

packet. This is in the active mode when the packet is ready 

to transmit. It remains in the Tx mode until it finished to 

transmit all the packet. The standby mode minimizes the 

current consumption but the crystal oscillator is still active. 

It will enter in the standby mode if there the Rx mode or Tx 

mode is not active. The mode of operation is based on the 

single direction relaying transmission method [8] as shown 

in Fig 4.  

 

 

Fig. 4 Relaying Transmission 

 

IV. METHODOLOGY 

The sensed soil moisture values in this paper used 

volumetric water content. Volumetric water content is the 

ratio of the volume of water and the total sample volume of 

dry soil. The soil sample used to get the calibration curve of 

the EC-5 sensor came from Dai-Yun Organic Farm [9]. In 

getting the calibration curve of the EC-5 soil moisture sensor 

our group used the standard direct method of determining 

the soil moisture [10].  

The analog data obtained from the characteristic curve 

served as the voltage input of the analog to digital converter 

of the MPC82G516A microcontroller. The microcontroller 

is programmed using Keil uVision4 IDE based on the 
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obtained calibration curve of the EC-5 sensor. The wireless 

transceiver nRF24L01 is connected to the MPC82G51A 

microcontroller to transmit the data to the receiver node. 

Using Tera Term terminal emulator, the transmitted data can 

be viewed to the computer monitor and store in the database. 

The stored values will be used in making the irrigation 

schedule of the greenhouse. These values determined the 

volumetric water content of the soil. The volumetric water 

content will be the basis of the condition of the soil. There 

are four classifications that will be considered in the 

irrigation scheduling namely: dry soil, slightly moist soil, 

moist soil and wet soil. With this regards, the farmer can 

decide how frequent water is needed in the farm.   

A low cost wireless sensor network node is illustrated in 

Fig 5. The network module can be integrated into different 

sensors. The components are locally available making it less 

costly with the other sensor nodes available in the market.  

 

 

Fig. 5 Wireless Receiver Node Board [8]  

  

A repeater node is also integrated in this wireless sensor 

network to extend the range of transmission distance and to 

resolve the line of sight problem occurring in the WSN. In 

order to maintain the low power consumption of the system 

a sleep mode and active mode is established in the repeater 

node. The repeater node will enter the sleep mode after the 

last packet is transmitted to the main coordinator.  

 

V. RESULTS 

The result of the calibration curve is depicted in Fig 6. 

The accuracy of the output values were compared to the 

output reading of the ECH20 utility software connected to 

the Em5R data logger. The output reading of the two devices 

showed that the output voltage is proportional to the water 

content of the soil. The saturation level of the soil starts from 

35% and 40%. These values obtained from the sensor node 

will serve as the basis for irrigation scheduling. Fig 7 

illustrated the sample output window of the ECH20 utility 

software.  

  

 

Fig. 6 Characteristic or calibration curve  

 

 

Fig. 7 Data logger Sample Output Window   
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 The output of the wireless sensor network is shown in 

Fig 8. The transmitted data were displayed in the computer 

monitor. These values are stored in the database for 

developing a user interface design for irrigation schedule.  

 

 

Fig. 8 Tera Term Wireless Transmission Output   

VI. CONCLUSION 

This paper implemented a low cost wireless sensor 

network system for soil moisture monitoring. The 

flexibility of the sensor node and transceiver node to 

integrate to other type of sensor was tested and 

implemented on this work. The characteristic curve 

proved the accuracy of the sensor in determining the soil 

moisture content. It also showed that volumetric water 

content can be used to monitor and schedule the irrigation 

in the agricultural greenhouses more efficiently.  

  

VII. FUTURE WORK 

The volumetric water content of the soil moisture can be 

classified into four categories. Dry soil, slightly moist, moist, 

and wet are the possible classification of the soil moisture to 

better understand the values. Fuzzy logic approach will be 

use to determine the soil moisture characteristic. The design 

of the graphical user interface is also being considered. This 

system can also be integrate in a web design application or 

include in the parameters of the precision agriculture.  
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Abstract—In this paper a survey of selected topics concern-
ing  development of  wireless sensor network systems, from the
point of view of time synchronization algorithms, is presented
and discussed. The focus is on currently used time synchroniza-
tion techniques. Finally is presented a novel concept for time
synchronization scheme.

I. INTRODUCTION

N accurate and consistent sense of time is essential in

sensor  networks,  especially  in  wireless  sensor  net-

works. Distributed wireless sensor networks need time syn-

chronization to coordinate the communication, computation,

sensing and actuation of distributed nodes.  Used techniques

for time synchronization, as well as the newest solution in

this field are discussed. The remainder of this paper is orga-

nized as follows. The reasons for using time synchronization

are described in  chapter II,  clock and frequency issues, as

well as the fundamental technique for clock synchronization

are presented in chapter III, review of time synchronization

algorithms  for  wireless  sensor  networks  are  discussed  in

chapter IV, packet delay model is described in chapter V,

novel  concept  in time synchronization  for  wireless  sensor

networks is presented in chapter VI. The paper concludes in

chapter VII.

A

II. REASONS FOR TIME SYNCHRONIZATION

There can be distinguished different reasons to use time

synchronization, the most crucial are presented below.

A. Sleep scheduling

One of the most significant sources of energy savings is

turning off the radios of sensor devices in the situation when

they are not active. It means, that without proper synchro-

nization such technique cannot exist and work correctly and

efficiently.

B. Medium-access

TDMA-based  medium-access  schemes  require  that

nodes are synchronized. There is a need to assign distinct

slots for collision-free communication.

C. Coordinated actuation

Distributed actuators  require synchronization in order

to coordinate the actuators through distributed control algo-

This  work  was  partially  supported  by  National  Science  Centre  grant
NN514 672940

rithms. Time synchronization is again a crucial  element in

this process.

D. Coordinated signal processing

Time stamps are needed to determine which information

from different sources can be  fused/aggregated within the

network. 

E. Multi-node cooperative communication 

Multi-node  cooperative  communication  techniques  in-

volve transmitting in-phase signals to a given receiver. Such

techniques [1] have the potential to provide significant en-

ergy saving and robustness, but again, there is required syn-

chronization, as key element of the communication process.

III. CLOCK AND FREQUENCY 

The clock at each node consists of timer circuitry, often

based on quartz crystal oscillators. After each K ticks/inter-

rupts of the timer the clock is incremented.

In  real-life  conditions,  timer  circuits,  especially  in

low-end devices, are unstable and error prone.

Let assume following notation:

fo is the ideal frequency,

deltaF – the frequency offset, 

Df – the drift in the frequency, 

Rf(t) an additional random error process.

It means, that instantaneous oscillator frequency  Fi(t) of

oscillator i at time t can be modeled as follows:

Fi(t) = fo + deltaF + Dft + Rf(t)  [2]

Frequency drift  and  the random error  term may be ne-

glected,  so  can  have  a  simpler  linear  model  for  clock

non-ideality, which is following.

Ci(t) = (Alfa_i+ Beta_i)(t)

Where Alfa_i is the clock offset at the reference time t=0

and Beta_i the clock drift (rate of change with respect to the

ideal clock).

It means, that the more stable and accurate the clock, the

closer Alfa_i is to 0, and the closer Beta_i is to 1.

A clock is said to be fast if  Beta i is greater than 1, and

slow otherwise. 

It is good to underline, that typical sensor nodes have drift

rate of  +- 40microseconds per second.
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Very often are specified manufactured clocks with a maxi-

mum drift rate parameter p, such that 1-p <= Beta_i <= 1+p.

Motes, so typical sensor nodes, have p values on the order

of 40 ppm (parts per million), which corresponds to a drift

rate of  +-40 microseconds/second.

That  means,  that  any  two  clocks  that  are  synchronized

once may drift from each other at a rate at most 2p.

On the other hand, to keep their relative offset bounded

by gamma seconds  at  all  times,  the  interval  Tsync corre-

sponding  to  successive  synchronization  events  between

these clocks must be kept bounded using following formula 

Tsync <= gamma/2p

where relative offset  is bounded by  gamma seconds at all

times

A. Fundamental technique – Cristian's algorithm 

Clock synchronization is the synchronization of both clock 
drift and clock offset.

The two clocks are synchronized if they are running on the 
same frequency and showing similar time.

Clock Drift: it is the difference in frequency of the clocks at
which they are ticking

Clock Offset: it is the difference of time between two clocks

Accuracy: Accuracy of a clock is how well its time 
compares with global time

Efficiency: The time and energy needed to achieve 
synchronization

One of the most significant sources of energy savings is

well known mechanism - turning off the radio.

A fundamental technique for two-node clock synchroniza-

tion is known as Cristian’s algorithm [3]. 

Let assume following, node A sends a request to node B

(which has the reference clock) and receives back the value

of B’s clock,  Tb. Node A records locally both the transmis-

sion time T1 and the reception time T2.

In  Cristian’s  time-synchronization  algorithm,  there  are

many sources of uncertainty and delay, which have big in-

fluence on its accuracy. 

An important issue in synchronization processes  is mes-

sage latency.

Message  latency  can  be  decomposed  into  four  compo-

nents:

- Send  time:  includes  processing  time,  as  well  as  time

taken to assemble and move the message to the link layer

- Access time: includes random delays while the message

is buffered at the link layer caused by contention and colli-

sions

- Propagation time: time taken for point-to-point message

travel.

- Receive  time:  time taken  to  process  the message  and

record its arrival

Approximation of  the message propagation time can be

done with formula (T2-T1)/2.

If the processing delay is known to be I, then it is better to

estimate as (T2-T1-I)/2.

There can be found more complex approaches, where are

taken several  round-trip delay samples and are used mini-

mum or mean delays. 

B. Network time protocol used on the Internet for time 
synchronization, based on Cristian's algorithm 

The network time protocol (NTP) [4] is used widely on

the Internet for time synchronization. The key feature is, that

it uses a hierarchy of reference time servers providing syn-

chronization to querying clients, essentially using Cristian’s

algorithm.

IV. REVIEW OF ALGORITHMS FOR TIME SYNCHRONIZATION IN
WIRELESS SENSOR NETWORKS

In  following  chapter  are  presented  and  discussed  time

synchronization  algorithms  used  in  Wireless  Sensor  Net-

works.

A. RBS – Reference Broadcast Synchronization algorithm

Let  assume,  that  three  nodes  A,  B,  C  are  in  the  same

broadcast domain.

Knowing, that B is a beacon node, i.e. broadcasts the ref-

erence signal, that is received by both A and C simultane-

ously, the two receivers record the local time when the refer-

ence signal is received. 

Receivers,  i.e.  nodes  A and C then  exchange  this  local

time stamp through separate messages.

It is enough for the two receivers to determine their rela-

tive offsets at the time of reference message reception.

Presented scheme can be extended to use in greater num-

bers of receivers.

The key feature of RBS is that it eliminates completely

sender-side uncertainty.

There can be seen improved synchronization in scenarios,

where  are  significant  sender  delays,  especially  when  time

Fig 1. Cristian's synchronization algorithm 
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stamping has to be performed at the application layer instead

of the link layer.

Fig. 2. Time synchronization in RBS algorithm 

B. Pair-wise sender-receiver synchronization – 
timing-sync protocol for sensor networks (TPSN)

The timing-sync protocol for sensor networks (TPSN) [5]

is classical sender-receiver synchronization, similar to Cris-

tian’s algorithm.

Node  A transmits  a  message,  which  is  locally stamped

as T1.

 Next, it is received by node B, which stamps the recep-

tion time as its local time T2. Then, node B sends the packet

back to node A, marking the transmission time locally at B

as T3. 

At  the  end  the  message  is  received  at  node  A,  which

marks the reception time as T4.

Assumptions:

Offset between nodes A and B is defined as DELTA.

Propagation delay between them is d.

Then,

T2 = T1 + DELTA + d

T4 = T3 – DELTA + d

Result looks following:

DELTA = [(T2 – T4) – (T1 – T3)]/2

d = [(T2+T4) – (T1+T3)]/2

Fig. 3. Time synchronization in TPSN algorithm

The  key  fact  in  network-wide  time  synchronization  in

TPSN is that time synchronization is obtained level-by-level

on a tree structure. For example, nodes at level 1 first syn-

chronize with the root node, then nodes at level 2 synchro-

nize with one node at level 1, it happens until the moment,

when all nodes in the network are synchronized with respect

to the root.

C. Flooding time synchronization protocol (FTSP)

The  flooding  time synchronization  protocol  (FTSP)  [6]

has big advantage over already presented algorithms, it re-

duces following sources of uncertainties, which exist in RBS

and TPSN algorithms:

- Interrupt handling time

- Modulation/encoding time  

Interrupt handling time 

Delay in waiting for the processor to complete its current

instruction before transferring the message in parts to the ra-

dio. 

Modulation/encoding time

Time taken by the radio to perform modulation and en-

coding at the transmitter, as well as the corresponding de-

modulation and decoding at the receiver.

FTSP uses a broadcast signal from a single sender to syn-

chronize multiple receivers.

Different  than in RBS, the sender actually broadcasts  a

time measurement, and the receivers do not exchange mes-

sages among themselves.

Each  broadcast  provides  a  synchronization  point  (a

global-local time pair) to each receiver. 

In  FTSP  there  are  distinguished  two  main  compo-

nents:

- Multiple time measurements

- Flooded messaging

Multiple time measurements

The sender takes several time stamp measurements during

transmission, one after a set of SYNC bytes used for byte

alignment. The measurements are normalized by subtracting

an appropriate multiple of the byte transmission time, and

only the minimum of these multiple measurements  is  em-

bedded into the message. On the receiver side, multiple time

measurements are taken and the minimum of those is used as

the receiver time. This is very important, because serves to

reduce the jitter in interrupt handling and the (de)coding and

(de)modulation time. With few time stamps, improvement in

precision can be obtained - in a Mica Mote platform - from

the order of tens of microseconds to the order of about one

microsecond.

Flooded messaging

To propagate the synchronization information, a flooding

approach is used. An important fact, is that a single node in

the network provides the global clock. The receiver gets a

broadcast  message,  i.e.  a  reference  synchronization  point.
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When  a receiver  has  several  reference  points,  then  it  be-

comes synchronized itself.

Nodes can collect reference points either from the global

reference  node.  Reference  point  can  be  also  from  other

nodes that are already synchronized. The frequency of the

flooding provides a tradeoff between synchronization accu-

racy and overhead. 

D. Predictive time synchronization

Predictive time synchronization is only reasonable for

very short  time intervals.  In  the real-life conditions,  clock

drift can vary over time quite a lot because of environmental

temperature and humidity changes.

It means, that clock drifts must by continually reassessed.

An simple approach to this measurement is to resynchro-

nize nodes periodically at the same interval.

It may cause unnecessarily high overhead in many cases.

This problem is addressed by the predictive synchroniza-

tion mechanism [7], where the frequency of inter-node time

sampling is adaptively adjusted.

Environments are characterized by a time constant T over

which drift rates are highly correlated, which can be deter-

mined through a learning phase.

Assuming that the time sampling period is S, a window of

T/S sample measurements is used in this technique not only

to predict the clock drift (through linear regression), but also

to estimate the error in the prediction.

A technique is used to adapt the sampling period: if the

prediction error is above a desirable threshold, the sampling

period  S  is  reduced  multiplicatively;  and  if  it  is  below

threshold,  the  sampling  period  is  increased  accordingly.

Such adaptive  scheme provides  long-term synchronization

in a self-configuring manner.

E. A wireless sensor network system for 
structural-response data acquisition

A wireless sensor network system for structural-response

data acquisition [8] presents an interesting lightweight alter-

native to clock-synchronization approaches.

The approach is to collect  and record  latency measure-

ments within each packet.

Only the base station is obligatory to have an accurate ref-

erence clock.

Since the radio propagation delays are insignificant, what

is measured at each hop is actually the time that the packet

spends at each node – which can be of the order of millisec-

onds due to queuing and processing delays.

Presented  approach  assumes  that  time  stamps  can  be

added as close to the packet transmission and reception as

possible at the link layer. It means, that it is robust to many

of  the  sources  of  latency  uncertainty  that  cause  errors  in

other synchronization techniques.

An important fact is that it is vulnerable to varying clock

drifts at the intermediate nodes. 

F. Time Synchronization Protocol for Wireless Sensor 
Networks using Clustering

Time synchronization means bringing all the sensor nodes

to a common notion of  time [10].  It  is  very important  to

know the order of events that has been sensed by the nodes

for data fusion. 

In  presented algorithm, the root  node (RN) initiates the

synchronization  process  by  multicasting  the  Syn_start

packet to level-1 cluster heads (CHs), fig. 4.

The  Syn_start  packet  contains  packet  sending  time-

stamp t1.

After receiving Syn_start packet by all the level-1 CHs,

the  CH  with  CH_ID=1  responds  back  by  sending  the

Syn_ack packet which contain t1, t2 and t3, where t1 is RN

send time, t2 is the CH packet receive time and t3 is CH

packet send time.

Now RN calculates the propagation delay (d) and multi-

casts  Syn_pkt  that  contains  (d,  t)  the  delay  d and  global

time t. 

When the level-1 CHs receive Syn_pkt with d and t then

each CH will compute its drift and set the local clock ac-

cording to the global time.

When  all  the level-1  CHs are  synchronized,  then these

CHs become RN for level-2 CHs and the same process will

be repeated in the next step.

The purpose of this algorithm is to set the logical clock of

the CHs and cluster nodes with global time. The delay (d)

and offset can be defined as

d=[(t2-t1) + (t3-t4)]/2

Offset = t + d – LocalTime

Where t is global time, d is the delay which will be con-

stant for single hop communication, Offset is the time devia-

tion of the two nodes (i.e. offset), LocalTime is CHs/nodes

local time.

In fig.4 is presented message delay estimation process...

Fig. 4. Message Delay Estimation

… and in fig. 5 multilevel clustering scheme.
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Fig. 5 Multilevel clustering

V. PACKET DELAY MODEL

Packet delay may be decomposed into the following six

components.

A. Send Time 

The time required by the sender to construct  the packet

and deliver to the MAC layer. Due to processor load it is

non-deterministic.

B. Access Time 

The waiting time for packets to get access to the wireless

channel, also non-deterministic. 

C. Transmission Time 

The time that the sender takes to transmit the packet bit by

bit at the physical layer, depends on the length of the packet

and transmission baud rate. 

D. Propagation Time 

The time taken by the packet from the sender to receiver

on a wireless link. It is deterministic and depends on the dis-

tance between sender and receiver. 

E. Reception Time 

The delay it takes for the receiver to receive the packet. It

depends on the packet length and the transmission baud rate.

F. Receive Time 

It is the time taken by the receiver to process the incom-

ing packet

Fig. 6 Packet delay components

VI. CONCEPT OF TIME SYNCHRONIZATION IN WIRELESS SENSOR

NETWORK FOR HEALTH MONITORING

The concept for time synchronization in wireless sensor

network for health monitoring is presented. The focus is on

efficient, reliable synchronization technique. 

Network requirements, like traffic loads and latency may

be different at different time. Increasing traffic loads cause

unacceptable latency, because of data overload. These facts 

may be dangerous for patients, who e.g. are not yet fully di-

agnosed.

It  is  very  important,  that  real-time  transmission  of

life-critical data is guaranteed and latencies are minimum. 

An interesting approach seems to be switching between

normal state and emergency state, which means dynamically

changing of data rate in order to minimize the latencies.

Novel synchronization scheme is proposed to decrease the

overhead.

In  fig.  7  all  data  from  implantable  sensors  are  within

range of synchronization point, which has global clock. All

data between implantable sensors go through synchroniza-

tion point, which is also a kind of base station, covering all

implantable sensors on the patient body. When implantable

sensor wants to send data to external  device,  like doctor's

computer, these data also go through synchronization point.

Suggested synchronization point is following: synchroniza-

tion with global clock situated in synchronization point is

done,  when  implantable  sensors  send  its  readings  to  syn-

chronization point (which is also a base station collecting all

data  from sensors  and  forwarding  data  further).  Synchro-

nization process has to be simple, because implantable sen-

sors have limited resources (limited battery), so it seems to

have no way to enforce them to calculate the clock drifts and

delays.

All calculations, needed for time synchronization are done

on  synchronization  point  side,  i.e.  the  most  suitable  way

seems to be a scenario,  when implantable sensor sends its

data to synchronization point together with its radio signal

strength and timestamp when packet was sent on the sensor

side.  Synchronization  point  having  these  information,  can

calculate estimated delay between implantable sensor's clock

and global clock located in synchronization point. This solu-

tion is probably not perfect, but is limiting energy usage on

the implantable sensor's side, because only sensing data to-

gether  with value  of  radio  signal  strength  of  such  sensor

with time-stamp of sent time on the sensor side are sent and

nothing more. The estimated clock difference is sent back to

implantable sensor. It is good to underline, that this process

occurs  only  during  first  communication  process  between

sensor and synchronization point  and later  only randomly,

Fig. 7 Synchronization in health monitoring
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not during each sending/receiving process. Synchronization

time is  important  for  health  monitoring,  because  order  of

sensed data has to be the same as order of sent and received

data  between  interested  endpoints.  This  is  crucial  for  pa-

tient's health.

VII. CONCLUSION

Synchronization belongs to core configuration problems

in WSNs.

It is a fundamental service building block useful for many

network functions, including time stamping of sensor mea-

surements, coherent distributed signal processing, coopera-

tive communication, medium-access, and sleep scheduling.

Synchronization is necessitated by the random clock drifts

that vary depending on hardware and environmental condi-

tions. 

Two approaches can be distinguished for  time synchro-

nization:

- Receiver-receiver synchronization technique of RBS

- Sender-receiver approach of TPSN

RBS has the advantage that multiple receivers can be syn-

chronized with fewer messages.

It has been shown that these can provide synchronization

of the order of tens of micro-seconds.

The flooding-time synchronization protocol improves per-

formance by another order of magnitude by reducing uncer-

tainties due to jitter in interrupt handling and coding/modu-

lation. 

An interesting direction for further research seems to be

analyzing  presented  concept  for  time  synchronization  in

wireless  sensor  networks  in  the  scenario  of  use  in  health

monitoring process.  In  such scenario are used implantable

medical  devices,  which  have  to  synchronize  their  clocks

with one chosen point called synchronization point. There is

presented an idea,  where each sensor node sends together

with sensed data – only during first communication process

and later in a random mode -  the radio signal strength and

time-stamp of sent data on the sensor's side. The synchro-

nization point  can then estimate the delay, based on radio

signal strength and time-stamp when packet was sent.
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Abstract—Wireless sensor network research community has
constructed a number of operating systems that enable develop-
ment of sensor network applications using novel and appropriate
software abstractions. Unfortunately, the abstractions are not
always easily usable by inexperienced users, because the learning
curves of these existing operating systems are quite steep.

In this article we present selected usability aspects of MansOS
wireless sensor network operating system. We believe that
MansOS has the potential to make sensor network programming
accessible for a broader range of programmers. The evaluation
of MansOS suggests improved usability for non-expert users
over TinyOS and other operating systems without compromising
efficiency.

I. INTRODUCTION

ISO standards [1] formally define usability as: “The capa-
bility of the software product to be understood, learned,

used and attractive to the user, when used under specified
conditions” (ISO/IEC 9126-1, 2000). In this paper, usability is
generally understood as continuous rather than binary property.
The usability of a particular software artifact is inversely
proportional to the cognitive effort required to use it.

The need for better WSN software usability has long been
recognized in the research community. A wireless sensor
network operating system should provide clean and flexible
services that allow the developer to create highly-concurrent
low duty-cycle applications naturally.

TinyOS [2] was the first to address this challenge. It is
small, efficient and has been highly influential. Unfortunately,
the system has gained notoriety as being difficult to learn
[3]. Sensor network operating systems developed after TinyOS
tried to increase usability and learnability in several ways: by
allowing to write applications in plain C [4], using preemptive
multithreading [5], or supporting familiar, UNIX-like abstrac-
tions [6].

We believe that while TinyOS did great by introducing many
new abstractions suitable for WSN, more work could have
been devoted making these abstractions accessible for a broad
range of programmers. The ideas in TinyOS could have more
real-world impact and be better understood if they were made
available for plain C programmers, including those without
WSN experience.

We have identified several usability benefits present in
MansOS. It provides:

• Abstractions that are either already familiar or easy to grasp
(Section III-C, Section III-D).

• Interchargeable components that can be enabled or disabled
without changing application source code (Section III-B).

• Improved portability (Section III-A).
• Reduced source code size and prototyping time for simple

sense-and-send applications (Section IV-A, Section IV-B).
The hard challenge was to implement usability while not

giving up on WSN-specific design goals, in particular, effi-
ciency.

II. RELATED WORK

TinyOS is a seminal sensor network OS that has very high
impact in the research community. A primary goal of TinyOS
was to enable and accelerate WSN research [7].

TinyOS is written (and requires applications to be writ-
ten) in a custom programming language: nesC. The need to
learn a new language makes using the OS more complicated
for non-expert users. Additionally, there are more factors
that contribute to the steepness of TinyOS learning curve:
novel software abstractions (for example, static virtualization,
parametrized components), the fact that concurrency is fully
exposed to the user, and high generality and modularity of the
OS itself [3].

In contrast to many early attempts to apply TinyOS to real-
world deployments, in more recent years TinyOS powered
sensor networks often turn out to be a complete success.
Nevertheless, finding new contributors to the core code is
challenging [3]. The authors of TinyOS admit that over-
generalization and too finely grained components add to the
difficulty of modifying the OS itself. For example, the code
for CC2420 radio driver is distributed across 40 source files,
making it very hard to build a mental model of it.

Contiki is a lightweight operating system created at the
Swedish Institute of Computer Science [4]. Contiki applica-
tions are written in plain C, support dynamic loading and
unloading of components, and run on top of many popular
WSN hardware platforms (including TelosB).

Contiki is recognized for its unique (in WSN context) execu-
tion model: on top of event-based kernel lightweight coopera-
tive threading primitives are implemented, called protothreads
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[8]. Although not without limitations, protothreads is a simple
and elegant alternative both to event-driven application code
and to preemptive multithreading. Most of stateful system
services (networking etc.) are implemented as protothreads in
Contiki.

MANTIS OS is a WSN OS created at University of
Colorado at Boulder [5].

Multithreading is a key design feature of Mantis OS, added
to increase the usability of the OS. Multithreading allows to
naturally interleave processing-intensive tasks (such as data
encryption or compression) with time-sensitive tasks (such
as network communication). The authors stress that manual
partitioning of complex tasks in smaller time slices is not
trivial and sometimes require knowledge about the semantics
of the algorithm.

Mantis is designed to work on multiple hardware platforms.
In particular, application code can also be compiled to run
natively on x86 architecture.

LiteOS [6] takes the ideas already seen in Contiki and
Mantis to the logical extreme, making the OS as much UNIX-
like as possible. Being easy-to-use is declared as one of
LiteOS primary design goals, approached through features
like (1) a distributed file system as an abstraction for the
sensor network, (2) dynamic loading of separate “applications”
(i.e. threads), (3) advanced event logging, dynamic memory
support and other features. By reusing concepts from UNIX
operating system, LiteOS tries to reduce the steepness of the
learning curve, because the existing knowledge of the system
programmer is leveraged. However, the suitability of these
concepts to WSN is not always clearly shown.

LiteOS runs on a single hardware architecture (Atmel); the
portability of the system is low, because inline assembly is
frequently used.

Other operating systems and software libraries like Arduino
[9] can be used to build sensor networks, but they are not
WSN-specific and not well-optimized for the task.

III. MANSOS ASPECTS AND ABSTRACTIONS

A. Code Organization

At the moment, MansOS supports ten hardware platforms,
but only three hardware (MCU) architectures: Texas Instru-
ments MSP430, Atmel AVR, and x86. Therefore, a distinction
is made between platform-specific and architecture-specific
code. This simple invention allows to greatly reduce the
proportion of platform specific code.

MansOS code organization has both similarities and dif-
ferences to TinyOS and Contiki. One remarkable difference
is the size of platform-specific code, which is much lower
in MansOS (because architecture-specific code is introduced).
Architecture-specific code roughly corresponds to to cpu
directory in Contiki, but the unification of shared code is
not a complete in Contiki as it is in MansOS. For example,
only in MansOS the periodic timer interrupt handler code
(the “heartbeat” of the system) is unified and shared by all
platforms.

For example, the official Contiki code for XM-1000 sensor
device provided by AdvancticSYS [10] has 1920 lines of
code (excluding BSL script, application examples, and file
checkpoint-arch.c because MansOS has no equivalent
functionality). Their TinyOS code has 1228 lines of code
(excluding BSL script, MAC protocol, and CC2420X driver).
MansOS, in turn, has only 629 lines of XM-1000 specific code.
The rest of the code is reused from TelosB platform without
copying it. Some of the new code (for MSP430 Series-2 MCU
support) is actually reused by other platforms (e.g. Zolertia
Z1). Excluding that code, there are only 251 lines, in other
words, 7.6 times less than in Contiki, and 4.9 times less than
in TinyOS. Clearly, this leads to faster portability, and, more
importantly, better maintainability.
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Fig. 1: The result of applying MansOS code organization to
three Contiki hardware platforms and MSP430 MCU architec-
ture

In order to show that the gains are present specifically
because of MansOS code organization and not due to other
unrelated reasons, we also modified the source code of Contiki
itself. We selected just three hardware platforms (Tmote Sky,
Zolertia Z1, and AdvancticSYS XM1000) that share a com-
mon MCU architecture: MSP430. We simply moved all files
that correspond to arch code in MansOS from platform
folders into cpu/msp430 folder in Contiki. Creating a new
arch folder in Contiki would have lead to better code
organization, but was not neccessary to prove the point of this
optimization. The result (excluding platform-specific example
application code) is shown in Fig. 1. The Contiki source code
size was reduced by 1570 lines of code, which is 17.7 % of
code in directories of these three platforms (platform/sky,
platform/z1, platform/xm1000) and cpu/msp430
directory, in sum. Applying the same technique to more
platforms with the same MCU architecture would lead to
increased gains.

B. The Component Selection Mechanism

TinyOS allows the application developer to specify which
components to use in application’s configuration file. This
leads to two benefits: firstly, optimal binary code size, as only
components that are actually used are included in the final
application; secondly, to extensibility and flexibility, as it now
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becomes simple to integrate platform-specific or application-
specific components in the OS.

In contrast, C-based operating systems like Contiki and
Mantis have have limited means to achieve something similar.
Contiki adopts “everything is included by default” strategy,
which leads to large code size (Fig. 4). Mantis allows to select
components with large granularity – high-level components
are compiled as a separate libraries, which may or may not
be linked against the application. Unfortunately, not only this
becomes unreasonable if smaller component granularity is
needed, but also tends to create unresolvable circular depen-
dencies between the libraries.

The solution that MansOS adopts is to use an additional
file next to application’s source code: a configuration file.
The configuration file allows to select or exclude components
to use in the specific application. The resulting component
granularity is larger than in TinyOS, but this approach is also
useful for setting system-wide policies, e.g. the radio channel
to use, the MAC protocol to use, its queue size and so on.
These policies cannot be set in C source code in equally
efficient way, because setting them either in a function call
or by changing a global variable adds to run-time overhead.

MansOS build system ensures that each platform provides
a reasonable set of components that are enabled by default.
The dependencies between components are also resolved
automatically. The novice user may successfully start using
MansOS without being aware that the component selection
mechanism exists. On the other hand, the experienced user
may optimize or extend his applications by excluding and
including components manually.

There are three benefits brought by such a mechanism:
• Modularity: components that implement the same interface

can be used interchangeably, often without changing ap-
plication C source code. For example, two versions of the
kernel (event-based and thread-based) can be replaced with
each other by changing just one line in configuration file.

• Extensibility: application-specific or platform-specific com-
ponents can be easily added and used. For example, if a
platform has a specific actuator and a driver of that actuator
is added to MansOS, the actuator can be enabled for that
platform by adding only a line in platform’s configuration
file. If the hardware actuator is also added for a specific
application on another platform, it can be enabled by adding
a single line in application’s configuration file.

• Efficiency: unused components are not included in the
binary image. This allows to achieve more efficient binary
code and RAM usage, which in turn reduces prototyping
and debugging time (Section IV-B).
The MansOS component selection mechanisms allows to

achieve both function-granularity and file-granularity garbage
collection at the link stage. The latter is needed to exluded
components that are referenced by the kernel at initializion, but
are not used neither by application code nor other components.

In order to show that MansOS approach effectively scales
to other sensor network operating systems, we partially im-
plemented the component selection algorithm for Contiki as

well. The implementation consists of a patch that is applied to
the development version of the Contiki source code repository,
changes 37 source files and includes 272 code insertions and
41 deletions. In contrast to the project-specific configuration
file option already present in Contiki, this new mechanism is
much more comprehensive, generic, allows to exclude whole
files from build, and is enabled by default.

C. Timing

When studying the source code state-of-art operating sys-
tems that run on TelosB platform, we made an interesting
conclusion: none of the three systems analyzed (TinyOS, Man-
tis, and Contiki) provide high-accuracy millisecond-precision
timers. Furthermore, out of the three only the latter provides
high-accuracy long-term time accounting in SI units.

The cause of the problem lies in the fact that hardware
timer ticks used for time accounting do not have high-accuracy
mapping to milliseconds. The high-precision (20 ppm error),
but low-frequency crystal has “binary”, 32 768 Hz frequency.

Mantis is triggering the interrupt in approximately the
needed time interval and adding the timer ticks passed since
last interrupt to a system time counter. Unfortunately, the
timing error accumulates with time.

TinyOS puts the responsibility for time correction on the
user. The accounted milliseconds are called “binary mil-
liseconds” in TinyOS; every second contains 1024 binary
milliseconds. For novice users, this approach is confusing, as
nothing in the name of TMilli suggests that it does not refer
to the ordinary (SI time unit) milliseconds. The confusion is
evidenced by the number of questions and help requests at
TinyOS user mailing list1.

The timing accuracy in the C code generated by TinyOS
nesC compiler could be easily fixed: in fact, only one line
must be changed, replacing a binary shift operation with
multiplication. However, the TinyOS timers API [11] is so
generic and multifaceted that introducing such a fix in it is
much harder.

The Contiki solution is to not to provide millisecond timer
abstraction at all, Instead, CLOCK_SECOND macro is defined
for mapping from hardware timer ticks to SI units. Contiki
also provides a highly accurate global time counter, but only
with second granularity.

Timing accuracy is important in WSN, as we discovered
ourselves in a precision agriculture deployment [12]. The users
of the system wanted to record timestamped microclimate
data from multiple locations. Although time-synchronization
protocols for WSN exist (even with microsecond precision, for
example, [13]), and MansOS includes a simple version of such
a protocol, it was of limited help in this situation: the network
often become partitioned because some of intermediate nodes
died. The motes we were using had neither a Real Time Clock
chip nor a GNSS receiver, therefore software-only solution
was required.

Millisecond abstraction improves usability, because is al-
lows to use familiar rather than unfamiliar measurement unit.

1https://www.millennium.berkeley.edu/pipermail/tinyos-help/

ATIS ELSTS, LEO SELAVO: IMPROVING THE USABILITY OF WIRELESS SENSOR NETWORK OPERATING SYSTEMS 91



0 100 200 300 400 500 600 700 800 900

0

5

10

15

20

25

TinyOS error

MansOS error

Time elapsed (ms)

E
rr

o
r 

(m
s
)

Fig. 2: Timing accuracy comparison

The idea adopted in MansOS is to use two hardware
timers: a “counter” timer running with approximately 1000 Hz
frequency, and a “correction” timer running with precisely
8 Hz frequency. Every time the counter timer fires, the global
millisecond time counter is increased by one. Every time
the “correction” fires, the counter is decreased by three.
The accuracy error, which is cumulative in TinyOS, is kept
bounded to 3 milliseconds in MansOS (Fig. 2).

Losing short-time accuracy is the trade-off of MansOS
solution. 3 millisecond error is not noticeable by a human,
but might make a difference when, for example, time slots for
high-contention TDMA MAC protocol need to be allocated
with high precision. In such a case, the user is better off by
using hardware timers directly.

D. Memory allocation

Initially the memory for system-level objects (sockets, files,
queued packets) in MansOS was allocated statically, using
array variables at file-scope. The size of the arrays was
either guessed by the system developer, or was determined in
configuration files of applications. It was hard to extrapolate
the correct size that a “typical” application is going to need,
therefore the memory was often either wasted or allocated
insufficiently.

A solution was discovered: make the object’s user responsi-
ble for memory allocation for that object. Now all respective
object initialization functions take a pointer to the object as
an argument. This pattern is used for opening both files and
sockets. Similarly, allocation of queued packets is now done
at MAC protocol level. Each protocol driver can reasonably
well estimate how large packet queue it is going to need. For
most MAC protocols, a buffer of just one packet is sufficient.

All threads are also allocated statically, avoiding the poten-
tial reliability problems inherent in systems like Mantis, which
allow dynamic memory allocation for new threads at run-time,
and making the code more amenable to static analysis and
checking.

Levis [3] praises parametrized components implemented in
TinyOS as one of its most worthy features. However, we show
that nesC is not required to implement an abstraction similar
to parametrized hardware components. While in TinyOS the
functions for separate hardware components are generated by
the nesC compiler, in MansOS they are written by hand.

To take a concrete example, consider an application that
prints characters using USART #1 serial interface on a TelosB
node. Such an application requires that the USART module
is initialized in serial protocol mode. TinyOS generates code
specifically for USART #1; since USART #0 is not used, the
resulting application code is smaller than if a generic configu-
ration function was used. MansOS achieves the same result by
providing two different functions, one for each USART, and a
high-level, inline wrapper function serialInit(). If GCC linker
optimizations are enabled, the resulting code is as small as in
TinyOS, because the USART #0 function code is optimized
away.

IV. EVALUATION

In this section, MansOS is experimentally evaluated and
compared to TinyOS, Contiki, and Mantis (latest publicly
available versions on 18th May, 2013). LiteOS is not included
in the comparison as it lacks TelosB support.

Four test applications were analyzed: Active – busy looping
application, RadioRx – radio packet reception, RadioTx – radio
packet transmission, Combined – senses internal voltage and
temperature, sends values to radio and writes them to the
external flash memory2.

A. Source Code Measurements

In this test, application source code length is compared.
Lines of code are counted excluding comments and empty
lines, but including configuration files. The source of nesC
and Contiki applications were formatted by using TinyOS
and Contiki example applications as basis, respectively, while
C applications were formatted according to MansOS coding
guidelines3.

C code is approximately at the same level of abstraction
as nesC code. Therefore, by comparing the size of the source
code, approximate information about application complexity
written in these languages can be deduced.
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Fig. 3: Source code size comparison of the combined applica-
tion

The results are provided in Fig. 3. Lower source code size
in MansOS suggests better usability compared to other OS,
especially to TinyOS. (The “optimized” version of Contiki
required additional lines in application configuration file.)

2Implementations available at http://mansos.edi.lv/dissert/testapps.tgz
3Available at http://mansos.edi.lv/wiki
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B. Binary Code Measurements

The code sizes were obtained by compiling with msp430-
gcc version 4.5.3, using -Os optimization level. MansOS and
Contiki builds also enabled linker optimizations, achieving
garbage collection of unused functions.

Since WSN applications are often prototyped on more
powerful devices than are used for the final deployment, we
also consider a size-optimized (“release”) versions of MansOS
applications. To build such a release version, only one change
was required: addition of USE_PRINT=n configuration op-
tion. As the motes in the deployed WSN usually cannot be
monitored using serial interface, such a change is natural at
the end of software prototyping, when it is prepared for the
release. Certain parts of debugging code (e.g. the ASSERT
macro) remained even in the “release” versions.

Two versions of each application were also developed
for Contiki. The first set was used the default, limited
component selection mechanism present in this operat-
ing system. nullmac_driver, nullrdc_driver, and
framer_nullmac options were selected for all of the
applications, and CONTIKI_NO_NET define was also selected
in Makefile of the loop application. In order to show the im-
provements possible in this default configuration mechanism, a
second, “optimized” set of application versions was developed
on top of the optimized version of Contiki that partially
incorporated the MansOS component selection mechanism.
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Fig. 4: Application flash memory and RAM usage comparison

The results are given in Fig. 4 (Contiki RAM usage not
shown in full). We note that the universality of the comparison
is limited, as more advanced algorithms are used in some
operating systems. For example, the external flash driver in
TinyOS automatically adds CRC to data records, while in

MansOS and other operating systems raw memory access takes
place. However, the goal of this comparison is not as much to
determine which OS can implement the same functionality in
shorter code, but rather to determine the usability for out-of-
the-box OS, including how big typical application prototypes
are. Therefore the default coding style (platform-independent
wherever possible) and build options are used.

There are various reasons why the other operating systems
use more resources than MansOS. TinyOS uses resources
for hardware component virtualization. Contiki includes most
of functionality available on the platform by default. Mantis
includes a lot of debugging code, for example, descriptive
ASCII strings and code that operates LEDs. However, the core
functionality of the system, for example the scheduler, also is
implemented with larger overhead than in MansOS [14].

The optimized version of Contiki demonstrates good results
for this set of applications: at least 30.0 % reduction in
flash usage and at least 12.3 % reduction in RAM usage,
showing that the MansOS component selection mechanism is a
viable way how to reduce superfluous resource usage in other
operating systems as well.
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Fig. 5: Time of compilation and upload of the combined
application

Binary code size (at least indirectly) has significant impact
on developer productivity. If 20 second shorter binary code
upload takes place, for a network of ten nodes the difference is
3 min 20 sec in total, but for 100 nodes: more than half an hour.
Even though not many novice developers are going to work
with 100-node networks, many of them are going to create
and upload a lot of versions of their software while trying to
debug a problem. Shorter code sizes make this process much
faster (Fig. 5).

C. Execution Flow Analysis

When tracing the execution, one discovers that both oper-
ating systems do similar tasks:

• initialize the watchdog;
• calibrate the digitally-configurable oscillator;
• initialize hardware timers;
• initialize LEDs;
• put the external flash chip in deep sleep mode;
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• initialize the list (MansOS) or array (TinyOS) of software
timers;

• run the core function / scheduler / loop.
In MansOS event-based version, appMain() is used for

user initialization only and for entering an infinite loop which
calls sleep(). The real work is done by a timer callback
function, called repeatedly by the system alarms processor.

In MansOS multithreaded version, array of two threads is
initialized, and the user thread is started. (System thread is
executed in the main execution context.) The user thread’s start
function is appMain(), which never returns, but performs all
the work and calls sleep() in a loop.

In, TinyOS a task loop runs all tasks that are posted and
ready to run. If no task is posted, the scheduler puts system in
a low power mode. Each interrupt in turn causes the associated
event handler to run.

The MansOS code usually is smaller not because it is
missing a critical functionality, but because TinyOS offers
much more options to the user (in ADC control and radio
control most prominently for this example). Other that that,
TinyOS also includes this extra functionality:
• code for 8 hardware timers by default, even though not all

of them are used by the application;
• code for CSMA access of the CC2420 radio, while MansOS

uses it at the PHY layer directly;
• code for Active Message creation and management, which

MansOS send out data in an untyped C structure;
• code for resource arbitration (has to be done partly manually

in MansOS).
The extra RAM usage in TinyOS is mostly because of

arbitration code: more variables are required to keep in track
the state of the system. Also, some components (such as
CC2420 radio driver) use run-time variables where MansOS
allows only compile-time changes (for example, whether to
ACK automatically, whether to do address recognition, etc.). In
several cases the state is stored in parallel to hardware, which
also stores the same state (for example, for radio channel).
There is also a buffer for radio packet reception, even though
it is never required by the application logic.

From all of this, only manual calls to sleep() and
manual resource arbitration (avoided in chip drivers that were
implemented later) decrease usability. None of the problems
make MansOS impractical to use.

V. CONCLUSIONS

We have presented aspects of MansOS and compared its us-
ability with several existing wireless sensor network operating
systems.

For non-expert users, MansOS improves usability over other
C-based WSN OS by implementing semi-automatic high-
level component selection mechanism that allows to easily
extend, modularize, and optimize applications and the OS
itself. Compared to the other WSN OS analyzed, it is the only
one that offers accurate millisecond-precision software timers
and time accounting on TelosB platform.

Some of the results (component selection mechanism and
four-layer code architecture) have been adapted to Contiki with
good results (more than 10 % improvements in resource usage
and source code size, respectively).

MansOS adopts several features from TinyOS, for example,
static memory allocation, extensive compile-time and link-time
optimizations to remove unused code, and some aspects of
parametrized hardware interfaces. It improves the usability of
these features by implementing them in plain C.

ACKNOWLEDGEMENTS

We want to thank to all who have contributed to MansOS in
these years since 2008. Girts Strazdins is thanked for his help
in the user study, and Andrey Vihrov for valuable MansOS
improvement ideas.

REFERENCES

[1] A. Abran, A. Khelifi, W. Suryn, and A. Seffah, “Usability meanings
and interpretations in ISO standards,” Software Quality Journal, vol. 11,
no. 4, pp. 325–338, 2003.

[2] J. Hill, R. Szewczyk, A. Woo, S. Hollar, D. Culler, and K. Pister,
“System architecture directions for networked sensors,” ACM Sigplan
Notices, vol. 35, no. 11, pp. 93–104, 2000.

[3] P. Levis, “Experiences from a Decade of TinyOS Development,” in
Proceedings of the 10th USENIX Symposium on Operating Systems
Design and Implementation (OSDI’12), 2012.

[4] A. Dunkels, B. Grönvall, and T. Voigt, “Contiki - a lightweight and
flexible operating system for tiny networked sensors,” in Proceedings
of the Annual IEEE Conference on Local Computer Networks. Los
Alamitos, CA, USA: IEEE Computer Society, 2004, pp. 455–462.

[5] S. Bhatti, J. Carlson, H. Dai, J. Deng, J. Rose, A. Sheth, B. Shucker,
C. Gruenwald, A. Torgerson, and R. Han, “MANTIS OS: An Embedded
Multithreaded Operating System for Wireless Micro Sensor Platforms,”
Mobile Networks and Applications, vol. 10, no. 4, pp. 563–579, 2005.

[6] Q. Cao, T. Abdelzaher, J. Stankovic, and T. He, “The LiteOS Op-
erating System: Towards Unix-Like Abstractions for Wireless Sensor
Networks,” in IPSN ’08: Proceedings of the 7th international conference
on Information processing in sensor networks. Washington, DC, USA:
IEEE Computer Society, 2008, pp. 233–244.

[7] P. Levis, S. Madden, J. Polastre, R. Szewczyk, K. Whitehouse, A. Woo,
D. Gay, J. Hill, M. Welsh, E. Brewer, and D. Culler, “Tinyos: An op-
erating system for sensor networks,” in Ambient Intelligence. Springer
Verlag, 2004.

[8] A. Dunkels, O. Schmidt, T. Voigt, and M. Ali, “Protothreads: simplifying
event-driven programming of memory-constrained embedded systems,”
in Proceedings of the 4th international conference on Embedded net-
worked sensor systems, ser. SenSys ’06. New York, NY, USA: ACM,
2006, pp. 29–42.

[9] J. Brock, R. Bruce, and S. Reiser, “Using Arduino for introductory
programming courses,” Journal of Computing Sciences in Colleges,
vol. 25, no. 2, pp. 129–130, 2009.

[10] AdvanticSYS, “XM1000,” http://www.advanticsys.com/wiki/index.php?
title=XM1000, 2013, [Online: accessed 26.04.2013.].

[11] C. Sharp, M. Turon, and D. Gay, “TinyOS TEP 102: Timers,” http:
//www.tinyos.net/tinyos-2.x/doc/html/tep102.html, 2007, [Online: ac-
cessed 10.02.2013.].

[12] A. Elsts, R. Balass, J. Judvaitis, and L. Selavo, “SAD: Wireless Sensor
Network System for Microclimate Monitoring in Precision Agriculture,”
in Proceedings of the 5-th international scientific conference Applied
information and communication technologies (AICT 2012), 2012, pp.
271–281.
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Abstract—The article presents research results relating to the

attitudes of students’ towards a wider use of ICT in the educa-

tion process (e-learning/blended learning).  The analyses were

conducted against the backdrop of the students’ subjective as-

sessment of their general computer aptitude as well as their ac-

cess to and use of ICT. Results prove that students’ opinions on

the wider use of ICT in the learning process was influenced by

a subjective assessment of their general computer skills. That

level was in turn determined by factors including study special-

ization as well as  socio-demographic characteristics of the re-

spondents, such as gender, place of residence and age. Access to

a computer/Internet had some influence upon familiarity with

given applications and online activities.  Research results con-

firm the presumption that students with a higher appraisal of

their competence were more positively inclined towards a wider

use of ICT than those with lower levels of competence.

I. INTRODUCTION

HE traditional context of learning is experiencing a rad-
ical  change.  Teaching  and  learning  are  no  longer  re-

stricted to traditional classrooms [1]. Teaching with the use
of computers  and computer  applications is  becoming ever
more popular. Electronic learning (e-learning),  referring to
the use of electronic devices for learning, including the de-
livery of content via electronic media such as Internet, audio
or video, satellite broadcast, interactive TV, CD-ROM, and
so on, has become one of the most significant developments
in the information systems industry [2]. The rapid expansion
of  the Internet  as  a  delivery platform,  combined  with the
trends towards location-independent education and individu-
alization, has motivated universities to invest their resources
on developing online programs [3]. 

T

Blended learning on the other hand, refers to an integrated
environment, which combines the advantages of e-learning
and traditional  classroom teaching  [4].  Generally,  blended
learning means any combination of learning delivery meth-
ods, including most often face-to-face instruction with asyn-
chronous  and/or  synchronous  computer  technologies  [5].
Blended learning – in its simplest form, the thoughtful inte-
gration  of  online  and  face-to-face-instruction  [6]  is  being
used with increased frequency around the world [7]. Thou-
sands of corporate training programs, institutions of higher
education schools participate in blended learning [8].

Although e-learning  environments  are  popular,  there  is
minimal research on instructors’ and learners’ attitudes to-
ward these  kinds of learning environments [2]. Usefulness

and ease of use have proved to be key determinants of the
acceptance and usage of e-learning. On the contrary, little is
known about students' perceptions in a blended learning set-
ting [9]. During the recent years, a significant volume of re-
search  on the effective use and integration of  Information
and Communication Technologies (ICT) in education prac-
tices  is  observed.  The  main  feature  that  differentiates  the
e-learning systems  from  the  traditional  learning  environ-
ments is the degree of technology usage and the gradual shift
of control and responsibility of the learning process to the
learners, giving them the opportunity to learn anytime, any-
where. This shift of control seems to positively influence the
learning effectiveness  of  learners  [10]. Other  findings  [11]
suggest  that computer  self-efficacy,  among others,  signifi-
cantly affect performance expectations. Interaction has a sig-
nificant effect on learning climate. 

Many researchers have tried to evaluate the role of tech-
nology in the learning process  with much emphasis being
placed  on  the  components  of  the  learning  systems  [12].
Davis and Wong [13] pointed out that important factors hav-
ing  paramount  influence  on  participation  and  engagement
with a learning structure could be associated with their ac-
ceptance and affective responses towards the system. Others
have used a reasoning quite similar to the technology accep-
tance model approach while investigating this phenomenon.
Shu-Sheng Liaw et al. states that behavioral intention to use
e-learning is influenced by perceived usefulness and self-ef-
ficacy [14] and further found that trainers were more posi-
tively inclined to use e-learning systems.

II. DATA AND METHODS

The main objective of the study was an investigation into
the attitudes of students towards a wider use of Information
and Communication Technologies  (ICT)  in  the process  of
delivering education (e-learning and blended learning) at a
higher  education  institution. In  accordance  with the belief
that the attitude of a student towards ICT enabled learning,
in some way is influenced by their general aptitude in the
area of using computer tools, the results were presented on
the backdrop of their subjective judgment of  their general
computer aptitude. In addition observations were made into
the possible influence/role that Internet access that students
possess (and to computers as such) on the student’s approach
towards the integration of ICT’s in their education process. 

An examination of students’ attitudes and preparedness for the introduction 

of ICT-enabled learning at university
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This  article  presents  the  results  of  surveys  conducted
among  students  of  selected  faculties  of  the  University  of
Rzeszow. The studies were carried out in the 2011/12 aca-
demic year, among a random sample of 420 respondents.

Opinions of  the respondents  were  presented  against  the
background  of  socio-demographic  variables,  such  as  age,
place of residence (size of population) and gender. Since in
the researchers’ opinion, study profile could also have an im-
pact on the attitude of students to the matter under consider-
ation, we decided to profile students according to the study
specialization. These specializations were later grouped ac-
cording to their common characteristics (by faculties). Em-
pirical data was collected through direct surveys. The sample
of students taken into consideration for this study was ob-
tained through cluster sampling.

The following research hypotheses were tested:
- The level of general computer competence as well as the
familiarity and ability to use certain computer applications
by  the students was  influenced by a computer/Internet ac-
cess
- The attitude of students towards the wider use of ICT was
dependent upon the level of competence in using a computer
-  The general  level  of computer skills  was determined by
factors such as, study specialization as well as socio-demo-
graphic characteristics of the respondents.
I.In  order  to  verify  those  statements  the  Spearman’s  rank
correlation analysis and the chi-square test of independence
were applied. The strength of the relationships demonstrated
with the use of test of independence was  measured using
Cramer’s V coefficient  of association. The  Student's  t-Test
was employed to determine the incidence of statistical differ-
ences in the self-accessed competence levels of women and
men.

III. CHARACTERISTICS OF THE RESEARCH SAMPLE

The sample population totaled 420 young people of whom
65.5% (275) were females while 34.5% (145) were males.
33.3% of the respondents were rural inhabitants while 66.7%
resided in urban areas.  A significant  percentage  of the re-
spondents were third year (38.%) and second year (31.7%)
students. Students of the first, fourth and fifth years consti-
tuted the remaining 30% of the study sample. The respon-
dents were students in the fields of Administration, English
Studies, Landscape Architecture, Polish Studies, Physiother-
apy,  Mathematics,  Environmental  Protection,  Agriculture,
Tourism and Recreation, Physical Education as well as Food
Technology.  The  Administration  and  English  Language
Studies specializations each accounted for 14.3% i.e. per 60
students,  while the remaining fields of studies each repre-
sented 7.1% of the sample i.e. per 30 students. More than
half (55.2%) of the respondents were aged 21-22, while the
over 23 and 19-20 age groups accounted for 29% and 15.7%
respectively.

IV. EVALUATING RESPONDENTS’ ICT USAGE 

Assessing the use of ICT in learning and communication
was undertaken through the identification of major sources
of information, the main tools of communications used by
responding students as well as place of Internet (computer)
access. The most commonly used source of information by
the respondents were the Internet (76%), television (11.7%),
and the radio (7.9%). A meager 2.4% of respondents identi-
fied the print media as the most frequently used source of in-
formation. The results point to the dominant role of the In-
ternet in sourcing for information by the respondents. This
serves as a premise in favor of using this medium for knowl-
edge acquisition by students. 

Besides serving as a prominent source of information for
the  respondents,  the  Internet  is  also  a  means  of  personal
communication. 6.7% of respondents use the electronic mail
as  the most common medium of communication. It  is  the
third most frequently used communication tool after the mo-
bile phone (72.4%) and personal contact (18.3%).

Other  types  of  communication  tools  such  as  landline
phones, traditional mail and others constituted a negligible
proportion (2.6%) of  responses.  Over three-quarters  of re-
spondents  accessed  the  Internet  from  their  homes,  while
9.3% at place of work and only 4.8% at the university. About
7.4% of respondents accessed the Internet from other places.
Worthy of note, is the low number of students citing the uni-
versity environment as a place where they can/do access the
Internet. This might partly be due to the fact that at the time
of the study, the wireless access system was under develop-
ment and computer labs were not easily accessible to stu-
dents for out of class activities.

V. ASSESSMENT OF COMPUTER SKILLS 

The application of modern information and communica-
tions technologies in the learning process requires adequate
levels of computer skills from both students and teachers. In
order to establish the students’ potential in the event of im-
plementing  online  learning  an  evaluation  of  their  subjec-
tively perceived levels of computer skills were carried out
using a measurement  ranking scale of 1-10, where 1 indi-
cates very weak level and 10 indicates very strong compe-
tence. Fig. 1 shows the distribution of responses regarding
students’ self-evaluation of their computer skills.

Fig.1 Overall rating of students computer skills.

The most often recorded value of self-assessment was at
the level of 7 which was declared by almost 23% of the re-
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spondents. More than 50% of the sample judged their com-
petence at a level of 7 and above which gives a clear indica-
tion that the average level of competence among the students
surveyed was quite satisfactory. The general computer level
of the students was examined with respect to the students’
gender (Table 1).

TABLE I.
DIFFERENCES IN THE LEVEL OF  COMPUTER COMPETENCE BETWEEN

MEN AND WOMEN - T-STUDENT TEST RESULTS

Var. N

(M)

N

(W)

Avg.

(M)

Avg.

(W)

t df p

Skill Level 145 275 6.99 6.20 4.19 418 0.00

Through the use of t-Student’s test it was proven that the
average general competence level between men and women
differed (0,00<0,05). The average competence level among
males  was  higher  than  that  for  females.  Many researches
have tried to examine the relationship between the gender
and the attitudes towards computers and their research have
yielded varied results. Abouserie and Moss [15] or Kesici et
al. [16] could not find a significant relationship between col-
lege  students’ attitudes towards  computer-assisted learning
and their gender while Whitley did record gender differences
in computer-related attitudes and behavior [17]. The research
results herein determine that  there is significant  difference
between college students’ computer attitudes based on gen-
der in parallel with the findings from other studies  which
found a relationship between gender and computer use [18],
[19]. A comprehensive review of the literature of gender dif-
ferences  in computer-related  behavior  reveals  a  myriad  of
conflicting results [20]. 

Besides,  the  subjective  assessment  of  the  respondents’
overall level of computer competence, an analysis was made
of the level of competence with respect to each of the fol-
lowing applications, i.e., Word, Excel, Power Point, E-mail
software as well as the use of search engines fig. 2.

Fig. 2. Overall rating of students computer skills

The highest  level  of  competence  was  observed  in  their
ability to send e-mails with attachments . More than 83% re-
spondents confirmed their ability to use electronic mails. A
similar  proportion  of  respondents  (80.7%)  confirmed they
can independently use Internet search engines. This fact in-

dicates that the responding students are competent in using
the Internet  to seek information and also to communicate.
From amongst  the  programs  that  constitute  the  Microsoft
Office package, the highest skills level was observed in re-
spect of Power Point. The level of independent use of Word
was a little less while the lowest was with using Excel.

In order  to ascertain the degree of use of modern tech-
nologies by students, the frequency of use of chosen tasks or
programs  was  evaluated.  Among  the  tasks  and  programs
listed, students most often made use of theme forums, and
e-mails in contacts  with their teachers  and lecturers.  They
also  gained  experience  having  been  co-participants  in
video-conferencing.  E-learning  platforms and  participation
in  online  courses  were,  however,  less  popular. More  than
47% of respondents  never  had work-related  experience  in
e-learning environments, while over 12% had never heard of
it. Almost 47% of respondents had never participated in In-
ternet run courses and 6.2% had never heard of such. The
data  presented  point  to  the  relatively  low  popularity  of
e-learning  tools  in  the  learning-teaching  process.  This  not
only poses potential obstacles to the introduction of aspects
of e-learning but also indicates tools that needs be popular-
ized prior to the introduction of online teaching.

VI. LEVEL OF COMPUTER SKILLS AND AVAILABILITY OF

INTERNET/COMPUTERS

In order to verify the hypothesis that overall level of com-
puter competence is statistically significantly correlated with
Internet (computer) availability the Spearman rank correla-
tion analysis (with both variables presented as ranked scales)
was applied. Results of this analysis  confirmed that  better
Internet  (computer) availability was associated with higher
level of overall computer competence. This conclusion was
reached  based  on  the  positively ranked correlation  coeffi-
cient (0.08). However, the lack of statistical significance of
the indicated correlation (0.10>0.05) makes its  generaliza-
tion beyond the tested sample impossible. That fact that the
overall level of competence of students of Rzeszow Univer-
sity  was  associated  with  Internet  (computer)  accessibility
could not be demonstrated. While there weren’t grounds to
reject the hypothesis of equivalence of the correlation coeffi-
cient being zero, it is the same correlation analysis that en-
ables the identification of a statistically significant relation-
ship between the level of skills with selected programs/tasks
and the availability of the Internet (computer).

TABLE II 
SPEARMAN CORRELATION FOR VARIABLES: PLACE OF INTERNET

ACCESS AND LEVEL OF COMPUTER SKILLS WITH SELECTED

PROGRAMS

Variables: place of Internet (comp.)

access & skills level with programs

Spearman’s

rho

p

Word 0.2182* 0.000
Excel 0.0988* 0.043
Power Point 0.1996* 0.000
E-mail 0.2381* 0.000
Internet search engines 0.2721* 0.000
Word 0.2182* 0.000

* at level of 0.05.
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Results translate to mean that as Internet/computer avail-
ability increased so did the level of skills in the use of the
programs/tasks  indicated.  The  strongest  dependency  was
noted between Internet/computer availability and the use of
Internet search engines (0.27). Computer availability, on the
other  hand,  translates  into  competence  in  use  of  e-mail,
Word,  Power  Point  programs  but  with  least  impact  on
knowledge of Excel program. These results may suggest that
students continue to use Internet/computer  more for enter-
tainment than for learning. The Spearman correlation analy-
sis was also applied to test dependencies between frequency
of  use  of  selected  programs/tasks  and  Internet/computer
availability. The results are presented in table 3.

TABLE III. 
SPEARMAN RANKED CORRELATION FOR VARIABLES: PLACE OF

INTERNET ACCESS AND FREQUENCY OF USE OF SELECTED

PROGRAMS
Variables: place of Internet (computer)

access & frequency of use of selected

programs

Spearman’s

rho

p

Internet-based course 0.1720* 0.0004
Discussions on theme forum 0.2923* 0.0000

Video-conference 0.2047* 0.0000
e-Learning platform 0.1442* 0.0031

Contact with teachers via e-mail 0.1051* 0.0314
* at 0.05 level

All the dependencies were positive and statistically signif-
icant. Internet/computer availability translated primarily into
university students participating in discussions conducted on
Internet forums, video-conferencing, Internet-based courses,
working in e-learning environment as well as contact with
tutors/lecturers via electronic mail.

VII. STUDENTS’ OPINION ON THE USE OF ICT IN THE

TEACHING PROCESS

One of the objectives of the study was to assess the atti-
tude of students at the University, towards teaching achieved
through the use of modern technologies. The implementation
of such teaching could therefore be justified by the fact, that
students  perceive  the  benefits  accruing  to  use  of  modern
technology. While almost 54% of students wholly agree with
the statement that ICT offers good access to necessary study
materials, 41% admit that the Internet facilitates sharing of
information and observations with people of similar  inter-
ests, another 34.8% respondents concluded that audio-visual
materials can improve the teaching process. While a wider
use of ICT is supported by the fact that more than 20% of
the  respondents  rejected  the  statement  that  e-learning  is
time-consuming,  more  than  18%  claim  that  it  is  difficult
finding  specific  information  on  websites  and  yet  another
over 17% of them claim that learning with the use of ICT
has failed to meet expectations. 

There were, amongst students, opinions which favored tra-
ditional teaching to teaching with the use of ICT. Many stu-
dents still  prefer  to read printed texts – an opinion which
over 44% of respondents agreed with and another 30% more
or less are in support of. Almost 49% of respondents prefer

learning  using  traditional  methods  while  for  almost  46%
finding specific  information on website constitutes a diffi-
culty. Half of the respondents have opinions that the imple-
mentation of such teaching forms requires the acquisition of
upgraded computer skills. In addition, about 34% of respon-
dents are of the opinion that teaching via the Internet is not
as effective as teaching using traditional methods.

There  were,  among the positive correlations,  statistically
significant  relationships  between:  the  level  of  computer
skills and the willingness to ask teachers/lecturers questions
via  ICT  as  well  as  between  the  first  variable  and  the
assessment of possible improvements to the learning process
using ICT. It was, on this basis, concluded that the higher the
level of the University students’ computer skills, not only the
greater  their willingness  to contact  lecturers  using modern
tools but also the greater their conviction of the existence of
potential possibilities for improvements using ICT. 

Based on the negative,  statistically significant correlation
between  levels  of  computer  competence  and  the  variable
relating  to  preferences  in  reading  printed  texts  as  well  as
between the first and the opinion about difficulties in finding
specific information on websites, it was concluded that the
said  difficulties  were  observed  more  by  the  University
students, who rated their level of computer competence as
weak.

VIII. OVERALL ASSESSMENT OF COMPUTER COMPETENCE

AND CHARACTERISTICS OF RESPONDENTS

Another hypothesis that was verified was of the existence
of  relationship  between overall  level  of  computer  compe-
tence  and  the  characteristic  features  of  respondents.  The
characteristic  features  tested were  gender,  place  of  abode,
field of study and age of the respondents. The level of com-
petence,  initially  measured  as  a  ten-point  scale  was  pre-
sented  as  three-point  scale  distinguishing  three  levels  of
computer  competence  i.e.,  very  weak/weak,  average,  and
good/very good. The procedure made it possible to examine
the existence of relationships between the variables by using
the Pearson’s chi-square test of independence.

Since the level of probability test p turned out less than
the assumed level of significance (0.05), the hypothesis of
independence of variables was rejected. It  was thus shown
that  the  level  was  determined  separately  for  each  of  the
listed characteristic features of the respondents. The strong-
est  correlation  coefficient  measured  using the Cramer’s V
coefficient of association was noted between level of compe-
tence and field of study of respondents (0.24). Other depen-
dencies displayed similar strength.

IX. ATTITUDES OF STUDENTS TOWARDS THE INTRODUCTION

OF E-LEARNING AND THE USE OF COMPUTERS IN TEACHING

The last stage of the analysis was to test the attitudes of
students towards the introduction of online teaching into the
University’s curriculum.

Over  three-quarters  of  the  respondents  identified  the
opportunities  offered  by the implementation of  e-learning.
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Students  confirmed  that  this  form  of  teaching  makes
education  acquisition  more  available  for  all  including
disabled  persons  or  those  from  regions  distant  from  the
University.  More  than  60%  of  respondents  saw  the
opportunity of taking courses within and outside the country
through  teaching  via  the  Internet  and  conceded  that  such
form of knowledge acquisition is attractive since it  allows
easier  contact  with teachers  and thus making the  learning
process  convenient  due  to  the  large  availability  of  varied
sources of information. The respondents, on the other hand,
doubted if this form of teaching offers real opportunities for
speedy response to teaching effects and if it actually ensures
more effective and systematic teaching curriculum.

The  introduction  of  elements  of  e-learning  inherently
involves  the  use  of  computers  in  the  teaching-learning
process. The tendency of students to use the computer in the
learning process is illustrated in fig. 3.

Fig. 3. Attitude of students towards the use of computer in teaching-learning
process

More than 44% of respondents expressed their willingness
to  replace  traditional  teaching  tools  with  computer  aided
solutions. Furthermore, over 26% of respondents disagreed
with the statement that the computer is only an additional
element  in  their  course  of  study, thus  to  a  certain  extent,
emphasizing the importance of this tool for students in their
studies. Simultaneously, as many as 45% of them would not
like to be deprived of the possibilities of carrying out part of
their studies with the use of the computer. Students appear to
acknowledge the time saving opportunity and other benefits
offered through the introduction of Internet-based teaching
and also confirm that this approach would facilitate easier
contact with their teacher.

The  obtained  results  concur  with  the  literature  [21]
providing  empirical  evidence  supporting the  usefulness  of
e-mail  as  a  promising  aid  to  promote  student  cognitive
growth  pertaining  to  computer  knowledge  and  skills.
However,  as  Lee  [22]  succinctly  warned,  “Richness  or
leanness is not an inherent property of the electronic mail
medium, but an emergent property of the interaction of the
electronic mail with its organizational context.” For e-mail
to make a beneficial  impact on education he states that  to
cultivate  an  online  two-way  communication,  instant

feedback provided by recipients would be an important task
all  participants  need  to  attend  to.  However  Ruberg  and
Miller [23] pointed out that  access to essential hardware and
software need to be in place to ensure online communication
among participants.

Among the hypotheses which were tested was the belief
that students with better computer competence levels would
be  more  inclined  to  embrace  e-learning  as  an  important
aspect  of  their  curriculum  activities.  This  hypothesis  was
tested using the rank correlation analysis between the level
of competency and students’ opinions on the use of ICT in
the education process. These results are presented in Table 4.

On the basis  of the probability of the test values and the
sign (negative) of coefficient of correlation it can be stated
that  there was a significant  relationship between the judg-
ment of computer competence and:
- the propensity to use a computer during studies (-0.098),
as well as,
- the inclination to use a computer only as an additional tool
in the learning process (-0.160). 
Significantly disparate positive correlations were discovered 
between the competency  level and:
- the tendency to rank computer assisted tuition above tradi-
tional methods (0.130) and 
- the readiness to use e-mail to communicate with instruc-
tors (0.084).

The  results  herein  presented  allow  for  the  legitimate
assumption of  validity  of  the  aforementioned  hypotheses.
Students declaring lower levels of competence were less in-
clined to use digital tools in the course of study as well as
they seemed to underrate the value of ICT in their study ac-
tivities.

TABLE IV.
SPEARMAN’S RANK CORRELATION FOR VARIABLES: ATTITUDE

TOWARDS THE USE OF COMPUTER IN LEARNING PROCESS AND

OVERALL LEVEL OF COMPUTER SKILLS

Variables: overall level of computer skills&

opinion on using computer in

teaching-learning process

Spearman’s

rho
p

I would not to use computer during studies -0.0976* 0.045

I prefer the computer be used only as an 
additional tool during studies

-0.1597* 0.001

I prefer the computer to other traditional 
teaching tools

0.1301* 0.007

I would like to use e-mail and/or forums to 
communicate with my teachers

0.0835** 0.087

I would like to reduce the amount of time I 
spend at the university

-0.0452 0.355

* at 0.05 level; ** at 0.1 level.

X. CONCLUSIONS

For  the  vast  majority  of  students  the  most  prominent
source of information appears to be the Internet while they
predominantly use mobile phones for personal communica-
tion. The survey indicates that the majority of university stu-
dents accessed the Internet from their homes. This gives the
foundation to assume that a move towards the wider integra-
tion of information and communication technologies into the
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curriculum should be a most natural succession for such a
body of students Consequently there’s reason to assume that
it  is  highly  probable  that  the  introduction  of  an
e-learning/blended learning solution may yield favorable re-
sults. Furthermore most of the students declared manageable
proficiency levels in their use of ICT thus further supporting
the belief that they would be well equipped to employ such
technologies in the course of study.

This  corresponds  with opinions from the  literature  [24]
which reports that learner’s attitudes towards technology and
blended learning may have significant effects on the success
of the ICT application in higher education. 

Research results did not allow for the assumption that ac-
cess to a computer influenced the level of students’ compe-
tency but did show a positive effect on their familiarity and
knowledge of certain computer applications like Word, Ex-
cel,  PowerPoint.  Students in possession of computers also
seemed  to  be  more  acquainted  with  tasks  like  using
search-engines as well as e-mail programs. A positive rela-
tionship was also noted between those who had access to a
computer  and  their  knowledge  and  use  of  e-learning  and
blended learning tools i.e. online courses, forums and e-mail.

Students’  general  competency  was  influenced  by  their
study specializations,  as  well  as  gender,  age  and place  of
abode. Students were more willing to incorporate ICT into
the repository of learning tools as subjective assessment of
their computer competence improved.
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IaaS Cloud Model for e-Ordering and e-Invoicing
Kiril Kiroski, Marjan Gusev and Sasko Ristov

Ss. Cyril and Methodius University,
Faculty of Computer Sciences and Engineering,

Rugjer Boshkovikj 16, PO Box 393, 1000 Skopje, Macedonia
Email: {kiril.kjiroski, marjan.gushev, sashko.ristov}@finki.ukim.mk

Abstract—This paper addresses the modeling of an IaaS cloud
e-Ordering and e-Invoicing solution. We have faced several chal-
lenges in the process of migration of the existing web application
on the cloud, such as the reorganization of the proposed non-
cloud model and the definition of the software modules that can
communicate in a dynamic environment with various number
of virtual machines. In the design process we have classified two
kinds of software modules: static and dynamic. The classification
is based on the level of required elasticity and scalability, as well
as the activity that is associated with the corresponding module
(tool). To finalize implementation of this idea, we have developed
indicators to determine the required conditions for activation of
additional cloud resources, or deactivation of involved resources.
The result of this design process is a new cost effective solution
with increased availability and performance compared to the
non-cloud model. We have also recognized the advantages and
disadvantages of such cloud solution, and discussed the charac-
teristics that make our approach unique.

Index Terms—Cloud Architecture; Cloud Computing; e-Invoi-
cing; e-Ordering.

I. INTRODUCTION

PROCUREMENT is the fundamental business process of
each company, organization or government institution,

since its basic functionality is to use or offer various products,
services and/or information. Electronic procurement provides
basic means to fulfill these processes, since it enables a
faster, more meaningful and more integrated way to carry
out corresponding purchases or sales. While electronic pro-
curement represents a wide area of interest, authors in this
paper concentrate on electronic orders and electronic invoices,
as constituting parts of the post-award phase of electronic
procurement.

E-Ordering and e-Invoicing are two basic processes in the
e-Business area, since the essence of the business activity of a
given company is the exchange of goods that another company
provides. Therefore, each business process ends with a kind
of an offer, order and invoice that defines the parameters of
the exchange and its value.

Cloud computing, on the other hand, is a relatively new
technology, which has been in use in some kind of form
for decades [1]. For example, virtualization is a technique
for masking the physical characteristics of computers and
computer related resources, thus enabling a uniform way for
other systems, applications or end-users to interact with the
above mentioned resources [2]. It is arguably the biggest
technology driver behind cloud computing present for almost
40 years, having a long history, starting in the mainframe

environment and arising from the need to provide isolation
among users [3], i.e. to enable a multi-tenant environment.

Modern computers are sufficiently powerful to use virtual-
ization to present the illusion of many smaller virtual machines
(VMs), each running a separate operating system instance [4].
Cloud computing introduces security, scalability and reliability
into a group of centrally managed and virtualized physical
machines. It offers scalability and elasticity on a large scale,
and makes an illusion of limitless resources.

The overall research and development problem in this paper
is the description of the design process to develop an IaaS
(Infrastructure as a Service) cloud e-Ordering and e-Invoicing
solution, although the ideas can be also exploited on other
service models, like PaaS (Platform as a Service) and SaaS
(Software as a Service).

In this paper, we propose a solution that can efficiently
utilize the cloud resources to achieve scalable and elastic
system in a multi-tenant environment for e-Ordering and
e-Invoicing. The paper is organized as follows. Section II
presents the related work that we found in the literature. In
Section III, we lay the background for e-Procurement, with
accent on e-Ordering and e-Invoicing. Section IV describes the
required transformations to migrate the existing web applica-
tion solution to a cloud based web services. We elaborate the
pros and cons of the newly proposed model and its architecture
in Section V. Section VI discusses how the model mitigates the
virtualization negative impact to the performance and achieves
maximum performance with the minimal utilized resources.
Finally, Section VII presents conclusions and plan for future
work.

II. RELATED WORK

In this section we provide an overview of recent research
in this field, and give an overview of e-Ordering and e-
Invoicing solutions available on the market for general use,
most frequently in the form of e-Procurement or e-Purchasing.

Today’s global competitive market marshals new and in-
novative technologies into everyday processes. According to
Boss et al. [5], procurement processes that take longer time,
can be streamlined with cloud computing. The vast number
of various researches has proven that public procurement
conducted through electronic means can be vital to create new
jobs and generate sustainable and long-term development of
businesses, providing tax payers and public services’ users
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with best value for money, as stated by Carayannis and
Popescu [6].

Research of e-Procurement in Europe, conducted by Bof
and Previtali [7], provides investigative insight into various
national models and their respective economic impact on both
government and citizens’s welfare. Trkman and McCormack
[8] analyze e-Procurement benefits through related techno-
logical and organizational changes, while also estimating
advantages and disadvantages of public procurement through
electronic means.

Kiroski et al. [9] evaluate the development and trends for
e-Government services, especially e-Procurement and its sub
phases, i.e. e-Ordering and e-Invoicing. They show that the
most optimal path for modeling and developing functional
e-Ordering and e-Invoicing solution is to utilize all benefits
of cloud computing, and particularly Software as a Service
(SaaS), being today’s most utilized and popular form of cloud
computing. The authors have previously established the major
characteristics of the existing software solutions, measured
their success in implementation of the major software goals,
and evaluated the level of completion of the objectives, the
system should possess. The main idea is to follow international
standards regarding ordering and invoicing software, and thus
ensure interoperability with most European platforms [10]. In
this paper we present means to enable cloud functionalities
of the improved model for e-Ordering and e-Invoicing solu-
tion [11].

The ultimate goal of e-Purchasing through electronic means
is to minimize the cost of producing, transporting and storing
this kind of documents, to minimize cost and expenses of the
procurement process. Estimates of decreased prices through
electronic purchases go as high as fantastical 20 percent
[12]. According to Pan-European Public Procurement OnLine
(PEPPOL), if all public procurement can be accomplished
through such platform, annual savings will surpass 50 billion
Euros [13].

III. BACKGROUND

Every company, as it begins working, regards computers
and printers as basic costs of work. Then, they need to
be interconnected within a company, after which servers for
data storage and centralized resource management should be
acquired. These steps, of course, require the involvement of
trained and educated staff which will take care of installing,
maintaining and servicing of the software.

While the company grows, the need for using new tech-
nologies, platforms, software and new employees who will
maintain the information system arises. These additional ex-
penses impose an additional burden on companies, regarding
both the initial and system maintenance costs.

Cloud computing can help in this kind of situation, since
it enables lease and use of new software only when needed,
and then cancels the services or replaces them with other ones,
without the obligation to change the business process structure,
information technology or IT staff in the company. This is all
due to the fact that everything is ”on the Cloud” [14].

Advantages of using such a system based on Web service,
and particularly through cloud implementation, instead of Web
application are numerous, and include:

• Elasticity and scalability - resources are provided and
freed according to current needs.

• Simplicity - information provided through services are
very easily adaptable to a suitable form for our needs,
and sometimes it is even not necessary to adapt them.

• Cost-effectiveness - using cloud services does not re-
quire additional technical staff, or additional hardware
resources.

• Business agility - cloud computing enables companies
to quickly start using a service, scale used resources
according to actual needs, forge links to other cloud
services, or stop using them altogether.

• Resiliency - clouds are built from a large number of inex-
pensive hardware resources, and applications are hosted
in virtualized environments, thus lowering the chances to
lost connectivity, functionality or even data in cases of
failures in the cloud.

• Interoperability - if need arises to exchange information
between different systems, web services (in case of
accordingly correctly formatted attributes) can facilitate
this process to great extent.

The main goal of this paper is to propose a cloud enabled
model, which enables the above stated benefits, and at the
same time minimizes the problems that are encountered while
working on Internet.

Implementations of an e-Ordering and e-Invoicing solution
through traditional provision of web services cannot offer sus-
tainable performance since the predicted system may require
huge amount of unpredictable resources only in appropriate
small periods during the peak period (such as end of one year
and beginning of another), while most of the time, this system
requires much less predictable resources. Using server-cluster
architecture to create scalable and highly available solutions
[15] will only partially solve a performance peak problem
since it is hard to be managed and administered. On the other
hand, the software solution has to be scalable. The solution
presented in previous sections can be hosted on a classic,
third generation system architecture, as depicted in Figure 1.
The third generation system architecture consists of three sub-
systems, i.e. Application Layer, Middleware and Application
Domains. We can notice that there are no mechanisms for
providing support in case of increased usage, hardware or
network problems, and so on.

Cloud computing, as a new technology trend, provides com-
puting resources in addition to software in form of a service
[17]. Cloud providers offer on-demand illusion of infinite
elastic resources using virtualization [18]. Cloud computing
addresses a set of services providing scalable, QoS guaran-
teed, normally personalized, inexpensive computing platforms
on demand [19]. Cloud billing model is similar to basic
utilities billing models, i.e. it is proportional to the amount
of use. Therefore, cloud computing is admissible for small
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and medium business enterprises, especially in the present
economic crisis.

Small and medium enterprises can benefit if they migrate
their e-Ordering and e-Invoicing systems onto the cloud since
the cloud is capable of offering excellent flexibility and scal-
ability of resources, storage space, computational power and
network access, and most importantly lower cost. Cloud lowers
the disk space requirements, and enables newest software
versions and monitoring of the installation progress in each
of the cloud service models, i.e. IaaS, PaaS and SaaS.

IV. MODELING THE CLOUD SOLUTION

In this section we describe the required transformations to
migrate an existing solution from a web application to an IaaS
cloud-based solution. The cloud-based modular approach is
used to realize e-Ordering and e-Invoicing software modules
and tools. A new idea is introduced to enable elasticity and
scalability based upon used resources, i.e., virtual machines
(VMs), in a multi-tenant cloud environment.

We have faced several challenges to move the existing
solution onto a cloud. The main problem concerned how to
organize different software tools in modules and than schedule
them on a particular VM in an efficient cost-effective archi-
tecture model. The first step was to find out which software
tools need extensive processing and therefore to classify them
according to the needed resources for their execution. Finally,
this process will determine the scheduling of software tools
into modules and map them onto various VMs.

Based on previous research and experimenting, and model
developed for e-Ordering and e-Invoicing, inclusion of model’s
software tools into modules resulted with the following classi-
fication. The classification criteria is based on determination of
processing demand and possible scheduling to a VM instance.
We propose an organization of system modules into two
groups: Static and Dynamic. The former is composed of
the software modules (tools) that do not require increased
computing power, as these modules (tools) are not utilized
on a regular basis, and will not be accessed by every user.
The latter refers to e-Orders and e-Invoices creation tools,
and related common activities. Software modules (tools) to be

TABLE I
PROPOSED ORGANIZATION OF SOFTWARE MODULES (TOOLS).

Activity Modules Related Tools
Static Management User and web site administration tool

Backup and recovery tool
Usability Creating and managing catalogues

Customization tool
Workflow establishing tool
Reporting tool

Dynamic Basic Ops. Order creation and editing tool
Invoice creation and editing tool
Search and view tool

Advanced Ops. Invoice dispute tool
Resolve dispute tool
Invoice revoke tool
Order revoke request tool
Resolve revokes tool

Management 

Module

Advanced 

Operations 

Module

Basic 

Operations 

Module

Usability 

Module

EmployeeManager

Administrator Customer

Fig. 2. Cloud-based modular approach to e-Ordering and e-Invoicing tools
and modules.

realized can be clustered in relation to these requirements. The
results of software module analysis are presented in Table I.

In addition to the proposed classification of software tools
into Static and Dynamic groups, we have also applied a
clustering method. Our deeper analysis showed that classified
software modules can be implemented as four different clusters
- software modules, created according to static or dynamic na-
ture, in addition to the basic criteria for clustering as a logical
group. This process will allow improved functionality, security,
and access control. An example of such a implementation of
modular solution can be found in [16].

The new design resulting from both the classification and
clustering of software modules of e-Ordering and e-Invoicing
is shown in Figure 2.

Static software modules for the proposed solution are:
• Management module - intended for Administrators and

partially Managers, since main activities involve occa-
sionally used tools for user administration, web site
administration, and backup and recovery tool.

• Usability module - used by Employees to create and
maintain Catalogues, and tool for forms customization. It
also contains Workflow establishing tool and Reporting
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tool, used by Managers and Employees to automate
document creation and for reporting activities.

Dynamic software modules, which require more resources at
peak times, and provide critical functionalities of the solution,
are:

• Basic operations module - used by Managers, Employees
and Customers alike, in order to create, edit and delete
orders and invoices. It also provides Search and view tool
for created orders and invoices.

• Advanced operations module - this module involves
advanced activities with invoices and orders, such as
disputing invoices and revoking invoices and orders, in
most part by Employees and Customers. It also enables
Managers to resolve disputes, and decide about revoke
requests.

Figure 2 presents four different types of users. Each of those
users access one or more of the indicated modules to accom-
plish authorized tasks. Breakdown of users and respective tasks
are shown in Table II. Functionalities provided through system
modules were mapped for appropriate user groups:

• The administrator can manage users, by giving certain
roles to different types of users. He/she also customizes
the look and functionalities on the web site. Backup and
recovery are also the responsibility of the administrator.

• The manager can manage employees and customers, and
customize certain global fields (tax rates, discounts...).
He/she can determine the level of automation and work-
flow for different employees, and is able to make decisive
conclusions regarding orders and invoices. The manager
resolves order revocation requests. The manager can also
use Search and view tool and Reporting tool.

• The employee can create order or invoice when required,
and can edit them when approved by a manager. He/she
can resolve invoice disputes in case he/she is authorized
to. The employee is responsible for creating catalogues
and linking them to orders. He/she can also use Search
and view tool and Reporting tool, and track customers’
payment history.

• The customer can view the catalogue and use it to create
orders. He/she can also edit still unprocessed orders and
require manager attention when items in question surpass-
ing employee authority, or dispute about order/invoice
content. The customer can request an order to be revoked
entirely.

V. PROS AND CONS

This section addresses a discussion of possible cloud so-
lution’s advantages and disadvantages. A great deal of both
positive and negative effects is due to the nature of the cloud
approach, while the solution’s scope and area of application
also provides for some of the possible benefits and shortcom-
ings.

A. Advantages

This section discusses the benefits of the new proposed
model and architecture. The proposed model is capable of

TABLE II
USER GROUPS FOR E-ORDERING AND E-INVOICING SOLUTION.

User Groups Roles
Administrator Designs the Home page

Edits the home page fields
Manages user accounts for managers, employees and
customers
Manages backup and recovery facility

Manager Creates list of employees
Manages customer accounts
Views/analyses reports about incoming orders
Views/analyses status reports for invoices
Edits invoices
Edits global invoice settings
Edits global order settings
Approval of invoices/orders
Revoke invoices
Approve revoking of orders

Employee Creates invoices
Edits common invoice fields
Views status reports for invoices
Contacts slow paying customers
Maintain Catalogues
View orders
Resolve invoice disputes
Revoke invoices

Customer Creates orders
View order status
View/pay invoices
Dispute invoices
Request revoking of orders

utilizing features and characteristics offered as a solution for
each cloud service layer from IaaS to SaaS. This model for e-
Ordering and e-Invoicing system can be hosted onto the cloud
and can use seemingly infinite cloud resources dynamically to
reduce the costs and to provide better performance.

1) Elasticity and Scalability: The underlying infrastructure
in the proposed cloud platform is based on VMs, all sharing
a common resource pool, enabling automated utilization of
more resources in peak times, and less resources (which will
be routed to other VMs hosted in the Cloud) when there is no
more need for them. Such benefits could be enabled through
the use of data clusters, web server load-balancing, etc.

2) Simplicity: Basic services can be provided as individual
services or applications. Those are:

• User access management;
• Orders, Catalogues and Invoices;
• Automated purchase lifecycle; and
• Document export and import.
Above could be provided as a simple web service or an

complete web application on discretionary of the software user.
3) Cost-effectiveness: Management and maintenance of the

e-Ordering and e-Invoicing solution will be a responsibility
of the provider, requiring no technical staff on behalf of the
service consumer different software level agreements:

• Web based solution available for purchase;
• Paying for using the service on periodical bases; and
• Per-transaction fee.
4) Business agility: Software lifecycle is provided in a few

quick steps, such as:
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• Companies and individuals will be able to apply for using
the service;

• Administrator will be able to register new clients in the
roles of managers and employees;

• Manager will be able to register new customers, as well
as grant or revoke special permissions to employees; and

• Revoke order shall also permit requests for nullifying the
contract for using the service.

Authorized users that are assigned with a role of Admin-
istrator will be able to disable clients, i.e. the managers and
employees. A backup and recovery tool enable the users to
download the documents.

5) Resiliency: E-Ordering and e-Invoicing solution is in-
tended to run on several VMs on a specific cloud platform.
A number of cloud platforms are capable of running such a
software.

B. Disadvantages

There is a wide application area of an e-Ordering and
e-Invoicing system, especially when most of the European
countries will support the electronic procurement. Electronic
documents will not just replace the existing orders and in-
voices, but will enable efficient usage in company’s inventory
systems and bookkeeping software, or in realization of the
ERP (Enterprise Resource Planning) at broader sense. Non-
existence of such a solution shall inquire additional initial
effort for its development. On the other hand, the necessity
for interoperability with an existing platform on European or
world level, shall necessarily define the way such a system
should be designed. Although this model for e-Ordering and e-
Invoicing cloud-based solution offers significant benefits both
for business and individuals, its architecture implies additional
effort on resolving following challenges.

1) Service model: In this paper, the accent is mostly on pre-
senting an IaaS solution for e-Ordering and e-Invoicing, while
our future efforts will include PaaS and SaaS counterparts.

2) Interoperability: Realization of the solution in order
to integrate with existing platforms. While the software is
distinctive and provides unique features, it must provide an
interoperability with software from other vendors and/or coun-
tries.

3) Portability: Designing software capable for migration
between platforms and service providers. Solution can be
developed on one platform, but it must enable fast and
streamlined porting on another platform.

4) Security: Implementing security mechanisms and best
practices in order to guarantee data security, integrity, and
confidentiality. Financial data is one of the most sensible data
in today’s world, so great deal of problems may source out
from lack of safety and security measures.

5) Data privacy: Catalogs, orders and especially invoices,
are sensitive data and the customers require access manage-
ment. Different economic operators may not gain access into
one another’s personified data.

6) Law compliance: Validity and legality of electronic doc-
uments, especially invoices must be compliant with governing
laws for both parties’ countries. Since this software is intended
for multinational use, in-compliance to national governing
laws and regulations is not acceptable and may incur further
implications. Additionally, the private data should not leave
the EU countries, regardless if they are paper or electronic.

7) Total Costs: Although cloud solutions are cost-effective,
total costs may incur over-expenditure in case of excessive use.
Software economic model must take into account economic
justifiability for using cloud solution on agreed SLA, and not
simply buying and owning the platform.

VI. DISCUSSION

The cloud virtrual environment behaves different for the
same load in differently time depending on the number of
active VMs on a particular cloud node and the total number
of active VMs in the whole cloud [20]. Ristov et al. [21]
determined that the virtualization in cloud computing degrades
almost 30% of the SOA (Service Oriented Architecture) web
service performance compared to traditional ”bare metal”
web service hosting infrastructure with the same hardware
resources. Lloyd [22] found that the performance decreases
enormously for input / output intensive applications (more than
110% overhead) and decreases lightly (about 10% overhead)
for CPU intensive applications. Windows Azure can achieve
even superlinear speedup (speedup greater than linear speed,
i.e., greater than the number of used threads and CPU cores
while scaling the resources) [23].

Therefore, the real challenge is how to mitigate this rela-
tively huge performance degradation and performance discrep-
ancy. Migrating the existing third generation system architec-
tures on the cloud and thus using the cloud features of scalable
and elastic theoretically unlimited resources can even increase
the cost, rather than to decrease it.

The most common cloud providers, such as Microsoft
(Windows Azure), Google (Compute), or Amazon (EC2) offer
different types of VM instances. Although the prices and
SLAs (Service Level Agreements) are different for each cloud
provider for the same resources, their pricing models have
the common issue, that is, the price increases linearly while
scaling the resources [24], [25], [26]. But many authors show
that the performance is not scaling the same as the resources
(and the price). The maximum speedup (performance) is
limited by Gustafson’s Law [27].

Gusev et al. determined that Multi-VM environment (many
VMs with a single CPU core) provides up to 10 times better
performance compared to the Single-VM environment (one
huge VM allocated with all cores) [28]. Therefore, scaling
the number of VMs (and balancing the load among them)
is the better solution rather than scaling the resources in a
single VM instance. The former solution is more reliable and
available, because the system will continue to work if some
VMs fail. Introducing a resource broker in our solution reduces
the number of active VMs, thus reducing the overall cost of
the solution and making it a green cloud solution.
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VII. CONCLUSION AND FUTURE WORK

E-Ordering and e-Invoicing are the most important parts of
an e-Procurement business process. In this paper, we presented
the design of an IaaS cloud e-Ordering and e-Invoicing model.
The final goal is to efficiently and effectively utilize the cloud
using scalable, elastic and theoretically unlimited computing
and storage resources.

We have realized a new IaaS cloud solution, by identifying
and organizing static and dynamic software modules. Dynamic
modules can activate various virtual machines, forming an
efficient solution.

Future work will be based on experimental research of per-
formance of this solution and compare several other solutions.
Also we plan to develop PaaS and SaaS elastic and scalable
solutions.

Our proposed cloud model focuses only on a part of e-
Procurement, i.e. for e-Ordering and e-Invoicing. We will
continue with our research to propose a comprehend cloud
model for the whole e-Procurement business process.

While proposing cloud model for partial e-Procurement
solution, we are confident that proposed model can be also
beneficial in other application domains, such as asset manage-
ment, content delivery networks, computing, etc.
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A Declarative Approach to Cost Estimation in
Multi-Project Environment

Marcin Relich
University of Zielona Gora,

ul. Licealna 9, 65-216 Zielona Gora, Poland
Email: m.relich@wez.uz.zgora.pl

Abstract—The paper aims to present a cost evaluation for
multi-project environment, taking into account imprecision in
activity duration and cost. Data specification in the form of
discrete α-cuts enables the connection of distinct and impre-
cise data, and the implementation of a constraints satisfaction
problem with the use of constraint programming. Moreover,
using α-cuts, optimistic, pessimistic, and several intermediate
scenarios concerning the project scheduling and cost can be
obtained and considered in terms of different risk levels. Each
scenario can be assessed according to criteria such as time, cost,
and risk level. A declarative form of the description of a multi-
criteria decision problem allows its implementation in constraint
programming languages and facilitates the development of a
decision support system. The proposed methodology can be easily
incorporated into available fuzzy project scheduling software to
provide a better perception of risk that is usually obscured in
the conventional approach.

I. INTRODUCTION

THE traditional approach to project scheduling is the well-
known CPM (Critical Path Method) and PERT (Program

Evaluation and Review Technique). The hypothesis made in
CPM that activity durations are deterministic and known is
rarely satisfied in real life where tasks are often uncertain
and variable [1]. The inherent uncertainty and imprecision
in project scheduling has motivated the proposal of sev-
eral fuzzy set theory based extensions of activity network
scheduling techniques. Among these extensions can be found,
for instance, resource-constrained fuzzy project-scheduling
problem [2], criticality analysis of activity networks with
uncertainty in task duration [3], fuzzy repetitive scheduling
method [4], and fuzzy dependency structure matrix for project
scheduling [5]. Considerable research effort has been recently
focused also on the application of constraint programming
frameworks in the context of project scheduling [6], [7].

The Constraint Programming (CP) environment seems to be
particularly well suited to modelling real-life and day-to-day
decision-making processes at an enterprise. CP is qualitatively
different from the other programming paradigms, in terms
of declarative, object-oriented and concurrent programming.
Compared to these paradigms, constraint programming is
much closer to the ideal of declarative programming: to state
what we want without stating how to achieve it [8]. CP is
an emergent software technology for a declarative Constraints
Satisfaction Problem (CSP) description and can be considered
as a pertinent framework for the development of decision
support system software aims.

Declarative programming languages base on the idea that
programs should be as close as possible to the problem specifi-
cation and domain [9]. In the field of constraint-based schedul-
ing, two strengths emerge: natural and flexible modelling of
scheduling problems as CSP and powerful propagation of tem-
poral and resource constraints. Thus, the scheduling problem
is modelled as CSP at hand in the required real-life detail and
it enables to avoid the classical drawbacks of being forced to
discard degrees of freedom and side constraints. Discarding
degrees of freedom may result in the elimination of interesting
solutions, regardless of the solution method used. Discarding
side constraints gives a simplified problem and solving this
simplified problem may result in impractical solutions for the
original problem [10]. The limitations of imperative languages
provide the motivation to develop a reference model of project
management in an enterprise and to implement it in declarative
languages. The advantage of working with such a model is
that users are driven by the system to produce the required
results, whilst the manner in which the results are produced
is dependent on the preferences of the users [11].

The model formulated in terms of CSP determines a single
knowledge base and it enables effective implementation in
constraint programming languages, as well as the development
of a task-oriented decision support system (DSS) for project
portfolio planning. As a result, the problem specification
is closer to the original problem, obtaining solutions that
are unavailable with imperative programming. Moreover, the
descriptive approach enables the specification of decision
problems according to deductive reasoning (a query about
the results of proposed decisions) and abductive reasoning (a
query about decisions ensuring the expected results).

Cost planning is crucial for the assessment of cash flow
during project implementation. Moreover, an accurate cash
flow is required in conducting project cost-benefit analysis,
the determination of project financing requirements and in per-
forming earned value analysis [12]. Several researchers have
applied different approaches to fuzzy set theory or probability
theory in project flow generation and analysis (e.g. [13], [14],
[15]). However, the main focus in the research concerning
fuzzy project scheduling is principally on the calculation of
early/late start and finish times and the determination of activ-
ity and path criticality, whereas issues related to uncertainty in
cost with the use of a declarative approach have not yet been
comprehensively addressed.
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The goal of this research is to present the use of constraint
programming to fuzzy project scheduling and cost evaluation
in multi-project environment whose durations and costs are in
the imprecise form. The model of project portfolio planning is
specified in terms of fuzzy CSP, using constraint programming
to seek a solution to the problem, and enabling cost analysis
at different α-levels. An α-cut is a crisp set consisting of
elements of fuzzy set A which belong to the fuzzy set at
least to a degree of α. The proposed methodology is relatively
similar to what practitioners are using to generate project cost
and cash flows but is considerably more effective and real-
istic in modelling uncertainty. The proposed DSS for project
portfolio planning allows a decision-maker to obtain a set of
project scenarios and to perform analysis of cost uncertainty
at different α-levels, which appears to be more intuitive than
alternative methodologies that employ other fuzzy techniques.

The remaining sections of this paper are organised as
follows: Section 2 presents a problem formulation in terms of
fuzzy CSP for project portfolio scheduling. A method of fuzzy
project scheduling and cost generation is shown in Section
3. An illustrative example of the approach, which presents
the decision problem specification, is presented in Section 4.
Finally, some concluding remarks are contained in Section 5.

II. FUZZY CONSTRAINT SATISFACTION PROBLEM FOR
PROJECT PORTFOLIO SCHEDULING

The specification of project portfolio scheduling encom-
passes technical parameters, expert’s experiences and user
expectations in the form of a knowledge base, i.e. as a set
of variables, their domains, and a set of relations (constraints)
that restrict and link variables. In this context, it seems natural
to classify some decision problems as CSP. The problem
formulation in terms of CSP enables a simplified description
of actuality, i.e. a description encompasses the assumptions of
object, implementing therein tasks, and a set of routine queries
- the instances of decision problems [6].

In a classical form, the structure of the constraints satisfac-
tion problem may be described as follows [10]: CSP = ((V ,
D), C), where: V - a set of variables, D - a set of discrete
domains of variables, C - a set of constraints. In turn, for
the imprecise description of variables, the Fuzzy Constraints
Satisfaction Problem (FCSP) takes the following form:

FCSP = ((Ṽ , D), C) (1)

where:
• Ṽ = ṽ1, ṽ2, ..., ṽn - a finite set of n fuzzy variables that

are described in the form of fuzzy number (a finite set of
discrete α-cuts);

• D = d1, d2, ..., dn - a set of domains for n fuzzy
variables;

• C = c1, c2, ..., cm - a finite set of m constraints limiting
and linking decision variables.

Given a set of projects P = {P1, P2, ..., PI},
where the project Pi consists of J activities:
Pi = {Ai,1, ..., Ai,j , ..., Ai,J}. The j-th activity of i-th
project is specified as follows: Ai,j = {si,j , zi,j , ti,j , dpi,j},

where
si,j - the starting time of the activity Ai,j , i.e., the time
counted from the beginning of the time horizon H;
zi,j - the completion time of the activity Ai,j ;
ti,j - the duration of the activity Ai,j , si,j < zi,j ;
dpi,j - the financial means allocated to the activity Ai,j .

The project Pi is described as an activity-on-node network,
where nodes represent the activities and the arcs determine the
precedence constraints between activities. According to this,
the precedence constraints are as follows:

• the k-th activity follows the i-th one:

si,j + ti,j ≤ si,k (2)

• the k-th activity follows other activities:

si,j + ti,j ≤ si,k,

si,j+1 + ti,j+1 ≤ si,k,

...,

si,j+n + ti,j+n ≤ si,k (3)

• the k-th activity is followed by other activities:

si,k + ti,k ≤ si,j ,

si,k + ti,k ≤ si,j+1,

...,

si,k + ti,k ≤ si,j+n (4)

CSP can be considered as a knowledge base that is a plat-
form for query formulation as well as for obtaining answers,
and it comprises of facts and rules that are characteristic of
the system’s properties and the relations between its different
parts. As a consequence, a single knowledge base facilitates
the implementation of a decision support system.

The distinction of decision variables that are embedded in
the knowledge base as an input-output variable permits to
formulate the standard routine queries concerning project cost
analysis such as:

• is there a cost scenario at given α-level and constraints
(e.g. project deadline, budget, precedence constraints)?

• is there a cost scenario for a given cost limit, and if
yes, what starting times of project portfolio activities si,j
ensure that the cost allocation dpi,j does not exceed the
cost limit and other constraints?

The method of generation of admissible solutions for the
above-described problem is presented in the next section.

III. METHOD OF FUZZY PROJECT SCHEDULING AND COST
GENERATION

Imprecise variables determined by convex membership
function µ(t) (e.g. a triangular fuzzy number t =< a, b, c >)
can be specified as α-cuts. An α-cut is a crisp set consisting
of elements belong to the fuzzy set at least to a degree of
α (0 < α ≤ 1). An α-cut is a method of defuzzifying a
fuzzy set to a crisp set at desired α-levels that correspond to
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Fig. 1. Addition of fuzzy numbers in terms of discretized α-cuts

Fig. 2. Start and fuzzy completion time of activity

the perceived risk (α=1 meaning no risk, α=0– meaning the
lowest risk, α=0+ meaning the highest risk). Additionally, the
low (α=0–) and high (α=0+) values of every α-cut represent
the optimistic and pessimistic outcomes of that risk level. The
main objective of fuzzy project scheduling is to apply fuzzy
set theory concepts to the scheduling of real world projects
where task duration can be specified as fuzzy numbers instead
of crisp numbers [12].

If in the fuzzy project scheduling algorithm, the start and
completion times are in fuzzy form, then this usually leads
to difficulties with the interpretation, since the fuzzy starting
time of the activity can be greater than the fuzzy completion
time. In the order to avoid this situation, it is assumed that
the starting time of the activity is in a distinct form, whereas
the completion time of the activity can be specified as a
fuzzy number. The fuzzy completion time is the sum of the
activity start with the fuzzy activity duration (see Fig. 1).
It is noteworthy that using the presented methodology, the
intersection of starting and completion time is impossible and
the interpretation is unambiguous.

In order to calculate the required cost per unit of time,
the cost of every activity needs to be divided by its duration.
However, the duration varies for different possibility measures
and for optimistic and pessimistic scenarios. In the absolute
best case (mintα), the activity starts as early as possible
and lasts the minimum duration. In the absolute worst case
(maxtα), the activity starts as late as possible and lasts the
maximum duration. An example of the interval of minimum
(mintα) and maximum (maxtα) duration of the activity at the
respective α-cut is presented in Fig. 2.

Fig. 2 shows an activity with a starting time of <3, 3, 3>,
a duration of <8, 10, 12>, and a completion time of <11,
13, 15>. In this example, the duration intervals at α=0.5 are
mint0.5 = [3, 12] and maxt0.5 = [3, 14] and the activity cost
is distributed in these intervals. In the best case, the activity
begins as early as possible (3rd time unit) and lasts the mini-
mum duration (9 time units), whereas in the worst case, it lasts
the maximum duration (11 time units). Equivalently, minimum
and maximum duration intervals representing optimistic and
pessimistic scenarios for different possibility measures can be

Fig. 3. Network diagram for project P1

Fig. 4. Network diagram for project P2

created for all α-levels (between 0 and 1). Consequently, the
fuzzy start time and completion time mark the temporal start
and completion boundaries of the activity within which the
minimum and maximum duration intervals (mintα, maxtα) are
defined for each α-cut.

The uncertainties of the duration and cost of an activity are
positively correlated, so the minimum (mint0) and maximum
(maxt0) cost distribution per unit of time h of the j-th ac-
tivity at the level α depict the best and the worst scenario
respectively. The presented approach can be expanded for
several α-cuts (e.g. 0.1, 0.2, ..., 1) for mintα and maxtα,
generating activity cost accordingly. A number of scenarios
depend on a number of α-cuts. For instance, if a fuzzy number
is described at 3 α-cuts, then there are 5 scenarios (mint0,
mint0.5, t1, maxt0.5, maxt0). In turn, the use of 5 α-cuts
results in 9 scenarios (mint0, mint0.25, mint0.5, mint0.75,
t1, maxt0.75, maxt0.5, maxt0.25, maxt0). An example of the
use of the presented methodology in constraint programming
environment is presented in the next section.

IV. ILLUSTRATIVE EXAMPLE

The example consists of three subsections: the description
of the project portfolio, the analysis of the first admissible
solution of the fuzzy scheduling problem, and the what-
if analysis (the fuzzy scheduling problem for a given cost
limitation). Both analyses contain the examination of fuzzy
project Gantt charts and fuzzy project cost distribution.

A. Project portfolio description

It is assumed that the time horizon for the project portfolio
(P = {P1, P2, P3}) equals 34 months (H = 0, 1, ..., 34) and
the budget of the project portfolio is fixed at 950 m.u. The
network diagrams of the activities in the project portfolio are
shown in Fig. 3-5.

The duration of some activities (A1,7, A1,10, A2,4, A2,7,
A2,9, A3,4, A3,5, A3,6, A3,7) is specified in the imprecise form.
The sequences of activity duration for the considered projects
can be described as follows: T1 = (2, 1, 1, 6, 2, 2, "about 6",
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Fig. 5. Network diagram for project P3

1, 4, "about 6"), T2 = (2, 2, 1, "about 9", 6, 4, "about 6",
4, "about 4"), T3 = (1, 1, 1, "about 6", "about 6", "about 4",
"about 9"). For instance, the duration of the activity A1,7 is
"about 6", i.e. the activity can be completed within the time
period of 4 to 8 units of time.

B. Fuzzy scheduling and cost distribution: first admissible
solution

Fuzzy project scheduling and cost generation problem can
be reduced to the following questions: is there a portfolio
schedule (and if yes, what are its parameters) that follows
from the given project constraints specified by the activity
duration times, the deadline and budget of project port-
folio? What risk levels are there for the different fuzzy
project cost scenarios? The answer to the questions is con-
nected with the determination of the starting (si,j) and
completion (zi,j) time of project portfolio activities and
the allocation of financial means to the activities by dif-
ferent α-level dpi,j,α. For the considered project portfo-
lio, and a-level equal to 1, the following sequences are
sought: S1 = (s1,1,1, ..., s1,10,1), S2 = (s2,1,1, ..., s2,9,1),
S3 = (s3,1,1, ..., s3,7,1), Z1 = (z1,1,1, ..., z1,10,1),
Z2 = (z2,1,1, ..., z2,9,1), Z3 = (z3,1,1, ..., z3,7,1), Dp1 =
(dp1,1,1, ..., dp1,10,1), Dp2 = (dp2,1,1, ..., dp2,9,1), Dp3 =
(dp3,1,1, ..., dp3,7,1).

Fig. 6 presents the first admissible solution (project portfolio
schedule), in which the sequences of activity starting and
completion time are as follows: S1 = (0, 2, 3, 4, 4, 4, 10,
10, 16, 20), S2 = (0, 2, 4, 5, 5, 14, 18, 18, 24), S3 = (0, 1, 2,
3, 3, 9, 13), Z1 = (2, 3, 4, 10, 6, 6, "about 16", 11, 20, "about
26"), Z2 = (2, 4, 5, "about 14", 11, 18, "about 24", 22, "about
28"), Z3 = (1, 2, 3, "about 9", "about 9", "about 13", "about
22"). The completion time of project P1, P2, P3 equals "about
26", "about 28", and "about 22" months, respectively.

Fig. 7 presents five different cost scenarios for project
portfolio (cumulative cost for project P1, P2, and P3). At
µ=1, the cost (dotted line) is equivalent to that generated from
deterministic analysis. At µ=0.5, there is an optimistic scenario
below and a pessimistic one above (dashed line). In turn at
µ=0, the optimistic and pessimistic cost scenarios (solid line)
have a wider spread indicating a higher degree of uncertainty.
In the best case (mint0), the project portfolio will be completed
in 22 months with the total cost of 632 m.u., whereas in the
worst (maxt0) in 34 months with the total cost of 920 m.u.

The above-presented S-curves are the basis for analyzing
cost scenarios in project portfolio. However, S-curves are
simply an edge of an S-surface that in practice is plotted by

Fig. 6. Project portfolio schedule

Fig. 7. Cumulative cost for project portfolio

connecting S-curves from some possibility levels from 0 to 1
at selected time periods. Fig. 8 shows the project S-surfaces
for the best and worst scenarios. The selection of specific
possibility levels and time intervals determines the size of the
rectangular patches that form the S-surface and consequently
the overall plot quality.

Compared with conventional 2 dimensional S-curves, the S-
surface shows how both uncertainty levels and time affect the

Fig. 8. Optimistic and pessimistic cumulative cost for project portfolio
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Fig. 9. S-surface cross section at 30th time unit

Fig. 10. Cost distribution for project portfolio

project cost. Thus, the surface steepness in terms of possibility
and time provides additional insight about the project cost. At
µ=1, the best and worst S-surface intersect each other. The
presented approach also allows the decision-maker to examine
surface cross section at specific times. Fig. 9 illustrates cross
section at 30th time unit in which the cost variance of the best
and worst case at the possibility level of µ=0 is 632 m.u. and
888 m.u., respectively.

The above-presented examples concern the cumulative cost
for project portfolio. Further detailed analyses can include the
cost distribution in the horizon of project portfolio (Fig. 10), as
well as the analyses in the context of a single project, instead
a set of projects.

Let us assume that the cost distribution should be not greater
than 40 m.u. in each time unit. This constraint is not fulfilled
in the 6th and 11th time units (see Fig. 10). A possibility of
searching solution for the additional constraint in presented in
the next subsection.

C. Fuzzy scheduling for a given cost limitation

Table 1 presents the results of solution seeking for the
different strategies of variable distribution and the two cases:
for a fuzzy number described at 3 and 5 α-cuts, respectively.
The example was implemented in the Oz Mozart programming
environment and tested on an AMD Turion(tm) II Ultra Dual-
Core M600 2.40GHz, RAM 2 GB platform. The results show
that the Naive and Split distribution strategy outperforms the
First-fail ones.

The size of the instance equals 6,000; in turn the number of
solutions equals 700 and 800 at 3 and 5 α-cuts, respectively.
The sequences of activity starting and completion time are as
follows: S1 = (0, 2, 3, 4, 4, 6, 10, 11, 16, 20), S2 = (0, 2, 4, 5,
8, 14, 18, 18, 24), S3 = (0, 1, 2, 3, 3, 9, 9, 13), Z1 = (2, 3, 4,
10, 6, 8, "about 16", 12, 20, "about 26"), Z2 = (2, 4, 5, "about
14", 14, 18, "about 24", 22, "about 28"), Z3 = (1, 2, 3, "about
9", "about 9", "about 13", "about 22"). The first admissible
solution of project portfolio completion for the minimal total
duration of project portfolio is presented in Fig. 11.

Fig. 11. Project portfolio schedule for limited cost distribution

Fig. 12. Limited cost distribution

The re-scheduling implies the reallocation of financial
means in project portfolio that is presented in Fig. 12. It
is noteworthy that the cost distribution fulfils the constraint
(dpi,j ≤ 40 m.u.). Moreover, the cost allocation is more even
than for the case in subsection 4.2 (see Fig. 10). The presented
approach allows the decision-maker to consider a wide range
of further analyses. For instance, a risk level for cost scenario
can be treated as an additional criterion for reducing a set
of admissible solutions. The obtained schedules and cost
scenarios provide a plan for project portfolio execution and
are a basis for further adjustment aimed at fitting to real live
execution.

V. CONCLUSIONS

The activity of a present enterprise comprises turbulent
changes concerning technology, economics, and society [16].
Most projects are executed in the presence of uncertainty and
are difficult to manage, due to comprising of many activities
linked in a complex way. Hence, there is an increase in demand
for new knowledge that enables the solution of problems
encountered during complex project portfolio execution. In this
case, knowledge concerning project management, especially
fuzzy project scheduling, is particularly significant. In the cur-
rent project implementation environment, a pure deterministic
approach for the study of project cost is inadequate.
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TABLE I
COMPARISON OF STRATEGIES FOR VARIABLE DISTRIBUTION

Case Distribution strategy Number of solutions Depth Time [sec]
3 α-cuts Naive 700 25 7.51

3 α-cuts First-fail 700 25 7.93

3 α-cuts Split 700 16 7.57

5 α-cuts Naive 800 25 10.00

5 α-cuts First-fail 800 25 10.80

5 α-cuts Split 800 16 10.41

The proposed approach takes into account several elements,
such as the fuzzy activity cost and duration estimations, project
S-surfaces, and cost distribution analysis. Data specification
in the form of α-cuts enables the generation of a set of
scenarios concerning the project scheduling and cost that can
be assessed according to risk level. Moreover, the use of
discrete α-cuts facilitates the merger of distinct and imprecise
data, and implementation of a constraints satisfaction problem
in the constraint programming environment that solves CSP
with a significant reduction of the amount of search space.
As a result, a task-oriented decision support system has been
effectively developed. This system can support a decision-
maker in obtaining answers to the following questions: is there
a portfolio schedule (and if yes, what are its parameters, e.g.
starting time of activities, risk level), and what starting times
of project portfolio activities can ensure the specified level of
project risk and the required cost allocation?

The limitations of existing commercially available tools
(e.g. lack of possibility for data specification in an imprecise
form, lack of abilities to solve problems defined in the multi-
project environment) was the motivation to develop a design
methodology for task oriented decision support systems aimed
at project portfolio scheduling and fuzzy project cost genera-
tion. In that context, the presented approach can be considered
as a new contribution to project management.

The number of α-levels can be modified according to the
decision-maker’s requirements. As a result, it can assist project
managers to gain deeper insight into the sources and extents
of uncertainty, which may in turn lead to the avoidance of
troubles during project implementation. Also, as the method-
ology is useful in the assessment of financial requirements
during project realization, it may prove practical in evaluat-
ing alternative project proposals during the feasibility stage.
Moreover, it tends to achieve a balance between complexity
of methodology and an intuitive, effective decision support
system that is realistic in modelling uncertainty. Finally, its
application in performing earned value analysis during project
monitoring can also obtain useful results.

The subject of future research includes an extension of
the proposed model to other fields of project management
where the decision problems are semi-structured, such as
project communications management and project team build-
ing. Moreover, further research will be aimed at developing a

decision support system towards real-life verification. Future
research also includes a determination of membership func-
tions of fuzzy numbers by using e.g. fuzzy neural system, and
their description in the discretized α-cuts.
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thematically subscribe to the discipline of software engineer-
ing. The SSD&A area emphasizes the issues relevant to de-
veloping and maintaining software systems that behave reli-
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ROGRAMMING languages are programmers' most ba-
sic tools. With appropriate programming languages one

can drastically reduce the cost of building new applications
as well as maintaining existing ones. In the last decades there
have been many advances in programming languages tech-
nology in traditional programming paradigms  such as func-
tional,  logic,  and  object-oriented  programming,  as  well as
the development of new paradigms such as aspect-oriented
programming. The main driving force was and will be to bet-
ter express programmers' ideas. Therefore, research in pro-
gramming languages is an endless activity and the core of
computer science. New language features, new programming
paradigms,  and  better  compile-time  and  run-time  mecha-
nisms can be foreseen in the future.

P

The aims of this event is to provide a forum for exchange
of ideas and experience in topics concerned with program-
ming languages and systems. Original papers and implemen-
tation reports are invited in all  areas  of programming lan-
guages.
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following:

• Automata theory and applications
• Compiling techniques
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• Knowledge  engineering  languages,  integration  of
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Abstract—In this position paper, we argue in favour of three
points related to document-centric modelling of information
systems: (i) information systems of some organizations may be
understood in terms of documents, actions, actors, and document
flow; (ii) modelling document flow may be a central step in
modelling an information system; and (iii) as an approach to
information system modelling, document flow modelling may be
coupled with the form-based approach to information system
development that is featured in IIS*Case, a model-driven devel-
opment tool, because the form concept is semantically close to
the document concept. With respect to these claims, we formulate
a document-centric and model-driven approach to information
system development, explain its particularities, and present a plan
of activities that should lead to its implementation. By relying
on domain-specific languages, the proposed approach should
allow generation of information systems supporting document
manipulation within a document flow and process mining.

I. INTRODUCTION

DOCUMENTS are central to information systems (ISs).
They may represent a plan of future actions or evidence

of past activities that are relevant to the functioning of an
information system. Therefore, in this position paper, we
argue in favour of three points regarding information system
modelling with respect to documents. First, we argue that some
information systems may be described by specifying instances
of concepts belonging to one of the following categories:
documents, actions regarding document manipulation, actors,
and document flow. Each piece of information that is needed
for the operation of these information systems belongs to an
instance from one of the aforementioned categories. Second,
we argue that modelling document flow may be considered
a central part of information system modelling since it inte-
grates instances from all of the four categories. Furthermore,
specifying document flow is generally platform independent
and detached from the technology specific terminology, which
makes it accessible to business analysts and allows their
involvement with the IS modelling process. Third, we argue
that document flow modelling may be integrated with the
form-based approach to IS development, which is utilized
in the IIS*Case software development tool [1], owing to
the semantic similarity between forms and documents. The

The research presented in this paper was supported by the Ministry of
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integration of the two approaches would provide the means
to develop process-aware information systems (PAISs), which
in turn would also support the use of process mining in
generated instances of ISs. Therefore, in this paper, we present
the rationale behind our claims, as well as sources that are
related to the aforementioned issues. We also elaborate on the
proposed document-centric approach to IS development and
give a plan of activities that should lead to the implementation
of document flow modelling capabilities and process mining
by relying partially on the features of IIS*Case.

The proposed IS development approach, which in addition
to being document-centric is also model-driven, would allow
rapid automatic generation of prototype ISs. However, its
principal advantage over traditional approaches is its suitability
for the development of ISs in organizations whose activities
are tightly related to constant manipulation of high volumes of
official documents. Generated ISs would have built-in features
supporting document tracking within the flow, document flow
analysis, and use of attributes that are typical of documents
(such as references between documents and validity dates).
Furthermore, domain-specific languages (DSLs) have a key
role in the proposed approach, because each step in the mod-
elling process requires creation of a different specification or
model. For that reason, there is a strong need to have separate
DSLs for specifying document structure, modelling document
flow, and defining form types. It is also necessary to define
transformations between these DSLs since specifications of
document structure and flow models need to be integrated
first and then translated to specifications of form types, which
are further used in the generation of IS prototypes. As the
proposed approach combines domain-specific modelling lan-
guages (DSMLs), transformation engines, and generators, it
represents a fine example of Model-Driven Engineering [2].

In the following sections, we argue in favour of the three
claims that are stated herein. In Section II, we illustrate how
capturing document flow may help uncover activities that
are relevant for the functioning of the information system
in an organization. Section III points out how document
flow modelling may serve as a basis for information system
modelling and implementation. In Section IV, ideas from the
two aforementioned sections are evaluated with respect to
the IIS*Case tool, which allows form-based modelling and
development of information systems.
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II. RELEVANCE OF DOCUMENTS AND DOCUMENT FLOW
WITHIN ORGANIZATIONS

According to Briet [3], whose work has significantly in-
fluenced modern perspective on documentation, document is
defined as “any concrete or symbolic indication, preserved or
recorded, for reconstructing or for proving a phenomenon,
whether physical or mental” [4]. Documents, whether they
are paper-based or digital, are essential in any organization.
This relevance may be further observed in the context of
information retrieval, where a document is characterized as “a
unit of retrieval. It might be a paragraph, a section, a chapter,
a Web page, an article, or a whole book.” [5]. Therefore,
by being central to information retrieval, documents are also
central to information systems and, consequently, could serve
as a basic unit in IS modelling.

Although there are records that are required by state regula-
tions, record keeping is primarily needed for purely practical
reasons because information within documents about past,
current, or planned activities is vital to the accomplishment of
the organization’s mission. For instance, in addition to keeping
usual information about employees or finances, functioning
of a faculty requires storing information about its central
activities, such as teaching and research. Such records contain
data about student enrolment, instructor assignment, individual
assessment results, final grades, and many other aspects of
faculty operation. These records are typically organized in the
form of documents that have a precisely defined structure and
life cycle. Furthermore, there are also strict regulations about
who may create, have access, modify, or destroy a document.
We illustrate the stated viewpoint on the example of electing
an instructor for a vacant position at a faculty. The following
description is based on a segment of the actual election process
at the Faculty of Technical Sciences in Novi Sad. The dean of
the faculty may make an official decision about announcing a
call for a vacant position. Such decision represents an official
document that needs to be signed and archived at the faculty.
In the similar manner, the elective council of the department
to which the vacant position is associated needs to make a
decision to appoint committee for applicant evaluation, which
is yet another document. Once these two documents come
into effect, a third document, the decision on the appointment
of the committee members for the evaluation of applicants,
may be created. Next, applicants are required to submit a
set of prescribed documents. Once the application period is
closed, the committee members write a report on the applicants
(another document). After another decision of the department’s
elective council and consent from the faculty’s educational-
scientific council, the dean may make a decision to elect the
candidate that is recommended by the elective committee.
As illustrated, instructor election may be a complex process
involving creation of numerous documents and intervention of
various faculty members and non-faculty personnel. It includes
storing several decisions of faculty bodies (faculty documents)
and candidate applications (also documents). Each relevant
step of the process is marked by an official document.

For each workflow at a faculty or some other organization,
there may be a model that contains: instances of required
documents, description of action flow between these instances,
actors that are involved in the workflow, and specification of
actions regarding document manipulation. From the perspec-
tive of data, such a document-centric model could capture all
the relevant aspects of activities within the modelled system.
Document content determines which data need to be stored in
the information system of an organization, while action flow
indicates how the state of a document may change. Actors
correspond to actual user groups of the information system
while actions define which document data may be manipulated
by which user group. Therefore, the four principal elements of
such model include instances of: documents, actions regarding
documents, actors, and document flow between actions.

The use of documents and document flows within a system
generally requires formalisms for document description. For
instance, according to the Pentaformat model [6], five compo-
nents may be extracted from a document: content, structure,
presentation, behaviour, and metadata. For that reason, it is
necessary to define languages that could be utilized to describe
all of the aforementioned dimensions. These languages could
be further used to model various aspects of organizational
systems and, consequently, ISs, such as communication be-
tween actors and the system where documents are means of
implementing this communication.

The document-centric approach may not be the most con-
venient solution for all types of organization, particularly
not for those where document flows are unstable or where
structured documents are not much used. Nonetheless, in
organizations where documents are explicitly acknowledged,
precisely defined and constantly manipulated, such approach
should be preferred because its main concepts are semantically
closer to actual reality and functioning of those organizations.

III. DEVELOPING INFORMATION SYSTEMS WITH RESPECT
TO DOCUMENT FLOW

In IS modelling, there are many well-tried approaches.
As evidenced by the current popularity of UML (Unified
Modeling Language) [7], BPMN (Business Process Model
and Notation) [8], WS-BPEL (Web Services Business Process
Execution Language) [9], and YAWL (Yet Another Workflow
Language) [10], process and workflow modelling are often
used as means of capturing the essence of the system for
which an IS is built. Modelling document flow is generally
similar to modelling a workflow since the nature of flow varies
little between these modelling scenarios. The main difference
between the two is that, in document flow modelling, an
activity generally results in document creation or modification,
while in workflow modelling a result is not necessarily tied
to any document. If the main focus of understanding an orga-
nization and its activities is set on understanding manipulated
official documents, which in many organizations represent
the only relevant records, then it may be possible to reduce
workflow modelling as a basis of IS modelling to document
flow modelling. An added benefit of this approach would
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be the possibility to employ best practices from workflow
modelling, such as workflow patterns [11], [12], [13]. In the
rest of this section, we elaborate on the proposed approach.

Documents represent the only version of truth. If a piece of
information may not be found within the archived documents,
then it is considered to be missing or unavailable. All of the
official actions within an organization should be based on
information that may be found within the documents. A system
is not understood in terms of various modelled entities, which
is typical for many traditional IS development approaches, but
solely as an environment in which documents are circulating
along the predefined paths. In many instances there is little
practical difference between entity models and documents
(document types). For example, at a faculty, information about
individual students or staff members may be contained within
personal dossiers. However, the key difference between the
proposed and the traditional approaches is in the view of
an organization since the proposed approach is based on a
paradigm that is document-centred. Such paradigm implies
that arbitrary entity types are substituted by documents and all
of their particularities. Therefore, modelling document flow in
terms of the four concepts mentioned in the previous section
(document, action, actor, and flow) could prove to be a feasible
approach for IS development. Nevertheless, in the context of
both IS modelling and implementation, additional information
about these four concepts needs to be specified.

For each document, there should be a complete specification
of its structure and dependencies (relations to other docu-
ments). The document concept denotes all document instances
that conform to a shared specification. A document may
be divided into sections and these further decomposed into
subsections and fields. A section should feature a name. For
each field, there should be a name, data type, and indication
whether it is mandatory to be filled in.

There are various constraints that are generally related to
document instances. Temporal aspects of a document instance
may be relevant in certain cases, e.g., employment period
is typically specified in employment contracts for faculty
staff members. Therefore, a document instance should feature
optional information regarding its validity period: a date when
it comes into effect and expiry date. There are some documents
that should have only one active (valid) instance. Such cases
should be explicitly specified for each document. In this
manner, the satisfaction of the aforementioned constraints
could be automatically checked. Moreover, the case when a
document is expected to be signed (verified) by a group of
authorized persons may also be explicitly indicated in the
document specification.

Relations between documents (or their parts) should be
explicitly defined for three principal reasons: (i) to avoid
information redundancies; (ii) to support detection of inconsis-
tencies in the model; and (iii) to support analysis of document
flows and, consequently, of workflows in the organization.

These relations may belong to one of the two types: (i)
referring relations, where a relation only marks other document
(or its part) that is semantically relevant for the current

document but whose contents are not included in the current
document, similarly to the notion of a hyperlink in a web page;
and (ii) inclusive relations, where a relation also indicates
insertion of selected contents from other document into the
current document.

In document flow, each step in the life cycle of a document
represents a different document state. Each state is described
by a set of actions that associated actors need to perform
on a document instance or set of its parts so the instance
could advance to the next state in the flow. A document
flow is not restricted to a single document, as it should
enclose all documents that are relevant to a well-defined
procedure within an organization. Allowed actions include
creation, reading, modification, signing, copying, and removal.
An action may refer to a whole document or a set of its
parts, with the exceptions of creation and removal, which
may refer only to whole documents. Similarly to other flow
modelling languages, there should be support for at least
the following relations between states: sequences, parallelism,
loops, exceptions, and cancelation. A single state may have
multiple preceding or multiple succeeding states. Conditions
for state transitions should include relational and logical opera-
tors, while satisfaction of these conditions would allow actions
in one or more succeeding states depending on the actual
relation between the current and the succeeding states. Each
flow has at least one initial and at least one final state. Starting
from an initial state in the flow, a final state may be reached
by satisfying conditions for intermediary states that connect
the initial and final state. Two flows may be associated by
connecting a final state of the preceding flow to an initial state
of the succeeding flow using one of the aforementioned state
relations. In this manner, long flows may be decomposed and
the complexity of flow models significantly reduced. Initial
and final states are further classified as: (i) independent, which
cannot be associated to any state from other flows; or (ii)
dependent, which have to be related to a state in another flow.

As opposed to decomposition, it should be also possible to
automatically form a complete model of document flows that
features each individual flow, whether it is related to other
flows or not. Such universal model could indicate all of the
actions that initiate different workflows in an organization,
as specified by independent initial states. Moreover, it could
provide analysts with a valuable perspective on all document-
related processes within an organization.

Documents and actors are also related through actor per-
missions regarding document manipulation. The permission
concept is derived from the basic concepts, which are pre-
sented in Section II. Each actor permission refers to a selected
document state, action and actor. An actor permission applies
to all of the subsequent states of that document inside its flow.
In the case of conflicting actor permissions for a single state,
precedence is given to the permission whose assignment is
closest to the state, starting from the state in conflict and going
upwards in the document flow. As in the case of actions, actor
permissions refer to document creation, reading, modification,
signing, copying, and removal. Each type of permission may
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be granted or denied. If there is no explicit declaration of actor
permission for a document in some state, then such permission
is considered to be denied. Furthermore, permissions regarding
reading, modification, signing, and copying, may also refer to
individual document parts.

The proposed approach is model-driven because the in-
formation that is necessary for generation of IS prototypes
may be found within the models of document flow and the
transformed flow information could be used as an input to
the process of form-based IS development in IIS*Case or
some other tool. Moreover, the application of the approach
should result in generation of a PAIS, i.e., “a software system
that manages and executes operational processes involving
people, applications, and/or information sources on the basis of
process models” [14]. Generated ISs should allow their users
to work in terms of document flow by featuring automatized
notification for new work tasks that are related to manipulation
of a single document. These tasks would correspond to states
in flow models and, in a single document flow, an IS user
should be able to perform only actions that are associated
to the current state in the flow. However, another idea worth
considering is the implementation of an option to bypass a part
of a regular procedure because every model is a simplification
of the real process and does not encompass all process
instances that may occur in an organization. Automatic storing
of information about all performed user actions (document
manipulation according to some document state) would allow
process mining, i.e., analysis of document flows in terms of
time, actors, and actual vs. expected paths of documents in the
organization (flow-to-model and model-to-flow conformance).

IV. INTEGRATING DOCUMENT-CENTRIC IS DEVELOPMENT
INTO IIS*CASE

The document-centric view of a system, as expressed in
the previous section, shares some of its main points with the
approach to IS generation that is used in IIS*Case. In this
section, we elaborate on how concepts such as document,
action, actor, and document flow may be merged with the
standard concepts of IIS*Case.

IIS*Case is a software tool for IS development that has been
constantly extended and updated over the past 20 years [1]. It
relies on the form concept as the basic unit in the development
of database schemata [15], [16] and ISs [17]. Such form [18],
[19] is actually a screen form in an application that is used to
enter, view, modify, or remove data about an entity which may
be recorded in an IS. It generally corresponds to a business
document that is used in the organization supported by the IS.
Form specification is fully detached from the technology that is
used in IS implementation, which could facilitate integration of
the two approaches. All of this indicates that the form concept
may be employed in the proposed document-centric approach
since form specification generally covers description of the
corresponding document’s structure. Furthermore, document
flow, which may encompass several documents, could be
mapped to the application system concept, which is primarily
used to group form types in IIS*Case.

Using IIS*Case, it is possible to generate program code of
an IS by specifying forms (form models) and then running
a transformation process. The concepts that may be used
to create these platform independent models (PIMs) of an
IS are formally presented in a meta-model [20] which was
specified using the EMF Ecore [21] version of MOF [22].
For form-based IS design, IIS*CDesLang [23], a textual DSL,
was specified by an attribute grammar using the VisualLisa
programming environment [24]. For the similar purpose, an-
other textual DSL is being developed by directly using the
meta-model of IS concepts to generate concrete syntax of the
language. In the integration of the two approaches, these two
DSLs could serve as target languages in the translation of
document specifications. This would require construction of
a new DSL for creating document descriptions that are in
accordance with the guidelines from the previous section. In
case the new document specification DSL is derived from a
meta-model, one of the available QVT [25] implementations
could be used to map the concepts of this new DSL to the IS
concepts in IIS*Case. Another possibility that also deserves
consideration is the direct use of the two IS design DSLs
instead of a more document-centric specification language.

On the other hand, some concepts from the proposed
document-centric approach do not have a match in IIS*Case.
In the latest version of IIS*Case, there is no explicit notion
of document flow. Therefore, a DSML should be devised for
this purpose and combined with the document specification
DSL. Since document flow is modelled by human experts, a
graphical language would be the most convenient solution.
The main reason for this decision may be found in the
results of an empirical study that compared understanding of
business process descriptions with respect to the used type
of notation [26] because the authors concluded that business
analysts benefited from reading a graphical model. Regarding
the semantics, the new language could be formally based on
Petri Nets [27] or a graphical variant of π-calculus [28], as
both have been extensively used to model various types of
processes. Whatever the formal foundation of the language,
document flow modelling would become a central part of
the IS development process in IIS*Case. It would shift focus
from data entry and grant a more prominent role to processes
within the organization, which has been a general trend in IS
development in recent years.

Furthermore, there is a need to introduce actors (users) and
actions/permissions regarding document use. Actors and their
permissions would have to be explicitly specified, possibly
within the new document flow language or the document
specification language. These concepts would be tightly related
to forms in the generated application: actors would correspond
to application users, while actor permissions would correspond
to data manipulation privileges within the application. As a
result, both the meta-model and IIS*CDesLang would need to
be updated with these new concepts.

In IS development, explicit acknowledgement of processes
within an organization, has many far reaching implications. In
the latest generation of process-aware ISs, process mining [29]
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allows advanced analysis of processes within an organiza-
tion and, consequently, their improvement. In the proposed
document-centric approach, similar benefits could be obtained
by making ISs that are generated using IIS*Case process-
aware. In order to support process mining, key events (actions)
in the generated ISs need to be recorded in special logs. In
this context, an event designates a transition of a document
to some of the modelled states. For each event, there should
be information about the corresponding document instance,
reached document state, actor whose action triggered that
transition, and timestamp. Such event logs could serve as input
to various types of process-related analyses.

Support for analysing explicitly modelled document flows
could be automatically added to ISs during the generation
process in IIS*Case. One component of each generated IS
should be focused on process mining and support viewing
of document flow models and recorded events. Out of the
typical process mining scenarios [30], application support
should be added for the following two: (i) conformance,
in which recorded document flows are compared to those
expected according to flow models; and (ii) extension, in
which flow models are enhanced with concrete information
about flow path coverage, load distribution between actors,
and temporal aspects of flow. The conformance check would
help analysts identify how exactly a procedure deviates from
the plan (model), i.e., which recorded events are not expected
since the action sequence that they are part of is not supported
by the corresponding flow model. A closer inspection of such
events could uncover periods when these deviations most often
occur and indicate which actors are responsible. On the other
hand, the extension could provide an analyst with valuable
information on which path segments require the longest time to
complete or which actors are disproportionately burdened by
workload. Such insight could help reduce delays in workflows
or achieve better load balancing.

The form-based approach to IS development in IIS*Case
may serve as foundation for the proposed document centric
approach. However, as previously mentioned, there are several
key activities that should be performed in the integration
of these two approaches: (i) a DSL for document structure
specification needs to be constructed, together with adding
support for translation of document specifications to programs
written in IIS*CDesLang or the DSL for IS design that is being
developed from the meta-model of the IIS*Case PIM concepts;
(ii) a graphical DSML for document flow modelling needs to
be constructed and coupled with the document specification
language; (iii) notions of actor and action/permission need to
be introduced into IIS*Case; (iv) ISs that are generated by
IIS*Case need to be also process-aware; and (v) ISs that are
generated by IIS*Case need to feature a set of typical process
mining capabilities related to conformance and extension. The
details on the implementation of process mining support within
IIS*Case also need to be specified in our future research. Once
all of the aforementioned activities are completed, a detailed
evaluation of the proposed approach could be made, together
with a comparison to other approaches to IS development.

V. RELATED WORK

The importance of the data perspective in process modelling
has increased recently, as evidenced by the growing number
of data-oriented approaches to workflow and process mod-
elling [31], which also include document-based approaches.

In [32], the authors propose an XML Document Centric
Workflow Management System (XDoc-WFMS), which sup-
ports embedding document flows within organization work-
flows, document access control, and agents handling various
tasks within the system. Although XDoC-WFMS and the ap-
proach proposed herein share similar goals and concepts, there
are three key differences. First, XDoc-WFMS uses the XML
format to store documents, whereas we do not restrict our
approach to a single document storage format — documents
are going to be stored in a database automatically designed
in the system generation process within the IIS*Case tool,
which may include different types of databases. Second, as
opposed to our approach, XDoc-WFMS does not acknowledge
the need for process mining, which may be understandable
given the period when the approach was conceived. Third,
the main objectives of the two approaches do not completely
coincide. Whereas XDoc-WFMS should be considered only a
part of a larger system in which document processing should
be integrated with other business activities, our approach is
aimed at the development of information systems for organi-
zations where every activity has to be formally documented.
XFlow [33] represents another example of a document-centric
workflow framework that revolves around agents and XML
documents. In addition to this, it heavily relies on XML-related
technologies such as XSLT, XPath, XForms, and SVG.

In [34], the authors present a document-driven workflow
system not focused on the control flow perspective. Unlike the
previous two XML-based approaches, this one is implemented
using a relational database management system (RDBMS) and
database triggers, which are used in the enactment of the
workflow system. Although such approach may be suitable
for ad hoc workflows, which lie between the well-structured
workflows and less-structured cooperation systems, processes
cannot be visualised because there is no predefined control
flow, which in turn narrows down the environments where
this approach may be used. For these reasons, we may adopt
only some of the ideas exhibited in that approach.

VI. CONCLUSION

In this position paper, we outline some of our ideas on
IS modelling and development with respect to the role of
documents in organizations. We argue that understanding
documents, their flows, and performed actions of actors in
an organization may serve as a basis for IS development.
The proposed document-centric and model-driven approach,
which includes explicit modelling of document flows and
document structure specification, could be a step preceding
IS generation. On the other hand, the approach to IS devel-
opment in IIS*Case, which revolves around specifying forms
for data manipulation and generating executable code using
these specifications, could be used in the later phase of IS
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development. Based on the comparison of concepts from
the two approaches, it appears that these approaches could
be integrated owing to the similarity of the form concept
to the document concept. Document specification and flow
modelling would represent the first phase in IS development,
while the form-based approach, after a series of intermediate
transformations, would provide generation of an IS. Each step
in this development process would include using one of the
custom DSLs to create necessary specifications. In the context
of integrating the two approaches, primary research activities
are identified in this paper. Because the unified approach would
acknowledge organization processes in the form of document
flows, it could be also classified as process-based. The idea
to make generated ISs process-aware and add “out-of-box”
support for process mining is motivated by the latest trends in
IS development that are gaining commercial recognition.

In the proposed approach, there are certain issues whose
resolution is a part of future research efforts. These include: (i)
finding a way to support changes in document structure or flow
without the need to fully replace the previous version of IS
(change patterns [35] could be a starting point); and (ii) extend
the approach to support the idea of “a paperless office” where
documents are (almost) exclusively stored and manipulated in
their digital form. After adding new concepts and document
flow modelling capabilities to IIS*Case, the unified approach
could be more thoroughly evaluated and compared to other
IS development approaches. This addition to IIS*Case could
also serve as a basis for automatic generation of SOA (service-
oriented architecture) system specifications and more thorough
analysis of the modelled system. Moreover, the application of
the proposed approach could improve understanding between
the two key groups of people involved with IS development –
business users who state requirements and actual system users
on one hand, and analysts and IS designers on the other.
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