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Abstract—The paper compares two formulations of dynamic
power management in energy-aware computer networks. In the
first approach the only criterion is energy consumption, in the
second there is an additional one - the quality of service. It is
shown, that the second approach is appropriate when the routing
problem with fixed demands is inadmissible. Fortunately, by some
optimization modeling transformations it still allows for using the
same standard mixed integer solvers as the first approach.

I. INTRODUCTION

M
ETHODS for increasing energy efficiency of computer

networks gained much attention last years. The reason

is, that we are witnessing a rise of energy costs, customer

increase, more on-demand services using cloud architectures,

mobile Internet, a diffusion of broadband access and a growing

number of services offered by Internet service providers. The

growth of the energy consumption by network infrastructure

may be well illustrated by the overall energy requirements of

European Internet operators: in 2005 they needed 14 TWh, in

2010 - 21 TWh, and the forecast for 2020 is 36 TWh [1].

At the same time the capacity surplus becomes a standard

in almost all networks. Consequently, so-called green network

technologies are quickly becoming a high-priority issue for

the Internet [1], [2].

In the European Union an additional motivation is 2020

Energy Strategy, which, among other goals, assumes achieving

by 2020 a 20% improvement in energy efficiency [3].

Efforts to reduce power consumption in telecommunication

networks follow in two mutually related directions – design

of a more efficient equipment and development of energy-

aware network control strategies and protocols. Initial efforts

were aimed at assessment of energy characteristics of network

equipment and building elementary models [4]. Upon this

knowledge some local, i.e., concerning single device, strategies

were built – see e.g., [5].

However, it is possible to save even more energy by

employing network-wide solutions.

The paper [6] presented a model of energy-aware router, an

architecture of a control framework and various formulations

of a network-wide energy saving optimization problem. They

start from the exact mixed integer linear programming (MILP)

formulation, which is aimed at solving the problem of a

minimum energy routing. The objective is the minimization of

the total power utilized by network components while ensuring

end-to-end Quality of Service (QoS). The basic link-node

formulation (LNb) is a network management problem with

binary decision variables describing full routing in a network

and corresponding energy state assignments to all routers, line

cards and communication ports. A more advanced version may

be proposed, in which some parts of the network can be shifted

to low energy mode as a result of the optimization algorithms,

where both paths and flow rates are decision variables. It will

exploit the fact, that Internet traffic used to be elastic in a large

part, which means, that a quality of service is little aggravated

by small deviations from assumed flow rate.

In this paper first a model with fixed flow rates inspired by

the paper [6] will be shortly presented and assessed. Then,

an improved version of it with flexible rates - in the authors’

opinion much more practical - will be proposed and discussed.

II. A MODEL WITH GIVEN DEMANDS

A hierarchical network model proposed in [6] considers

every single communication port p ∈ {1, . . . , P} of every

line card of a router r ∈ {1, . . . , R}. In our paper, for

simplification, we do not consider individual cards of the

router, because they do not bring anything into the model

except additional summations.

Directed links connecting pairs of ports are denoted by

l ∈ {1, . . . , L}; any network component can operate in
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k ∈ {1, . . . ,K} energy states, but two ports connected by

a link are in the same state. A demand d ∈ {1, . . . , D} is

characterized by its source sd and the destination td node

(router) and the volume Vd.

The topology of the physical network is described by four

matrices of binary indicators: gpr, alp, blp, which indicate,

whether, respectively: port p belongs to the router r, link l
is incoming to the port p and link l is outgoing from the port

p. If l is a link outgoing from the port p, the link l̃ denotes its

partner link in the edge going in the opposite direction, that

is:

blp = 1 ⇐⇒ al̃p = 1 (1)

We assume that the numbers l, l̃ have different parities (e.g.,

they are consecutive numbers). The decision variables are

two vectors of binary indicators xp, zr - whether the port p
or router r is used for data transmission and two incidence

matrices with elements: ylk - whether the link l is in the state

k and udl - whether the demand d uses the link l.
The full optimization problem is as follows:

min
xp,ylk,zr,udl

p∈1,P ,l∈1,L,

k∈1,K,r∈1,R,

d∈1,D



FLNb =

L−1
∑

l=1,3,5,...

K
∑

k=1

ξlkylk+

+
P
∑

p=1

Wpxp +
R
∑

r=1

Trzr

]

(2)

subject to the constraints:

∀d=1,...,D,
p=1,...,P

L
∑

l=1

alpudl ≤ xp (3)

∀d=1,...,D,
p=1,...,P

L
∑

l=1

blpudl ≤ xp (4)

∀r=1,...,R,
p=1,...,P

gprxp ≤ zr (5)

∀l=1,...,L

K
∑

k=1

ylk ≤ 1 (6)

∀d=1,...,D,
r=1,...,R

P
∑

p=1

L
∑

l=1

gpralpudl −
P
∑

p=1

L
∑

l=1

gprblpudl =

=







−1 r = sd
1 r = td
0 otherwise

(7)

D
∑

d=1

Vdudl ≤

K
∑

k=1

Mlkylk, l = 1, 3, . . . , L− 1 (8)

D
∑

d=1

Vdudl ≤
K
∑

k=1

Ml̃kyl̃k, l = 2, 4, . . . , L (9)

xp, zr ∈ {0, 1} p ∈ 1, P , r ∈ 1, R, (10)

ylk, udl ∈ {0, 1} l ∈ 1, L, k ∈ 1,K, d ∈ 1, D (11)

where Mlk and ξlk are, respectively, the capacity and the

power consumption of the edge comprising links l, l̃ in the

state k, and Wp and Tr are power cost coefficients of the port

p and the router r.

As in the paper [6] constraints (3)-(5) determine the number

of ports and routers that are used for data transmission. The

conditions (6) assure, that each edge can be in one energy-

aware state. The constraints (7) are formulated according to

1st Kirchhoff’s law applied to source, destination and transit

nodes, and finally, the constraints (8),(9) assure, that the flow

will not exceed the capacity of a given edge.

Any MILP algorithm can be used to solve (2)-(11) problem.

Popular solvers such as CPLEX and Gurobi may be applied.

III. SHORTCOMINGS OF THE LNb MODEL AND

POSSIBILITIES TO OVERCOME THEM

In the LNb model (2)-(11) the issue of determining the flow

demand matrix, which is crucial for implementing the control

system, is not addressed. The simplest approach is to measure

the actual flow rates carried by the network (averaged over a

selected timescale), and adopt it as optimization constraints.

Then, this model can help to answer the question whether

it is possible and worthwhile to temporarily reduce network

capacity and maybe also reroute some paths in order to save

some energy without sacrificing the QoS, that is maintaining

the current values of the flow rates. It should work especially

in the case, when the network is underutilized.

Shortcomings of the method may manifest themselves

however in more complex scenarios, when the controlled

network, or at least a part of it, works on its capacity limit.

The measured traffic is no longer a good estimate of the

demanded bandwidth, because flows are already truncated by

the network. The demand matrix must be provided in some

other way, e.g., by predictive model or educated guess.

It is then crucial, that demands, coupled through link

capacity constraints, do not exceed the bandwidth offered by

the network in any spot, which can be hard to assure in

nontrivial network topologies. Otherwise, a feasible solution

will not exist.

In such cases, a modified approach can be proposed, in

which flow rates are represented by variables rather than

constants. It exploits the fact, that Internet traffic used to be

elastic in a large part, which means, that the QoS is only a

little aggravated by small deviations from the assumed flow

rate. The combined routing and rate control problem has to

be solved, which leads to the solution feasible in terms of

the formulated model, even when the traffic demand is greater

than the capacity offered by the network.

Moreover, in some cases a minor reduction of flow rates,

which is accepted by the comprehensive model taking into

account the elasticity of a demand, may allow to accommodate
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the traffic in a smaller number of links, thus allowing for

further great reduction of power consumption.

IV. A GENERALIZATION – TWO-CRITERIA ROUTING

PROBLEM

The most important modification of the LNb model consists

in relaxing flow rates - from now on they are variables denoted

by vd. In a consequence, the objective function FLNb (2)

has to be augmented with a QoS related criterion Qd, which

represents a penalty for not achieving the assumed flow rate

Vd by the flow d. Qd(vd) is a convex and continuous function,

decreasing on interval [0, Vd]. It is reaching minimum (zero)

at Vd, the point in which user expectations are fully satisfied.

The convexity of Qd(vd) is associated with the conviction, that

small deviations from the nominal throughput ∆ = Vd − vd
are neglected by network users, while large deviations are

noticed and should be avoided. Moreover, since Qd(vd) is

monotonically decreasing, it assures that the slope of the curve

becomes steeper, as the rate vd approaches zero.

A two criteria - i.e., reflecting energy costs and QoS - mixed

integer network problem of simultaneous optimal bandwidth

allocation and routing may be formulated in the following way:

min
xp,ylk,zr,udl,vd,

p∈1,P ,l∈1,L,k∈1,K

r∈1,R,d∈1,D

{

F2C = αFLNb + (1− α)

D
∑

d=1

Qd(vd) =

= α





L−1
∑

l=1,3,5,...

K
∑

k=1

ξlkylk +

P
∑

p=1

Wpxp +

R
∑

r=1

Trzr



+

+(1− α)

D
∑

d=1

Qd(vd)

}

(12)

subject to constraints (3)-(7), (10)-(11) from LNb and

D
∑

d=1

vdudl ≤
K
∑

k=1

Mlkylk, l = 1, 3, . . . , L− 1 (13)

D
∑

d=1

vdudl ≤
K
∑

k=1

Ml̃kyl̃k, l = 2, 4, . . . , L (14)

0 ≤ vd ≤ Vd, d ∈ 1, D (15)

The parameter α ∈ [0, 1] is a scalarizing weight coefficient,

which can be altered to emphasize any of the objectives.

Such a problem in the particular case when α = 0, i.e.,

without the energy components, was first addressed by Jaskóła

and Malinowski [7] and independently by Wang et al. [8]. A

decomposed algorithm to solve it was proposed by Karbowski

[9].

A two-criteria optimal routing and bandwidth allocation

problem, taking into account the energy component, for a

completely different network and cost model than that of

Section II was presented in [10].

In general, the formulation (12)-(15), (3)-(7), (10)-(11) has

some drawbacks: it defines a mixed-integer nonlinear pro-

gramming problem with nonconvex, bilinear link capacity con-

straints (13),(14). At present the leading solvers - e.g., CPLEX,

Gurobi - can solve efficiently convex quadratic mixed-integer

quadratically constrained problems MIQCP, with positive

semidefinite matrices of constraints quadratic forms, which is

not the case of (13),(14) constraints. The general nonlinear,

mixed-integer, nonconvex solvers are very slow.

Fortunately, the problem (12)-(15), (3)-(7), (10)-(11) can be

quite easily transformed to the form accepted by fast mixed-

integer solvers, what we describe below. The reformulation

of nonlinear network problems to the input format of stan-

dard MILP or MIQP solvers seems to be a very promissing

approach nowadays [11].

V. ELIMINATION OF THE NONLINEARITY FROM

CONSTRAINTS

From the QoS components of the objective function

F2C (12) it is usually expected, that they assure so-called

proportional-fairness of the allocations of the bandwidth, when

the network is subject to a congestion [12]. Quadratic functions

may be used to achieve it [13] (unfortunately, linear - not), so

the objective function F2C can be quadratic and convex.

The only problem that still remains to solve is nonconvex

nonlinearity of the constraints (13), (14). It can be eliminated

by a transformation proposed in [14].

It consists in the introduction of auxiliary variables wdl =
vdudl, d ∈ 1, D, l ∈ 1, L (denoting the part of a traffic rate

in the link l assigned to the flow d) and the substitution of

these inequalities with subsequent set of linear inequalities:

∀l=1,3,...,L−1

D
∑

d=1

wdl ≤
K
∑

k=1

Mlkylk (16)

∀l=2,4,...,L

D
∑

d=1

wdl ≤
K
∑

k=1

Ml̃kyl̃k (17)

∀d=1,...,D,
l=1,...,L

wdl ≤ Vdudl (18)

∀d=1,...,D,
l=1,...,L

wdl ≤ vd (19)

∀d=1,...,D,
l=1,...,L

wdl ≥ vd − Vd(1− udl) (20)

∀d=1,...,D,
l=1,...,L

wdl ≥ 0 (21)

VI. THE FINAL FORMULATION OF THE PROBLEM

Summing up, the final formulation of our two criteria

energy-aware integrated routing and flow control problem is

as follows:

min
xp,ylk,zr,udl,vd,wdl

p∈1,P ,l∈1,L,k∈1,K

r∈1,R,d∈1,D

{

F2C = αFLNb + (1− α)
D
∑

d=1

Qd(vd) =
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= α





L−1
∑

l=1,3,5,...

K
∑

k=1

ξlkylk +
P
∑

p=1

Wpxp +
R
∑

r=1

Trzr



+

+(1− α)

D
∑

d=1

Qd(vd)

}

(22)

subject to the constraints:

∀d=1,...,D,
p=1,...,P

L
∑

l=1

alpudl ≤ xp (23)

∀d=1,...,D,
p=1,...,P

L
∑

l=1

blpudl ≤ xp (24)

∀r=1,...,R,
p=1,...,P

gprxp ≤ zr, (25)

∀l=1,...,L

K
∑

k=1

ylk ≤ 1 (26)

∀d=1,...,D,
r=1,...,R

P
∑

p=1

gpr

L
∑

l=1

(alp − blp)udl =







−1 r = sd
1 r = td
0 otherwise

(27)

D
∑

d=1

wdl ≤

K
∑

k=1

Mlkylk, l = 1, 3, . . . , L− 1 (28)

D
∑

d=1

wdl ≤

K
∑

k=1

Ml̃kyl̃k, l = 2, 4, . . . , L (29)

∀d=1,...,D,
l=1,...,L

wdl ≤ Vdudl (30)

∀d=1,...,D, wdl ≤ vd (31)

∀d=1,...,D,
l=1,...,L

wdl ≥ vd − Vd(1− udl) (32)

∀d=1,...,D,
l=1,...,L

wdl ≥ 0 (33)

∀d=1,...,D 0 ≤ vd ≤ Vd (34)

xp, zr ∈ {0, 1} p ∈ 1, P , r ∈ 1, R, (35)

ylk, udl ∈ {0, 1} l ∈ 1, L, k ∈ 1,K, d ∈ 1, D (36)

When QoS components Qd(vd) are quadratic and convex,

the obtained mixed-integer quadratic problem can be solved

by effective MILP/MIQP solvers, such as CPLEX, Gurobi.

Fig. 1. Test network

VII. NUMERICAL EVALUATION

The problem (22)- (36) was formulated, implemented and

solved with the help of the CPLEX solver for the test network

presented in Fig. 1, with: R = 7, L = 20, P = 20. Every

edge between two routers had two unidirectional links. We

performed the experiments for three demands (D = 3) : 1 →
7, 1 → 7, 5 → 6. It was possible for each link to operate in

five energy-aware states (K = 5). As their (penalty for not

achieving) QoS functions we took [7]:

Qd(vd) =
1

2
V 2

d − vd · (Vd − vd/2) (37)

The throughput of a given link l ∈ 1, L and the power

consumption in energy-aware state k ∈ 1,K were as fol-

lows: (Ml1 = 20, ξl1 = 15), (Ml2 = 40, ξl2 = 30),

(Ml3 = 60, ξl3 = 40), (Ml4 = 80, ξl4 = 60), (Ml5 = 100,

ξl5 = 75). As the power cost coefficients we took for

ports W1 = W2 = . . . = W20 = 30 and for routers

T1 = T2 = . . . = T7 = 300. The maximum demand

volumes were: V1 = 100, V2 = 50, V3 = 150. The scalarizing

coefficient was taken α = 1

2
.

From calculations we got the following optimal paths:

d = 1, 2 : 1 → 6 → 7; d = 3 : 5 → 3 → 7 → 6 and

the objective function F2C = 1957.499221. It means, that

only routers 1, 3, 5, 6, 7 were used and the links and ports

connecting them, that is, the rest of the network was in the

sleeping mode. The obtained optimal transmission rates were:

v̂1 = 75, v̂2 = 25, v̂3 = 100. All the used links worked at the

highest energy levels.

VIII. CONCLUSIONS

We modified the dynamic power management of energy-

aware computer networks model presented in [6] to capture

these situations, when the users’ demands are so high, that

there is no admissible solution of the problem LNb (2)-(11).

We suggest to use then a two-criteria model with flow rates

as additional decision variables. When the QoS functions are

quadratic and convex, it is possible to reformulate the problem

in such a way, that the same standard solvers, e.g., CPLEX or

Gurobi, can be used to find the solution. The resulting mixed-

integer programming problem has more variables, but the new

are only real, not binary, what should not influence too much

the time of calculations.
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The performed numerical test confirmed the appropriateness

of the formulation.
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