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Abstract—The phase separation processes are typically modeled by well known Cahn-Hilliard equation with obstacle potential. Solving these equations correspond to a nonsmooth and nonlinear optimization problem. Recently a globally convergent Newton Schur method was proposed for the non-linear Schur complement corresponding to this $2 \times 2$ non-linear system. The proposed method is similar to an inexact active set method in the sense that the active sets are first identified by solving a quadratic obstacle problem corresponding to the $(1,1)$ block of the $2 \times 2$ system, and later solving a reduced linear system by annihilating the rows and columns corresponding to identified active sets. For solving the quadratic obstacle problem, various optimal multigrid like methods have been proposed. However solving the reduced system remains a major bottleneck. In this paper, we explore an effective preconditioner for the reduced linear system that allows solving large scale optimization problem corresponding to Cahn-Hilliard and to possibly similar models.

I. INTRODUCTION

The Cahn-Hilliard equation was first proposed in 1958 by Cahn and Hilliard [1] to study the phase separation process in a binary alloy. Here the term phase stands for the concentration of different components in the alloy. It has been empirically observed that the concentration changes from a possibly mixed state to a distinct spatially separated two phase state when the alloy under preparation is subjected to a rapid cooling at a certain critical temperature. This rapid reduction in the temperature the so-called deep quench limit has been found to be modeled efficiently by obstacle potential proposed by Oono and Puri [2] in 1987; also see Blowey and Elliot [3, p. 237, (1.14)]. The phase separation has been noted to be highly non-linear (point nonlinearity to be precise), and the obstacle potential emulates the nonlinearity and non-smoothness that is empirically observed. Dealing with the non-smoothness and designing robust iterative procedure has been the subject of much active research in last decades. Assuming semi-implicit time discretizations [4] to alleviate the time step restrictions, most of the proposed methods essentially differ in the way the nonlinearity and non-smoothness are handled. Two of the main approaches for such problems are: regularization around the non-smooth region [5] or an active set approach [6] i.e., identify the active sets and solve a reduced problem which is linear, [6] unlike [5] also ensures global convergence of the Newton method by using proper damping parameter. The nonlinear problem corresponding to Cahn-Hilliard problem with obstacle potential could be written as a non-linear system in block $2 \times 2$ matrix form as follows:
\[
\begin{pmatrix}
F & B^T \\
B & -C
\end{pmatrix}
\begin{pmatrix}
u^* \\
w^*
\end{pmatrix}
\geq
\begin{pmatrix}
f \\
g
\end{pmatrix}, \quad u^*, w^* \in \mathbb{R}^n
\]
(1)
where $u^*, w^*$ are unknowns, $F = A + \partial I_K$, where $I_K$ denotes the indicator functional of the admissible set $K$. The matrices $A, C$ are essentially Laplacian with $A$ augmented by a non-local term (a rank one term) reflecting mass conservation. By nonlinear Gaussian elimination of the $w^*$ variables, the system above could be reduced to a nonlinear Schur complement system in $w^*$ variables [6], where the nonlinear Schur complement is given by $-(C + BF^{-1}B^T)$. In [6], a globally convergent Newton method is proposed for this nonlinear Schur complement system which is later interpreted as a preconditioned Uzawa iteration. Note that $F(x)$ is a set valued mapping due to the presence of set-valued operator $\partial I_K$; to solve the inclusion $F(x) \ni y$, or equivalently, $x \in F^{-1}y$ corresponding to the quadratic obstacle problem, many methods have been proposed: projected block Gauss-Seidel [7], monotone multigrid method [8], [9], [10], truncated monotone multigrid [11], and recently introduced truncated Newton multigrid [11]. See the excellent review article [11] that compares all these methods. Solving the quadratic obstacle problem corresponds to identifying the active sets. By annihilating the corresponding rows and columns that belong to the identified active sets, we obtain a reduced linear system as follows:
\[
\begin{pmatrix}
\hat{A} & \hat{B}^T \\
\hat{B} & -\hat{C}
\end{pmatrix}
\begin{pmatrix}
\hat{u} \\
\hat{w}
\end{pmatrix}
= \begin{pmatrix}
\hat{f} \\
\hat{g}
\end{pmatrix}, \quad \hat{u}, \hat{w} \in \mathbb{R}^n
\]
(2)
The overall nonlinear iteration is performed in the sense of inexact Uzawa, and the preconditioners are updated with next available active sets.

In this paper our goal is to design effective preconditioner for (2). In particular we consider the Schur complement preconditioner proposed in [5] and adapt it to our linear system. Our linear system differs from [5]; we have to deal with nontrivial kernels at $(1,1)$ and $(2,2)$ block. We study the effectiveness of the preconditioner for various active set configurations that allow solving large scale nonsmooth optimization problem corresponding to similar model problems when similar nonsmooth Newton Schur method is used.

The rest of this paper is organized as follows. In Section III, we describe the Cahn-Hilliard model with obstacle potential,
we discuss the time and space discretizations and variational formulations. In Section IV, we discuss briefly the solver for Cahn-Hilliard with obstacle problem. In particular, we briefly discuss the recent Nonsmooth Newton Schur method, and the truncated monotone multigrid for the obstacle problem; we describe how the linear system appears. The preconditioners for the reduced linear systems are discussed in Section IV-E. Finally in Section V, we show numerical experiments with the proposed preconditioner.

II. NOTATION

Let SPD and SPSD denote symmetric positive definite and symmetric positive semi-definite respectively. Let \(|x|\) denote the absolute value of \(x\), whereas, for a set \(K\), \(|K|\) denotes the number of elements in \(K\). Let \(I_d \in \mathbb{R}^{n \times n}\) denote the identity matrix. For a vector \(u\) let \(u(i)\) denote the \(i\)th entry of vector \(u\). Similarly for a matrix we use the notation \(K(i, j)\) to denote the \((i, j)\)th entry of \(K\). For any matrix \(K\), \(K^+\) shall denote a pseudoinverse of \(K\).

III. CAHN-HILLSIARD PROBLEM WITH OBSTACLE POTENTIAL

A. The Model

The Cahn-Hilliard equation in PDE form with inequality constraints reads:

\[
\frac{\partial u}{\partial t} = \Delta w,
\]

\[
w = -\varepsilon \Delta u + \psi_0(u) + \mu,
\]

\[
\mu \in \partial \beta_{[-1,1]}(u),
\]

\[
|u| \leq 1,
\]

\[
\frac{\partial u}{\partial \mathbf{n}} = \frac{\partial w}{\partial \mathbf{n}} = 0 \text{ on } \partial \Omega,
\]

where \(\partial \beta_{[-1,1]}(u)\) is the subdifferential of \(\beta_{[-1,1]}(u) := \int_{\Omega} I_{[-1,1]}(u)\). The obstacle potential \(\psi\) is given as follows:

\[
\psi(u) = \psi_0(u) + I_{[-1,1]}(u), \text{ where } \psi_0(u) = \frac{1}{2}(1 - u^2).
\]

Here the indicator function \(I_{[-1,1]}(u)\) is defined as follows:

\[
I_{[-1,1]} = \begin{cases} 
0, & \text{if } u(i) \in [-1, 1], \\
\infty, & \text{otherwise}.
\end{cases}
\]

The subscript \([-1, 1]\) correspond to the fact that \(u\) is allowed to take values only between \(-1\) and \(+1\), which we sometimes refer to as upper and lower obstacles respectively.

In (3)-(7) the unknowns \(u\) and \(w\) are called order parameter and chemical potential respectively. For a given \(\varepsilon > 0\), final time \(T > 0\) and initial condition \(u_0 \in \mathcal{K}\) where

\[
\mathcal{K} = \{ u \in H^1(\Omega) : |u| \leq 1 \},
\]

the equivalent initial value problem for Cahn-Hilliard equation with obstacle potential interpreted as variational inequality reads:

\[
\langle \frac{du}{dt}, v \rangle + \langle \nabla w, \nabla v \rangle = 0, \forall v \in H^1(\Omega),
\]

\[
\varepsilon \langle \nabla u, \nabla (v - u) \rangle - (u, v - u) \geq (w, v - u), \forall v \in \mathcal{K},
\]

where we use the notation \(\langle \cdot, \cdot \rangle\) to denote the duality pairing of \(H^1(\Omega)\) and \(H^1(\Omega)^*\). Note that we used the fact that \(\psi_0'(u) = -u\) in the second term on the left of inequality (12) above. The existence and uniqueness of the solution of (11), (12) above has been established in Blowey and Elliot [3]. We next consider an appropriate discretization in time and space for the model.

B. Time and Space Discretizations

We consider a fixed non-adaptive grid in time \((0, T)\) and in space \(\Omega = (0, 1) \times (0, 1)\). The time step \(\tau = T/N\) is kept uniform, \(N\) being the number of time steps. We consider the semi-implicit Euler discretization in time and finite element discretization as in Barrett et. al. [7] with triangulation \(\mathcal{T}_h\) with the following spaces:

\[
\mathcal{S}_h = \{ v \in C(\Omega) : v|_T \text{ is linear } \forall T \in \mathcal{T}_h \},
\]

\[
\mathcal{P}_h = \{ v \in L^2(\Omega) : v_T \text{ is constant } \forall T \in \mathcal{T}_h \},
\]

\[
\mathcal{K}_h = \{ v \in \mathcal{P}_h : |v_T| \leq 1 \forall T \in \mathcal{T}_h \} = \mathcal{K} \cap \mathcal{S}_h \subset \mathcal{K},
\]

which leads to the following discrete Cahn-Hilliard problem with obstacle potential:

Find \(u_h^k \in \mathcal{K}_h, w_h^k \in \mathcal{S}_h\) such that

\[
\langle u_h^{k+1}, v_h \rangle + \tau \langle \nabla u_h^k, \nabla v_h \rangle = \langle u_h^{k-1}, v_h \rangle, \forall v_h \in \mathcal{S}_h,
\]

\[
\varepsilon \langle \nabla u_h^k, \nabla (v_h - u_h^k) \rangle - \langle w_h^k, v_h - u_h^k \rangle \geq \langle u_h^{k-1} - u_h^k, v_h - u_h^k \rangle, \forall v_h \in \mathcal{S}_h.
\]

holds for each \(k = 1, \ldots, N\). The initial solution \(u_h^0 \in \mathcal{K}_h\) is taken to be the discrete \(L^2\) projection \(\langle u_h^0, v_h \rangle = \langle u_0, v_h \rangle, \forall v_h \in \mathcal{S}_h\). Existence and uniqueness of the discrete Cahn-Hilliard equations has been established in [4]. The discrete Cahn-Hilliard equation is equivalent to the set valued saddle point block 2 × 2 nonlinear system (1) with

\[
\mathcal{A} = A + \partial \mathcal{K}_h\]

\[
A = \varepsilon \langle (\lambda_p, 1), (\lambda_p, 1) \rangle + \langle (\nabla \lambda_p, \nabla \lambda_p) \rangle_{p,q \in \mathcal{K}_h},
\]

\[
B = -\langle (\lambda_p, 1), p \in \mathcal{K}_h, C = \tau \langle (\nabla \lambda_p, \nabla \lambda_p) \rangle_{p,q \in \mathcal{K}_h},
\]

where \(N_h\) stands for the set of vertices in \(\mathcal{T}_h\), and \(\lambda_p, p \in \mathcal{N}_h\) denote the standard nodal basis. We write the above in more compact notation as follows

\[
A = \varepsilon (K + mm^T), \quad B = -M, \quad C = \tau K,
\]

where \(K\) and \(M\) are stiffness and mass matrices respectively.

IV. ITERATIVE SOLVER FOR CAHN-HILLSIARD WITH OBSTACLE POTENTIAL

In [6], a nonsmooth Newton Schur method is proposed which is also interpreted as a preconditioned Uzawa iteration. For a given time step \(k\), the Uzawa iteration reads:

\[
u_h^{i+1,k} = F^{-1}(f^k - B^T w_h^{i,k}),
\]

\[
w_h^{i+1,k} = w_h^{i,k} + \rho_r^k \hat{S}_h^{-1}(Bu_h^{i,k} - Cw_h^{i,k} - g^k)
\]
for the saddle point problem (1). Here \(i\) denotes the \(i^{th}\) Usawa step and \(k\) denotes the \(k^{th}\) time step. Here \(f^k\) and \(g^k\) are defined in (16) and (17). The time loop starts with an initial value for \(w^{0,0}\) which is taken arbitrary, and with the initial value \(w^{0,0}\). The Usawa iteration requires three main computations that we describe below.

A. Computing \(u^{i,k}\)

\[
u^{i,k} = \arg \min_{v \in \mathcal{K}} \left( \frac{1}{2} \langle A v, v \rangle - \langle f^k - B^T w^{i,k}, v \rangle \right).
\]

As mentioned in the introduction, this problem has been extensively studied during last decades [7], [8], [9], [11].

B. Computing \(\tilde{S}^{-1}_h(Bu^{i,k} - Cw^{i,k} - g^k)\)

The descent direction \(d^{i,k+1} = \tilde{S}^{-1}_h(Bu^{i,k} - Cw^{i,k} - g^k)\) in (22) is obtained as a solution of the following reduced linear block 2 \(\times 2\) system:

\[
\begin{pmatrix}
\tilde{A} & \tilde{B}^T \\
\tilde{B} & -\tilde{C}
\end{pmatrix}
\begin{pmatrix}
\tilde{q}^{i,k} \\
q^{i,k}
\end{pmatrix}
= 
\begin{pmatrix}
0 \\
g + Cw^{i,k} - Bu^{i,k}
\end{pmatrix},
\]

where

\[
\tilde{A} = T AT + \tilde{T}, \quad \tilde{B} = TB.
\]

Here \(T\) and \(\tilde{T}\) are defined as follows:

\[
T = \text{diag} \left( \begin{array}{c}
0, \text{if } u^{i,k}(j) \in \{-1,1\}, \\
1, \text{otherwise}
\end{array} \right), \quad j = 1, \ldots, |N_h|,
\]

\[
\tilde{T} = \text{Id} - T, \quad \text{Id} \in \mathbb{R}^{|N_h| \times |N_h|},
\]

where \(u^{i,k}(j)\) is the \(j^{th}\) component of \(u^{i,k}\). In other words, \(\tilde{A}\) is the matrix obtained from \(A\) by replacing the \(i^{th}\) row and the \(j^{th}\) column by the unit vector \(e_i\) corresponding to the active sets identified by diagonal entries of \(T\). Similarly, \(\tilde{B}\) is the matrix obtained from \(B\) by annihilating columns, and \(\tilde{B}^T\) is the matrix obtained from \(B^T\) by annihilating rows.

C. Computing Step Length \(\rho^{i,k}\)

The step length \(\rho^{i,k}\) is computed using a bisection method. We refer the reader to [12, p. 88].

D. Algebraic Monotone Multigrid for Obstacle Problem

To solve the quadratic obstacle problem (21), we use the truncated monotone multigrid method proposed in [8]. However, here we use algebraic coarsening [13] that we describe briefly.

1) Aggregation Based Coarsening: We first discuss the coarsening for two-grid, the multilevel interpolations are applied recursively. In classical two-grid, a set of coarse grid unknowns is selected and the matrix entries are used to build interpolation rules that define the prolongation matrix \(P\), and the coarse grid matrix \(A_c\) is computed from the following Galerkin formula

\[
A_c = P^T A P.
\]

In contrast to the classical two-grid approach, in aggregation based multigrid, first a set of aggregates \(G_i\) is defined. Let \(|N_{h,c}|\) be the total number of such aggregates, then the interpolation matrix \(P\) is defined as follows

\[
P_{ij} = \begin{cases} 
1, & \text{if } i \in G_j, \\
0, & \text{otherwise},
\end{cases}
\]

Here, \(1 \leq i \leq |N_h|, 1 \leq j \leq |N_{h,c}|\). Further, we assume that the aggregates \(G_i\) are such that

\[
G_i \cap G_j = \emptyset, \quad \text{for } i \neq j \text{ and } \bigcup_i G_i = \{ i \in \mathbb{N} : 1 \leq i \leq |N_h| \}.
\]

The matrix \(P\) defined above is a \(|N_h| \times |N_{h,c}|\) matrix, but since it has only one non-zero entry (which are "one") per row, the matrix is compactly represented by a single array of length \(N_h\) storing the location of the non-zero entry on each row. The coarse grid matrix \(A_c\) may be computed as follows

\[
(A_c)(i,j) = \sum_{k \in G_i} \sum_{l \in G_j} A(k,l),
\]

where \(1 \leq i, j \leq |N_{h,c}|\), and \(A(k,l)\) is the \((k,l)\)th entry of \(A\).

Numerous aggregation schemes have been proposed in the literature, but in this paper we consider the standard aggregation based on strength of connection [14, Appendix A, p. 413] where one first defines a set of nodes \(S_i\) to which \(i\) is strongly negatively coupled, using the Strong/Weak coupling threshold \(\beta\):

\[
S_i = \{ j \neq i \mid A(i,j) < -\beta \max|A(i,k)| \}.
\]

Then an unmarked node \(i\) is chosen such that priority is given to a node with minimal \(M_i\), here \(M_i\) being the number of unmarked nodes that are strongly negatively coupled to \(i\). For a complete algorithm of aggregation, the reader is referred to Notay [13], [15].

E. Preconditioner for Reduced Linear System

In Bosch et. al. [5], a preconditioner is proposed in the framework of semi-smooth Newton method combined with Moreau-Yosida regularization for the same problem. However, the preconditioner was constructed for a linear system which is different from the one we consider in (24). For convenience of notation, we rewrite the system matrix in (24) as follows

\[
Ax = b,
\]

where \(A\) above is

\[
A = \begin{pmatrix} \tilde{A} & \tilde{B}^T \\ \tilde{B} & -\tilde{C} \end{pmatrix}, \quad x = \begin{pmatrix} x_1 \\ x_2 \end{pmatrix}, \quad b = \begin{pmatrix} b_1 \\ b_2 \end{pmatrix},
\]

where

\[
x_1 = \tilde{u}^{i,k}, \quad x_2 = d^{i,k}, \quad b_1 = 0, \quad b_2 = g + Cw^{i,k} - Bu^{i,k}.
\]
The preconditioner proposed in [5] has the following block lower triangular form
\[ B = \begin{pmatrix} \hat{A} & 0 \\ \hat{B} & -S \end{pmatrix}, \] (33)
where \( S = C + \hat{B}^{-1}\hat{B}^T \) is the Schur complement. Note that such preconditioners are also called inexact or preconditioned Uzawa preconditioners for the linear saddle point problems. By block \( 2 \times 2 \) inversion formula we have
\[ B^{-1} = \begin{pmatrix} \hat{A}^{-1} & 0 \\ S^{-1}\hat{B}^T\hat{A}^{-1} & -S^{-1} \end{pmatrix}. \] (34)
Let \( \hat{S} \) be an approximation of Schur complement \( S \) in \( B \), then the new preconditioner \( \hat{B} \) and the corresponding preconditioned operator \( B^{-1}A \) are given as follows
\[ \hat{B} = \begin{pmatrix} \hat{A} & 0 \\ \hat{B} & -S \end{pmatrix}, \quad \hat{B}^{-1}A = \begin{pmatrix} I & \hat{A}^{-1}\hat{B}^T \\ 0 & S^{-1} \end{pmatrix}. \] (35)
Using (35) above, we can note the following trivial result.

**Theorem 4.1:** Let \( B \) defined in (35) be a preconditioner for \( A \) defined in (31), then there are \( |N_h| \) eigenvalues of \( B^{-1}A \) equal to one, and the rest are the eigenvalues of the preconditioned Schur complement \( \hat{S}^{-1}\hat{S} \).

**Remark 4.1:** When using GMRES [16], right preconditioning is preferred. Similar result as for the left preconditioner above Theorem 4.1 holds.

The preconditioned system \( B^{-1}Ax = B^{-1}b \) is given as follows
\[ \begin{pmatrix} I & \hat{A}^{-1}\hat{B}^T \\ 0 & S^{-1} \end{pmatrix} \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} = \begin{pmatrix} \hat{A}^{-1} \\ S^{-1}\hat{B}^T\hat{A}^{-1} -S^{-1} \end{pmatrix} \begin{pmatrix} b_1 \\ b_2 \end{pmatrix}, \] (36)
from which we obtain the following set of equations
\[ x_1 + \hat{A}^{-1}\hat{B}^T x_2 = \hat{A}^{-1}b_1, \] (37)
\[ S^{-1}x_2 = S^{-1}(\hat{B}^T\hat{A}^{-1}b_1 - b_2). \] (38)

**Algorithm 4.1:** Objective: Solve \( B^{-1}Ax = B^{-1}b \)

1) Solve for \( x_2 : S^{-1}x_2 = S^{-1}(\hat{B}^T\hat{A}^{-1}b_1 - b_2) \)
2) Solve \( x_1 = \hat{A}^{-1}(b_1 - \hat{B}^T x_2) \)

Here if Krylov subspace method is used to solve for \( x_2 \), then matrix vector product with \( S \) and a solve with \( \hat{S} \) is needed. However, when the problem size i.e. \( |N_h| \) is large, it won’t be feasible to do exact solve with \( A \), and we need to solve it inexact, for example, using algebraic multigrid methods. In the later case, the decoupling of \( x_1 \) and \( x_2 \) as in Algorithm 4.1 is not possible, and we shall need matrix vector product with \( A \) (31) and a solve (forward sweep) with \( \hat{B} \). We discuss at the end of this subsection on how to take advantage of the special structure of \( \hat{A} \) in both cases of exact and inexact solves.

As a preconditioner \( \hat{S} \) of \( S \), we choose the preconditioner first proposed in [5]. The preconditioner is given as follows:
\[ \hat{S} = S_1\hat{A}^{-1}S_2 = - (\hat{B} - \tau^{1/2}K)\hat{A}^{-1}(\hat{B}^T - \tau^{1/2}\hat{A}), \] (39)
where \( K \) is the stiffness matrix from (19). We observe that the preconditioned Schur complement \( \hat{S}^{-1}\hat{S} \) is not symmetric, in particular, not symmetric w.r.t. \( \langle \cdot, \cdot \rangle_S \) or w.r.t. \( \langle \cdot, \cdot \rangle_{\hat{S}} \) which is a sufficient condition for the convergence of preconditioned conjugate gradient method [16, p. 262]. Hence we shall use GMRES in Saad [16, p. 269] that allows nonsymmetric preconditioners.

1) **Exact and Inexact Solve** with \( \hat{A} \): In step 1 of Algorithm 4.1, we need to solve with \( \hat{A} \) when constructing right hand side, and also in step 2. Let \( P \) be a permutation matrix, then solving a system of the form \( \hat{A}h = g \) is equivalent to solving \( P^T\hat{A}h = P^Tg \) as \( P^T \) is nonsingular. With a change of variable \( Py := h \), we then solve for \( y \) in
\[ P^T\hat{A}Py = Pg, \] (40)
and we set \( h = Py \) to obtain the desired solution. By choosing \( P \) that renumbers the nodes corresponding to the coincidence set, we obtain
\[ P^T\hat{A}P = \begin{pmatrix} I \\ R^TP^T\hat{A}PR \end{pmatrix}, \] (41)
where \( R \) is the restriction operator defined as follows
\[ R^TP^T\hat{A}PR = \hat{A} |N_h \setminus N^*_h|, \] (42)
where
\[ N^*_h = \{ i : T(i, i) = 0 \} \] (43)
is nothing but set of active nodes. Here \( R \) is explicitly given as follows:
\[ R = \begin{pmatrix} 0 & 0 & \cdots & 0 \\ \vdots & \cdots & \cdots & 0 \\ 0 & 0 & \cdots & 0 \\ 0 & 1 & \cdots & 0 \\ \vdots & \ddots & \cdots & 0 \\ 0 & 0 & \cdots & 1 \end{pmatrix}, \] (44)
Let \( \hat{K} = TKT \), we have
\[ R^TP^TDPR = R^TP^T\hat{A}PR = R^TP^T\epsilon(\hat{K} + \hat{m}m^T)PR = \epsilon(R^TP^T\hat{K}PR + R^TP^T\hat{m}m^T PR), \] (45)
where
\[ R^TP^T\hat{K}PR = (P^T\hat{K}P)|N_h \setminus N^*_h|, \hat{K} = TKT, \hat{m} = Tm, \] (46)
where \( m \) is the rank-one term defined in (20). For convenience of notation, we write
\[ R^TP^T\hat{A}PR = \epsilon(\tilde{K} + \tilde{z}\tilde{z}^T), \] (47)
where \( \tilde{K} = R^TP^T\hat{K}PR \) and \( \tilde{z} = R^TP^T\hat{z} \). In the new notation, we have
Thus (40) now reads
\[
\begin{pmatrix}
I \\
\epsilon(\tilde{K} + \tilde{z}z^T)
\end{pmatrix}
\begin{pmatrix}
y_1 \\
y_2
\end{pmatrix}
= Pg =:
\begin{pmatrix}
g_1 \\
g_2
\end{pmatrix},
\tag{48}
\]
which reduces to two set of equations
\[
y_1 = g_1, \quad \epsilon(\tilde{K} + \tilde{z}z^T)y_2 = g_2.
\tag{49}
\]
To solve the latter, we use the Sherman-Woodbury formula
\[
(\tilde{K} + \tilde{m}m^T)^+ = \tilde{K}^+ - \frac{\tilde{K}^+\tilde{m}m^T\tilde{K}^+}{1 + \tilde{m}^T\tilde{K}^+\tilde{m}}.
\tag{51}
\]

The AMG discussed before is used to pseudo-invert $\tilde{K}$, and we thus avoid constructing the dense matrix which would be the case when rank one term is explicitly added.

V. Numerical Experiments

All the experiments were performed in double precision arithmetic in MATLAB. The Krylov solver used was GMRES with subspace dimension of 200, and maximum number of iterations allowed was 300. The iteration was stopped as soon as the relative residual was below the tolerance of $10^{-7}$.

We consider two samples of active set configurations that occur when a square region evolves as shown in figures 1 and 2. The region between the two squares and the circles is the interface between two bulk phases taking values +1 and -1; initially we chose random values between -0.3 and 0.5 in the interface region. The width of the interface is kept to be 10 times the chosen mesh size. The time step $\tau$ is chosen to be equal to $\epsilon$. We compare various mesh sizes leading to number of grid points up to just above 1 million, and compare various values of epsilon for each mesh sizes. We observe that the number of iterations remain independent of the mesh size, however it depends on $\epsilon$. But we observe that for a fixed epsilon, with finer mesh, the number of iterations actually decrease significantly. For example the number of iterations for $h = 2^{-7}, \epsilon = 10^{-6}$ is 84 but the number of iterations for $h = 2^{-10}, \epsilon = 10^{-6}$ is 38, a reduction of 46 iterations! It seems that finer mesh size makes the preconditioner more efficient. We also observe that the time to solve is proportional to number of iterations; the inexact solve for the (1,1) block remains optimal because the (1,1) block is essentially Laplacian for which AMG remains very efficient.

VI. Conclusion

For the solution of large scale optimization problem corresponding to Cahn-Hilliard problem with obstacle problem, we proposed an efficient preconditioning strategy that requires two elliptic solves. In our initial experiments up to over million unknowns, the preconditioner remains mesh independent. Although, for coarser mesh, there seems to be strong dependence on epsilon, but as the mesh becomes finer, we observe a significant reduction in iteration count, thus making the preconditioner effective and useful on finer meshes. It is likely that the iteration count continues to decrease on finer meshes.
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