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Abstract—The HUGO project, published at 2010, can be
considered as one of the most promising direction in the de-
sign of highly undetectable steganography. The main idea of
that approach is to minimise the embedding impact from the
steganalysis point of view. This goal is achieved by using trellis
codes in the embedding procedure, the Viterbi algorithm (VA)
and the SPAM features. But the optimality of VA was kept still
unclear because a generic purpose of VA is to correct errors
with trellis codes instead of embedding secret information. The
first goal of the current paper is to prove the optimality of
VA application in its generalised form proposed about 30 years
ago by one of the authors of this paper. The second goal is to
optimise the parameters of the trellis code check matrix for better
undetectability of stegosystems.

Index Terms—stegosystem, images, HUGO project, trellis
codes, generalised Viterbi algorithm.

I. INTRODUCTION

S
TEGANOGRAPHY (SG) is the information hiding tech-

nique that embeds the hidden information into an innocent

cover object (CO) under conditions that CO is not corrupted

significantly and that the presence of the additional informa-

tion in CO may not be detected. This goal entails an obvious

requirement: the embedding impact has to be minimised from

the steganalysis point of view. Moreover, it does not mean that

the number of changes into CO just after embedding should be

minimised because the changes “weights” may differ, hence

a minimisation of changes into CO does not necessary results

in the minimisation of SG detectability.

The assumed most effective stegoanalytic method is the so

called blind steganalysis based on the transition probabilities

of the Subtractive Pixel Adjacency Matrix (SPAM) features

model between neighboring pixel of the image and CO along

8 different directions [1], [2].

Let X ∈ R
n1×n2 be a grey scale cover image and let

Y ∈ R
n1×n2 be the resulting image after embedding using

some stego-algorithm. Let D(X,Y ) be the distortion of the

stegoimage and the cover image, in the sense of ability of

the SPAM stegoalgorithm to distinguish X and Y . Up to an

enumeration of the pixel array, any image X can be regarded

as an array x = (xi)
n
i=1, with n = n1n2.

The additive distortion function chosen for SPAM and

Highly Undetectable steGO (HUGO) [3] is

(X,Y ) 7→ D(X,Y ) =

n
∑

i=1

ρi |xi − yi| (1)

where, ρi ∈ R
+ ∪ {+∞} is the weight coefficient (the cost

of changing the i-th pixel), xi, yi are the values of the i-th

pixel at X and Y respectively. All changes are restricted to

±1 increments, so that the following inequality holds after

±1-embeddings in LSB:

∀i with 1 ≤ i ≤ n : |xi − yi| ≤ 1.

The additive form of (1) means that detectability of SG does

not depend on the correlation between the embedded bits.

That assumption holds when the changed pixels are located

sufficiently far from each other, which in turn holds when the

embedding rate is relatively low.

Two immediate problems arise in the design of effective

SG:

1) How to choose adequately the weights (ρi)
n
i=1?

2) What is the best coding method for changing pixels

according to their weights?

In order to find the pixel weights to be used at (1), for each

i ∈ {1, . . . , n}, let Y (i) be the image X with the i-th pixel

changed. Then, ∀j ∈ {1, . . . , n} : |xj−y
(i)
j | ≤ 1. Let us pick

ρi = D(X,Y (i)).
The weight D(X,Y ) can be calculated as proposed in [3],

as the addition of two sums:
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where the map Ck
d1d2

is calculated, in line with the SPAM

features, as the Markov transition probabilities for the eight

directions at U ∪ V , with

U = {←,→, ↑, ↓} and V = {ց,տ,ր,ւ}.
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In particular, for the case of the horizontal direction (→), for

any integers d1, d2 ∈ [−T, T ]:

C→
d1d2

(X) = Pr
(

D→
i,j = d1 & D→

i,j+1 = d2
)

(3)

where for 1 ≤ i ≤ n1 and 1 ≤ j ≤ n2 − 1,

D→
i,j = Xi,j −Xi,j+1.

As in [3], we consider a weight function of the form:

w(d1, d2) =

[

√

d21 + d22 + σ

]−γ

(4)

for some optimised parameters σ > 0 and γ > 0. It is well

known [1] that in order to minimise the number of changes

among pixels of the CO, a syndrome coding may be used:

H y = m (5)

where y is the block of stego-image bits of length n = n1n2,

m is a block of information bits of length k that should

be embedded into y and H is a (k × n)-matrix chosen for

encoding. Next, among all the solutions y, for given m and

H , it is necessary to select those providing minimum number

of changes between y and its CO block x. At [1], a technique

to solve this problem was presented, and it is especially simple

for the Hamming code with a specific check matrix H . But in

our case it is necessary to minimise not the number of changes

in CO but the distortion function D : (X,Y ) 7→ D(X,Y )
given by (1). It seems to be similar to a transition from

hard decoding to soft decoding in communications where

trellis codes using Viterbi algorithm for decoding can be more

favorable than block codes, using some algebraic decoding

algorithms. Nevertheless there exists a significant difference in

the solution of the matrix equation (5) with respect to y given

m with minimising the distortion function D given x as a CO

and the solution of the error correction procedure equation

Hm = y, given some distance between y and x. Fortunately,

there exists the so called generalised Viterbi algorithm (GVA)

proposed in 1984 [4], [5] that is able to describe both error

correction and also steganographic embedding problem in

analytic form without execution on trellis graphs.

This method of stegosystem design based on trellis codes

and GVA becomes clearer and gets a strict justification. We

describe GVA and its application to steganographic problem

design in the Section II.

Results of matrix optimisation, which are obtained by

simulation with the use of GVA, are presented in Section III.

Section IV concludes the paper.

II. APPLICATION OF GVA TO THE SG SYSTEM DESIGN

PROBLEM

Let us state a problem that results in a natural solution

within GVA [4], [5].

Problem. Find

x̃N = argmin
xN

ΛN (xN ) (6)

where

ΛN (xN ) =

N
∑

k=1

λ(ξk) with

ξk =

{

(x1, x2, . . . , xν) if k ≤ ν

(xk−ν , xk−(ν−1), . . . , xk) if k > ν

where 0 ≤ ν ≤ N − 1, each entry xj is in the set X ,

card (X) = r, and λ is a real function defined on the set

of finite length real sequences. Here, the goal at (6) is to

minimise, but it can be to maximise, as well.

The stated problem can be solved through an algorithm

introduced at [5]:

1. Find x̃1 = argminx1
Λν+1(x1, x2, . . . , xν+1).

2. Find x̃2 = argminxs
Λν+2(x̃1, x2, . . . , xν+2).

...

s. Find x̃s = argminxs
Λν+2(x̃1, . . . , x̃s−1, xs, . . . , xν+s).

...

N − ν. Find (x̃N−ν , . . . , x̃N ) = argmin
(xN−ν ,...,xN )

Λν+2(x̃N ), where

x̃N = (x̃1, . . . , x̃N−ν−1, xN−ν , . . . , xν+s)

It is easy to see that for all steps, except the last one, the

number of calculations for every argument is at most rν+1

and the last step requires at most rν operations.

We note that the conventional VA is a particular case of

GVA with ν = 1. Then we get:

ΛN (xN ) = λ(x1) + λ(x1, x2) + · · ·+ λ(xN−1, xN ). (7)

If we assume now that each xk in (7) is the state of trellis

on the k-th step and λ(xk, xk+1) is the length of branch from

the state xk to the state xk+1, then the decoding problem for

convolutional code presented by trellis diagram is equivalent

to a minimisation of (6). But fortunately, GVA can be used

also for a situation of embedding problem for SG given by (5)

that seems to be at a single glance completely different than

correction of errors by convolutional codes.

Let us consider a matrix H in (5) that has the “step-wise”

sliding form based on a submatrix H̃ of order t×w pictured

at Fig. 1.

In order to simplify further the description, let us consider

the particular case of t = 2, w = 2, and H̃ = [hij ]1≤i,j≤2.

Let us assume also k > 0, and n = 2k. Then equation (5) can

be written as follows:














h11 h12 0 0 · · · 0 0
h21 h22 h11 h12 · · · 0 0
0 0 h21 h22 · · · 0 0
...

...
...

...
. . .

...
...

0 0 0 0 · · · h11 h12















y = m (8)

with

y = [y1 · · · y2k]
T

m = [m1 · · · mk]
T
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H =





























h11 h12 · · · h1w 0 0 · · · 0 · · · 0 0 · · · 0 0 0 · · · 0
h21 h22 · · · h2w h11 h12 · · · h1w · · · 0 0 · · · 0 0 0 · · · 0

...
...

... h21 h22 · · · h2w · · · 0 0 · · · 0 0 0 · · · 0

ht1 ht2 · · · htw

...
...

...
...

...
...

...
...

...
...

...
... ht1 ht2 · · · htw

...
...

...
...

...
...

...
...

...
...

...
... h11 h12 · · · h1w 0 0 · · · 0

0 0 · · · 0 0 0 · · · 0 · · · h21 h22 · · · h2w h11 h12 · · · h1w





























Fig. 1. H as a step-wise sliding matrix.

determining the equation system

h11y1 + h12y2 = m1

∀j = 2, . . . , k − 1 :
h21y2j−3 + h22y2j−2 + h11y2j−1 + h12y2j = mj

h11y2k−1 + h12y2k = mk

(9)

It is possible to apply GVA to solve the system (9) given

the column vector M and X providing a minimisation of the

weight

D(X,Y ) =
2k
∑

j=1

ρj |xj − yj |.

This algorithm can be performed through the following

steps:

1) Build the Table of variants (ŷ1, ŷ2) for all possible tuples

(y3, y4) satisfying equation (9), for j = 2, and minimise

the function

Λ1 = ρ(x1, ŷ1) + ρ(x2, ŷ2),

where ρ(xi, yi) = ρi|xi − yi|.
2) Build the Table of variants (ŷ3, ŷ4) for all possible tuples

(y5, y6) satisfying equation (9), for j = 3, and minimise

the function

Λ2 = ρ(x1, ŷ1) + ρ(x2, ŷ2) + ρ(x3, ŷ3) + ρ(x4, ŷ4),

where ρ(xi, yi) = ρi|xi − yi|.

Proceed similarly up to the last equation at (9).

Example. Let k = 3, ρi = 1 for i = 1, . . . , 6, x = 101110
and m = 100. Then the matrix H is

H =





h11 h12 0 0 0 0
h21 h22 h11 h12 0 0
0 0 h21 h22 h11 h12





=





1 0 0 0 0 0
1 1 1 0 0 0
0 0 1 1 1 0



 .

In line with (8) we have

H y = m (10)

where

y = [y1 y2 y3 y4 y5 y6]
T

m = [1 0 0]
T

y1 y2 y3 y4 (∗) Λ1

1 0 0 0 1 −

1 1 0 0 0∗ 1
1 0 0 1 1 −

1 1 0 1 0∗ 1
1 0 1 0 0∗ 0
1 1 1 0 1 −

1 0 1 1 0∗ 0
1 1 1 1 1 −

(*) Left side of the second equation in (9)
Asterisk means that left side of the second equation of (9) coincides with
m2 = 0.

TABLE I
VALUES OF Λ1 .

y3 y4 y5 y6

0 0 0 0
1 1
0 0 0 1
1 1
0 1 1 0
1 0
0 1 1 1
1 0

TABLE II
ADMISSIBLE TUPLES (y1, y2, y3, y4).

1) In order to satisfy the first equation in (9) we get two

possibilities (y1, y2) = (1, 0), and (y1, y2) = (1, 1).
2) For all possible pairs (y3, y4) and (y1, y2) which are

obtained in the Step 1) we get the possibilities to satisfy

the second equation in (9) shown at Table I.

In Table I there are presented also the calculation results of

the values Λ1 for “survived” strings (with an asterisk). Next

in Table II we present all possible pairs (y3, y4) satisfying to

the corresponding equation in (9) for every pair (y5, y6).
By combining the Tables I and II, we get Table III present-

ing all possible(y1, y2, y3, y4) tuples for every pair (y5, y6)
and corresponding to them, the values Λ3.

Now it is possible to minimise Λ3 by selecting a pair

(y5, y6). This gives two optimal tuples y = 101100 and

y = 101010. It is easy to see that each of these tuples requires

one change of the tuple x and satisfies the equation (10).

This approach can be extended to any “step-wise” matrix

generated by shifting the (t × w)-submatrix H̃ . Then the
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y1 y2 y3 y4 y5 y6 Λ3

1 1 0 0 0 0 4
1 0 1 1 1
1 1 0 0 0 1 5
1 0 1 1 2
1 1 0 1 1 0 2
1 0 1 0 1
1 1 0 1 1 1 3
1 0 1 0 2

TABLE III
VALUES OF Λ3 .

complexity for GVA will be of the order O(kwt 2wt) with

respect to operations.

III. OPTIMISATION OF H̃ BY SIMULATION WITH GVA

Let us consider initially the case with ρi = 1, for i =
1, . . . , n. This means that we try to minimise the number of

changes into the image pixels after embedding against the sizes

t and w of a randomly chosen submatrix H̃ . The results of

simulation are shown in Fig. 2 where relative changes

ν =
card ({i| xi 6= yj})

n

are presented on the vertical axis.

From Fig. 2 it can be seen that it is sufficient to bound the

sizes of the submatrix H̃ as t ≤ 15, w ≤ 10, at least for the

case ρi = 1, for i = 1, . . . , n.

But it is more interesting to investigate the undetectability

of SG based on syndrome embedding under the condition

that the SG detection is performed by blind SVM-based

steganalysis with the use of SPAM features (see (2)-(4)). The

experiment has been arranged as follows: The image base was

taken similar to those considered in [6]. Since the embedding

procedure is very time-consuming the images were reduced to

lesser sizes. The weight coefficients ρij in (1) were calculated

by (2), (3) with the weight function (4) after optimization of

parameters σ and γ. At the training SVM stage both 500

images with and without embedding were used. During the

testing SVM stage, there were executed 500 images with

and without embedding. This HUGO-based algorithm was

compared with conventional ±1 embedding algorithm taken

with the same embedding rate R = k
n

, where k is the number

of embedded bits and n is the number of image pixels. As a

criterion of stegosystem undetectability, it was used (in line

with a recommendations [1]) the averaged error probability

Pe =
1

2
(Pm + Pfa)

where Pm is the probability of SG missing and Pfa is

the probability of SG false alarm. The value Pe has been

minimised at the cost of SVM threshold optimization.

The results of simulations are shown in Tables IV and V.

We can see from these Tables that the use of the HUGO trel-

lis code-based SG offers some advantages in undetectabilities

against a conventional ±1 in LSB embedding SG.

(a)

(b)

Fig. 2. Relative changes of image pixels after embedding based on trellis
codes with n1n2 = 105. (a) against the matrix parameter t given w, and (b)
against the matrix parameter w given t.

Image size Embedding rate R = k

n
Pe

16× 16 0.4 0.27
64× 64 0.4 0.176

128× 128 0.2 0.1780
128× 128 0.4 0.123
256× 256 0.4 0.099

TABLE IV
THE PROBABILITIES OF INCORRECT ±1 SG SYSTEM DETECTION (Pe) FOR

DIFFERENT IMAGE SIZES AND EMBEDDING RATES R.

It is worth to note that the undetectability of SG, even in

the case of a trellis code-based embedding (used with the

HUGO project), depends significantly on the image texturing.

We have found that the greater is the degree of texture, the

most frequent undetectability of the corresponding image.

Qualitatively, image texturing means that the image has a

presence of precise contours, while not texture images have

sliding luminance changing and noisy background. Numeri-

cally image texture can be estimated by the parameter [1]

tn =
1

n1n2

∑

ij

(

max
k

Bk
ij −min

k
Bk

ij

)

(11)
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Image size R = k

n
SPAM parameters Pe

T σ γ

16× 16 0.4 10 10 4 0.337
64× 64 0.4 10 10 4 0.24

128× 128 0.4 10 10 4 0.162
128× 128 0.2 10 10 4 0.269

TABLE V
THE PROBABILITIES OF INCORRECT HUGO SG SYSTEM SPAM-BASED

DETECTION (Pe) FOR DIFFERENT IMAGE SIZES AND EMBEDDING RATES R

Fig. 3. Example of a low texture image.

where Bk
ij is a (2× 2)-pixel block with (i, j)-coordinates and

k is the k-th pixel of this block.

On Fig’s. 3 and 4 there are shown examples of images with

low and high texture coefficient tn, respectively.

As it can be seen by (11), in order to calculate a measure

of image texture tn it is necessary to divide the image on

disjoint (2×2)-blocks and next to calculate for every block the

difference between maximum and minimum pixel luminance

of this block.

In Table VI there are presented the averaged error detecting

probabilities for HUGO-based SG after embedding of mes-

sages into the images with different texturing. For both SVM

training and testing phases 500 images from different image

sets were used.

We can see from this Table that, in fact, the level of image

texturing affects very significantly on SG system detectability.

It seems to be recommended to select for SG embedding such

images, which have large texture level. But on the other side

it can be looking suspiciously with point of steganographic

usage view. Maybe it is better to embed the amount of secret

Fig. 4. Example of a high texture image.

Image size tn R = k

n
SPAM parameters Pe

T σ γ

64× 64 < 0.194 0.4 3 10 4 0.012
64× 64 > 5.28 0.4 3 10 4 0.391

TABLE VI
THE ERROR DETECTING PROBABILITIES FOR HUGO-BASED SG AFTER

EMBEDDING OF MESSAGES INTO THE IMAGES WITH DIFFERENT

TEXTURING.

bits depending on the level of image texture.

IV. CONCLUSION

A new generation of stegosystems with the use of trellis

code-based embedding is very promising because this ap-

proach minimises an embedding impact with the point of view

blind SVM-SPAM based steganalysis. This is the so called

HUGO project developed recently [3].

But our main contribution into this direction is to make

more clear and to prove rigorously that the use of generalised

Viterbi Algorithm is in fact the optimal embedding procedure

jointly with trellis codes.

With the use of this method we have shown experimentally

that HUGO-based SG has significant advantage against simple

stegosystems (like LSB or ±1 algorithm). We have found also

that the level of image texturing is very important in a choice

of images intended for embedding of hidden messages with

high undetectability.

We agree with the importance given to “Open Problem 1”

in [7], namely the design of effective coding schemes for non-

additive distortion function.
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